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SYSTEM AND METHOD FOR
DETERMINING AUDIO CHARACTERISTICS
FROM WITHIN A BODY

INCORPORAITON BY REFERENCE TO ANY
PRIORITY APPLICATIONS

This application 1s a continuation of U.S. patent applica-
tion Ser. No. 15/578,618, filed Nov. 30, 2017, which 1s the
U.S. National Phase Application under 35 U.S.C. § 371 of
International Application No. PCT/IL2016/050559, filed
May 30, 2016, designating the U.S. and published as WO
2016/193970 Al on Dec. 8, 2016 which claims the benefit
of Israel Patent Application No. 239113, filed Jun. 1, 2015,
all of which are hereby incorporated by reference in their
entireties.

FIELD OF THE DISCLOSED TECHNIQUE

The disclosed techmique relates to speckle metrology in
general, and to systems and methods for simultaneously
determining audio characteristics from within a body over
multiple body surface locations, 1n particular.

BACKGROUND OF THE DISCLOSED
TECHNIQUE

L1

Detecting sound by employing laser speckle interferom-
etry 1s known 1n the art. To that end a laser beam 1s projected
toward the sound source or on to a surface acoustically
coupled with the sound source (i.e., a surface which vibrates
according to the sound produced by the sound source). The
laser beam 1mpinges on the surface and diffusively retlects
therefrom. The diffusive retlection of different portions of
the light beam results in a random shift of the phases of the
portions of the corresponding light waves and a random
distribution of the intensities thereof. Consequently, the
waves corresponding to the diffusively reflected portions of
the beam interfere with each other. This results 1n a light
distribution with varying intensity. These random variations
in the intensity create a speckle pattern for each light beam.
The speckle pattern varies with the vibrations of the surface.
An mmager acquires an 1mage of the reflection of the laser
beam from the surface. These 1images of the retlection of the
laser beam 1nclude speckle patterns. The shift of the speckle
patterns between subsequent 1mages 1s related to the vibra-
tions of the surface and thus to the sound produced by the
sound source.

Reference 1s now made to FIG. 1, which 1s a schematic
illustration of a system, generally referenced 10, for deter-
mimng the vibrations of an object, which 1s known 1n the art.
System 10 includes an 1imager 12. Imager 12 includes an
imaging sensor 14 and a lens 16. Lens 16 1s optically
coupled with imaging sensor 14. A beam of coherent light 18
(e.g., a laser light) impinges on the surface of an object 20
and diffusively retlects therefrom. As mentioned above, this
diffusive reflection results 1n a speckle pattern. Imager 12
acquires the speckle patterns 1n a defocused 1mage plane 22.
This defocused 1mage plane 1s located at a distance Z from
the object. The angular displacement of the object results in
a shift, AH, of the speckle pattern 1n defocused image plane
22 and thus of the speckle pattern in the acquired 1image.

The publication to Zalevsky et al. entitled “Simultaneous
Remote Extraction of Multiple Speech Sources and Heart
Beats from Secondary Speckles Pattern” directs to a system
for extraction of remote sounds. In the system directed to by
Zalevsky, a laser beam 1s directed toward an object and
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2

employs a defocused image and detects temporal intensity
fluctuations of the imaged speckles pattern and their trajec-
tory. From the trajectories of the speckles pattern the system
directed to by Zalevsky detects speech sounds and heartbeat
sounds.

U.S. Pat. No. 8,286,493 to Bakish, entitled “Sound Source
Separation and Monitoring Using Direction Coherent Elec-
tromagnetic Waves” directs to a system and methods in
which a plurality of laser beams are pointed toward multiple
sound sources. The reflection of each of the beams 1s related
to a corresponding sound source. The speckle pattern result-
ing from the reflection of each beam 1s analyzed to deter-
mine the sound produced by the corresponding source. Thus,
source separation may be achieved.

The publication to Chen et al., enftitled “Audio Signal
Reconstructions Based on Adaptively Selected Seed Points
from Laser Speckle Images™ directs to a method for esti-
mating the vibrations of an object according to variations in
the gray level values of selected pixels, also referred to as
seed points, 1n a defocused 1mage of the speckle pattern. To
that end, the method directed to Chen acquires a plurality of
images and determines a linear correspondence between the
variations 1n the gray level values of the seed points and the
vibration of the object by estimating the parameters that
minimize the difference between the vibration of the object
at two different seed points, across all images (1.e., since the
difference between the equations are used the vibration 1s not
a parameter i the optimization). The vibration between
images 1s determined as the weighted sum of the vibration
due to each seed point.

The publication entitled “Breath Sound Distribution of
Patient With Pneumonia and Pleural Fflusion” to Mor et al.,
describes the experimental results of a system for detecting
a breath sound distribution map. The system directed to by
Mor 1ncludes 40 contact sound sensors, assembled on two
planar arrays, which cover the posterior lung area. The
sensors are attached to the patient’s back by low-suction
vacuum controlled by a computer. The sounds captured by
the sensors are filtered to the desired frequency range of
breath (between 150-250 Hertz). The signals are processed
and the breath sound distribution 1s displayed as a grayscale
image. Areas with high lung vibration energy appear black
and areas with low lung vibration energy appear light grey.
A physician 1dentifies whether the patient 1s suifering from
Pneumonia or Pleural Effusion based on these images.

PCT Application Publication 2002/036015 to Tearney et
al directs to employing focused 1images of laser speckles for
measuring microscopic motion (e.g., resulting from blood
flow), such as Brownian motion of tissue 1n vivo, to gather
information about the tissue. According to D1, coherent or
partially coherent light 1s reflected from the tissue to form a
speckle pattern at a detector. Due to motion of retlectors
within the tissue, the speckle pattern changes over time. In
operation, coherent light, such as laser light 1s transmitted
through optical fiber toward a tissue sample (e.g., static
tissue, moving tissue, atherosclerotic plaque and the like).
The device can be placed directly 1n contact with the sample
or a short distance therefrom. The light enters the sample,
where 1t 1s reflected by molecules, cellular debris or micro-
structures (such as organelles, microtubules), proteins, cho-
lesterol crystals. The light remitted from the sample 1is
focused on the distal end of a fibers array (fibroscope). The
focused light travels through the fibers to a CCD detector.
Due to interference, a speckle pattern forms at the CCD
detector. The resulting speckle pattern 1s analyzed. Accord-
ing to Tearney, a reference 1mage 1s acquired and correlated
with successive 1mages. Since the speckle pattern 1s each
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successive 1mage 1s diflerent the correlation between the
acquired 1image and the reference 1image decreases. Accord-
ing to Tearney, various physiological conditions can be
determined from the de-correlation time constant. It 1s noted
that Tearney does not measure the motion that cause the
change 1n the speckle pattern just the result of such a motion.
Furthermore, Tearney directs to illuminating multiple loca-
tions of the tissue 1n succession, forming a separate series of
speckle patterns for each respective location, and then
analyzing each separate series of speckle patterns and com-
paring the separate series to deduce structural and/or bio-
mechanical differences between the respective locations of
the tissue.

SUMMARY OF THE PRESENT DISCLOSED
TECHNIQUE

It 1s an object of the disclosed technique to provide a
novel method and system for simultaneously detecting audio
characteristics from within a body, over multiple body
surface locations.

In accordance with the disclosed technique, there 1s thus
provided a system for simultaneously detecting audio char-
acteristics from within a body, over multiple body surface
locations. The system includes a coherent light source, an
imager and a processor. The processor 1s coupled with the
imager. The coherent light source directs at least one coher-
ent light beam toward the body surface locations. The at
least one coherent light beam 1impinges on the body surface
locations. The 1mager acquires a plurality of defocused
images, each image 1s of reflections of the at least one
coherent light beam from the body surface locations. Each
image 1ncludes at least one speckle pattern, each speckle
pattern corresponds to a respective one of the at least one
coherent light beam. Each image 1s further associated with
a time-tag. The processor determines in-image displace-
ments over time of each of a plurality of regional speckle
patterns according to the acquired images. Each one of the
regional speckle patterns 1s at least a portion of a respective
one of the at least one speckle pattern. Each one of the
regional speckle patterns 1s associated with a respective
different one of the body surface locations. The processor
determines the audio characteristics according to the in-
image displacements over time of the regional speckle
patterns.

In accordance with another aspect of the disclosed tech-
nique, there 1s thus provided method for simultaneously
detecting audio characteristics within a body, over multiple
body surface locations. The method includes the procedures
of directing at least one coherent light beam toward the body
surface locations, acquiring a plurality of defocused 1mages
of the body surface locations, determining the i1n-image
displacement over time 1n each of a plurality of regional
speckle patterns according to the acquired images and
determining the audio characteristics originating from
within the body at each of the body surface locations
according to the mm-image displacement over time 1n the
respective regional speckle pattern. The at least one coherent
light beam 1mpinges on the body surface locations. Each
image 1s ol reflections of the at least one coherent light beam
from the body surface locations. Fach image includes at
least one speckle pattern, each corresponds to a respective
one of the at least one coherent light beam. Each 1image 1s
associated with a time-tag. Each one of the regional speckle
patterns 1s at least a portion of a respective one of the at least
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4

one speckle pattern. Each one of the regional speckle
patterns 1s associated with a respective diflerent one of the
body surface locations.

BRIEF DESCRIPTION OF THE DRAWINGS

The disclosed technique will be understood and appreci-
ated more fully from the following detailed description
taken 1n conjunction with the drawings in which:

FIG. 1 1s a schematic illustration of a system for deter-
mining the vibrations of an object, which 1s known 1n the art;

FIG. 2 1s a schematic 1llustration of a system for simul-
taneously detecting audio characteristics within a body, over
multiple body surface locations, constructed and operative
in accordance with an embodiment of the disclosed tech-
nique;

FIG. 3 1s a schematic 1llustration of a system for simul-
taneously detecting audio characteristics within a body, over
multiple body surface locations, constructed and operative
in accordance with another embodiment of the disclosed
technique;

FIGS. 4A and 4B are schematic illustration of an exem-
plary user interface constructed and operative 1n accordance
with a further embodiment of the disclosed technique;

FIG. § 1s a schematic illustration of a method for simul-
taneously detecting audio characteristics within a body, over
multiple body surface locations, operative in accordance
with another embodiment of the disclosed technique; and

FIGS. 6 A-6D are schematic illustrations of an example
for simultaneously detecting audio characteristics within a
body, over multiple body surface locations, in accordance
with another embodiment of the disclosed.

DETAILED DESCRIPTION OF TH.
EMBODIMENTS

L1

The disclosed technique overcomes the disadvantages of
the prior art by providing a system and a method for
simultaneous detection of audio characteristics within a
body, over multiple body surface locations. The term “audio
characteristics™ relate herein to an audio signal of a sound
produced from within the body or to the characteristics of
that sound (e.g., spectrum, spectrogram, sound pressure
level, sound power, time delay between signals measured on
different body surface locations, energy and the like). The
sound from within the body may be produced, for example,
by an organ (e.g., the heart, the lungs, the stomach or the
intestines). The sound from within the body may also be that
produced by an embryo (e.g., by the heart of the embryo or
by the motion of the embryo within the womb). The system
according to the disclosed technique includes a coherent
light source, which directs at least one coherent light beam
toward body surface locations and an 1mager, which
acquires a plurality of defocused images of the reflections of
the at least one coherent light beam from the body surtace
locations. Fach image includes at least one speckle pattern
corresponding to a respective coherent light beam. Each
image 1s further associated with a time-tag. A processor,
coupled with the imager, determines in-1image displacement
over time of each of a plurality of regional speckle patterns
according to the acquired images. Each one of the regional
speckle patterns being at least a portion of a respective
speckle pattern associated therewith (e.g., two regional
speckle patterns may be a portion of a single speckle
pattern). Each of the regional speckle patterns 1s associated
with a respective different one of the body surface locations.
In other words, each of at least a portion of a speckle pattern
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may be associated with a different body surface location and
define a regional speckle pattern. The processor determines
the audio characteristics originating from within the body at
cach of the body surface location, according to the in-image
displacement over time of the respective regional speckle
pattern. The processor compares the determined audio char-
acteristics with stored audio characteristics corresponding to
known physiological conditions, thereby attempting to
detect at least one physiological condition. A graphical
representation of these audio characteristics may be dis-
played on a display. A motion compensator compensates for
the effects of relative motion between the patient and the
imager, on the determined audio characteristics. An audio
reproduction sub-system may reproduce the sounds from
within the body according to the determined sound signal.
Also, a user may select the locations of 1nterest correspond-
ing to the regional speckle patterns with the aid of a user
intertace (UI).

Reference 1s now made to FIG. 2, which 1s a schematic
illustration of a system, generally retferenced 100, for simul-
taneously detecting audio characteristics within a body, over
multiple body surface locations, constructed and operative
in accordance with an embodiment of the disclosed tech-
nique. System 100 includes a coherent light source 102, an
imager 104, a processor 106, a memory 108, a display 110
and an audio reproduction sub-system 112. Processor 106
includes a motion compensator 114. Processor 106 1s
coupled with imager 104, memory 108, display 110 and with
audio reproduction sub-system 112. Processor 106 1s option-
ally coupled with coherent light source 102 (1.e., as indicated
by the hatched line 1n FIG. 1).

Coherent light source 102 emits a beam or beams of
monochromatic coherent light. Coherent light source 102 1s,
for example, a laser light source. Imager 104 includes an
imager sensor array (not shown) such as a Charged Coupled
Device (CCD) sensor array or Complementary Metal Oxide
Semiconductor (CMOS) sensor array sensitive at the wave-
length of the light emitted by coherent light source 102.

Coherent light source 102 emuits a plurality of light beams,
such as light beam 116, each toward a respective one of a
plurality of body surface locations 118,, 118,, 118,, 118,
118, and 118, of patient 120. Each of the plurality of light
beams impinges on the respective one of body surface
locations 118,, 118,, 118, 118, 118. and 118, and difiu-
sively reflects therefrom (i.e., each ray 1s reflected at a
random direction) which, as mentioned above, results in a
speckle pattern across each light beam.

Imager 104 acquires a plurality of defocused images, such
as 1mage 122, of reflections of the light beams from body
surface locations 118,-118.. Each image including a plural-
ity of speckle patterns such as speckle pattern 124. Each one
of the speckle patterns corresponds to a respective light
beam reflected from body surface locations 118,-118 .. Thus,
cach of the speckle patterns correspond to a respective body
surface location 118,-118.. Imager 104 further associates
cach 1image with a respective time-tag. Imager 104 provides
the 1mages acquired thereby to processor 106.

Processor 106 determines the in-image displacement over
time 1n each of a plurality of regional speckle patterns 126,
126,, 126, 126, 126, and 126, according to the acquired
images. Each one of the regional speckle patterns 126 ,-126
1s associated with a respective different one of the body
surface locations 118 ,-118 ... In the example set forth 1n FIG.
2, each regional speckle patterns 126,-126. 1s also associ-
ated with a different respective speckle pattern (1.e., no two
regional speckle patterns are associated with the same
respective speckle patter). In the defocused images, the
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vibrations and motion of the body surface locations 118, -
118 result in an 1n-image displacement of the corresponding

regional speckle patterns 126,, 126,, 126, 126, 126, and

126, between two images. The term ‘in-image displace-
ment” herein relates to the difference between the pixel
coordinates of the speckle pattern (e.g., of the center of mass
of the speckle pattern) in two different 1mages. Processor
106 may determine the in-image displacements over time 1n
cach of a plurality of regional speckle patterns 126,-126.. As
turther explained below, processor 106 determines the vibra-
tions of each one of body surface locations 118 ,-118.. These
vibrations may be caused by sound produced from within
the body. Thus, processor 106 determines the audio charac-
teristics at body surface locations 118,-118 ., according to
in-image displacements over time in the respective regional
speckle patterns 126,-126.. As mentioned above, the vibra-
tions of body surface locations 118,-118, and thus the audio
characteristics corresponding thereto, may be induced from
within body. It 1s also noted that at least some of body
surface locations 118,-118 . may partially overlap with each
other thereby increasing the spatial resolution of the system.

Following 1s an example of determining the vibrations of
each one of body surface locations 118,-118, and thus of
the audio characteristics thereof, according to the plurality of
images ol the respective regional speckle patterns 126, -
126.. Processor 106 cross-correlates each pair of successive
selected ones of the acquired images (1.e., as determined
according to the time-tag associated with each i1mage).
Processor 106 determines the relative shift between each
successive pair of 1mages accordingly to the result of the
respective cross-correlations (e.g., according to the location
of the maxima of the result of the cross-correlation). Pro-
cessor 106 determines the vibration of body surface loca-
tions 118,-118, according to the relative shift between each
successive pair ol images. The angular displacement of the
body about a vertical axis 128 results in a corresponding
horizontal shift of the regional speckle patterns 126,, 126,
126,,126,, 126 and 126, in the defocused image plane. The
angular displacement of the body about a horizontal axis 130
results 1n a vertical shift of the regional speckle pattern 126,
126,, 126,, 126,, 126, and 126, in the defocused image
plane. Thus, the angular displacement of the body about the
vertical axis 128 or horizontal axis 130 results 1n a corre-
sponding shift of the regional speckle patterns 126,, 126,,
126,126,126 and 126 1n the acquired image as well. The
relationship between the angular displacement of the body
surface location about a single axis and the corresponding
shift of a speckle pattern in a successive pair of acquired
images 1s as follows:

- 2ZM
Ak

(1)

where 0 1s the angular displacement (1.e., either about the
vertical axis or the horizontal axis) of the body surface
location, Z 1s the distance between the body surface location
and the defocused 1image plane, M 1s the magnification of the
optics ol 1imager 104 and Ah 1s the corresponding relative
shift (1.e., erther horizontal or vertical) between the speckle
patterns in a pair of successive 1mages (1.€., as determined by
the cross-correlation between the images). Alternatively,
Processor 106 determines the vibrations of each one of body
surface locations 118,-118, and thus of—the audio charac-
teristics thereof, according to varnation of selected seed
points as described above.
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During the acquisition of the images, either patient 120 or
imager 104 or both, may move. This relative motion
between patient 120 and 1imager 104, also referred to herein
as ‘common motion’, results 1n an additional shift in the
regional speckle patterns (1.e., other than the shift caused by
the vibration of body surface locations 118,-118,). Thus, the
total shift of one of regional speckle patterns 126,, 126,
1264, 126, 126 and 126 (1.¢., both due to the vibration of
the body surface locations 118,-118, and due to the common
motion), 1n a single 1image axis (1.¢., either the x axis or the
y axis of the image) and between two subsequent 1mages 1s
as follows:

( dx(n) ) (2)
(dsi(D)Y (a1 a2 ais dia 415 die dy(1)
ds» (1) a1 22 @23 d24 25 26 dz(1)
: + -
dYaw()
dsy () ) \any1 ann ans ava ans ange ) | dPitch(t)
 dRoll(D)
( dS1(n))
A5 (1)
deN(I),J

In Equation (2), N relates to the number of regional speckle
patterns, ds (t) relates to the in-image displacement (i.e.,
occurring between the acquisition of two subsequent
images) ol a regional speckle pattern corresponding to body
surface location 1 only due to the vibration thereof. dSi(t)
relates to the m-image displacement (i.e., also occurring
between the acquisition of two subsequent 1images) of the
regional speckle pattern corresponding to body surface
location 1 due to both the vibration thereot and the common
motion. Further in equation (2) a,; are common motion
coellicients 1n a motion compensation matrix. A respective
motion compensation matrix 1s associated with each
regional speckle pattern. Also 1 Equation (2) dx(t), dy (1),
dz (t) relate to the change 1n the relative position between
patient 120 and imager 104 (1.e., between the acquisition
times of the two subsequent 1mages) 1n the X, v and z axes
respectively and dYaw (t), dPitch (t) and dRoll (1) relate to
the change 1n the relative orientation between patient 120
and 1mager 104 (1.e., also between the acquisition times of
two subsequent 1images) about the vaw, pitch and roll axes
respectively. In vector and matrix notation, equation 2 may
be expressed as follows:

S (O+MF (5)=5 (1) (3)

M 1s referred to herein as the ‘motion compensation matrix’

where the entries thereof are a,; of equation (2), _s}(t) 1S a
vector where the entries thereof are ds (t) of equation (2),

S(t) is a vector where the entries thereof are dS.(t) of

equation (2) and ﬁ(t), referred to herein as the ‘relative
motion vector’ 1s a vector where the entries thereot are dx(t),
dy (1), dz(t), dYaw (t), dPitch,(t) and dRoll (t). According to
equation (3), the displacement of the regional speckle pat-
tern corresponding to body surface locations 118 ,-118, only
due to the vibration of the body surface locations, may be
expressed as follows:

S (=S (O-MF (@) (4)
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To compensate for relative motion between patient 120
and 1mager 104, motion compensator 114 requires informa-

tion relating to §(t)j ?(t) and M. §(t) 1s determined from
the acquired i1mages by employing a cross-correlation
between a pair of successive 1images, as mentioned above. M
1s determined either during a calibration process or analyti-

cally as further explained below. Thus, only ﬁ(t)) 1S
unknown.

Assuming that the average in-image displacement of
regional speckle pattern 126,, 126,, 126,, 126,, 126, and
126, corresponding to body surface locations 118,-118,,
only due to the vibration thereof, 1s small relative to the
in-image displacement due to the common motion, the
in-image displacement due to the relative motion between
patient 102 and imager 104 may be estimated as follows:

MF(©)=5 () (5)

Motion compensator 114 may estimate ﬁ(t)) by employing
the least squares method as follows:

F(O=[M"M]"*"M*S (2) (7)

Thus, processor 106 determines the shift of regional speckle
patterns 126,, 126, 126, 126, 126. and 126, correspond-
ing to body surface locations 118,-118, only due to the
vibration thereof by employing results of equation (7) with
equation (4). It 1s noted that equation (7) may be incorpo-
rated 1n equation (4) resulting 1n a single equation to be

solved without estimating) ﬁ(t) as follows:

s (=S (O)-MMM]'MTS @) (8)

It 1s turther noted that, i1t the motion compensation matrix
and the relative motion vector are unknown, motion com-
pensator 114 may estimate both by employing singular value

decomposition (SVD) on S(t). It is also noted that the
number of regional speckle patterns employed for estimating
the 1n-1mage displacement due common motion relates to
the number of motion parameters (1.e., X, Y, Z, Pitch, Yaw,
Roll) to be estimated. Each regional speckle pattern may be
employed for estimating two motion parameters. For
example, for determining the mn-1mage displacement due to
common motion in the X, Y and 7 axes and about the Pitch,
Yaw and Roll axes (1.e., six motion parameters), at least
three regional speckle patterns should be employed.

System 100 may be employed to detect various physi-
ological conditions characterized by the respective audio
characteristics thereof. For example, system may be
employed to detect heart arrhythmia, asthma, apnea, pneu-
monia and the like. To that end, memory 108 stores a
plurality of audio characteristics corresponding to various
known physiological conditions (1.e., may include the audio
characteristics corresponding to normal physiological con-
ditions). Processor 106 compares the determined audio
characteristics corresponding to each selected one of body
surface locations 118,-118 of interest with the stored audio
characteristics (1.e., associated with substantially the same
body surface locations) of known physiological conditions,
to determine a correspondence there between. Alternatively
or additionally, processor 106 compares the determined
audio characteristics corresponding to each body surface
locations of interest with the audio characteristics corre-
sponding to other ones of selected body surface locations of
interest.

Following 1s an example of attempting to detect physi-
ological conditions according to determined and stored
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sound characteristics. Initially, processor 106 filters signals
of interest (e.g., sounds relating to the heart, sound relating
to breathing and the like) from the detected sound signals
associated with selected ones of body surface locations
118,-118.. Such filtering may be done in the frequency
domain or in the time domain. For example, heart sounds
exhibit a higher frequency than breathing sounds, breathing
sounds may be detected after the occurrence of a PQR cycle.
For each signal on interest, processor 106 determines a
respective spectrogram. Processor 106 then compares the
spectrogram of each signal of interest with a reference
spectrogram (e.g., associated with known physiological con-
dition) associated with substantially the same body surface
location. For example, processor 106 compares the intensi-
ties of the spectrograms corresponding to the selected ones
of body surface locations relative to the intensities of the
reference spectrograms (1.€., also corresponding to the same
selected body surface locations). As a further example,
processor 106 may cross-correlate the determined spectro-
grams with the reference spectrograms or cross-correlate
portions of the determined spectrograms with portions of the
reference spectrograms. Alternatively or additionally, pro-
cessor 106 compares the spectrogram of each signal of
interest with the spectrogram corresponding to other ones of
selected body surface locations (e.g., comparing the spec-
trogram corresponding to the left lower lung with the
spectrogram corresponding to the right lower lung). As
described above, processor 106 may compare the intensities
ol these spectrograms or cross-correlate these spectrograms
(1.e. or portions thereot). It 1s noted that spectrograms are
brought herein as an example only, the above described may
be employed with any one determined audio characteristics.
For example, processor 106 may compare a determined
sound signal with a stored sound signal by cross-correlating
the two signals. Processor 106 may determine a correlation
matrix between the determined sound signals which 1s
related to the variance between the detected sound signals.

As mentioned above, the audio characteristics corre-
sponding to body surface locations 118,-118, may be pro-
duced from within the body (e.g., by an organ such as the
heart, the lungs, the intestines or by an embryo). When the
audio characteristics include a signal representing the sound
produced from within the body, processor 106 may provide
that sound signal to audio reproduction sub-system 112.
Audio reproduction sub-system 112 (e.g., speakers or ear-
phones) re-produces the sound from within the body for the
user to hear. Audio reproduction sub-system 112 may be a
‘three-dimensional (3D) audio’ reproduction sub-system as
turther explained below. Processor 106 may provide the
determined audio characteristics to display 110 which pres-
ents graphical representations of the audio characteristics to
the user. For example, display 110 may present a graph of
the sound signal or a graph of the spectrum of the sound
signal or both. Alternatively or additionally, dlsplay 110
displays an 1image of the speckle pattern or the region of
interest of the body surface or of the inner body. Display 110
may be a part of a user interface, as further explained below
in conjunction with FIGS. 4A and 4B.

As mentioned above, 1n the example set forth i FIG. 1,
cach regional speckle patterns 126,-126 1s also associated
with a different respective speckle pattern. However, that 1s
not generally the case, two or more regional speckle patterns
may be associated with a different portion of the same
speckle pattern produced by a single beam. Nevertheless,
cach regional speckle pattern 1s associated with a respective
different body surface location. Also, six body surface
locations (1.e., body surface locations 118,-118.) are brought
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herein as an example only. Less or more body surface
location may be employed (e.g., according to user selection)
as further elaborated below in conjunction with FIGS. 4A
and 4B.

System 100 described hereinabove in conjunction with
FIG. 2 employs a plurality of coherent light beams each
illuminating body surface locations. However, a single
coherent light beam, which illuminates the entire body
region ol interest (e.g., the thorax, the abdomen) may be
employed. This body region of interest includes all the
plurality of body surface locations of interest. Reference 1s
now made to FIG. 3, which 1s a schematic illustration of a
system, generally referenced 150, for simultaneously detect-
ing audio characteristics within a body, over multiple body
surface locations, constructed and operative in accordance
with another embodiment of the disclosed technique. Sys-
tem 150 includes a coherent light source 152, an imager 154,
a processor 156, a memory 158, a display 160 and an audio
reproduction sub-system 162. Processor 156 includes a
motion compensator 164. Processor 156 1s coupled with
imager 154, memory 158, display 160 and with audio
reproduction sub-system 162. Processor 156 1s optionally
coupled with coherent light source 152 (1.e., as indicated by
the hatched line 1n FIG. 3).

Similarly to coherent light source 102 (FIG. 2), coherent
light source 152 emits monochromatic light. Coherent light
source 152 1s, for example, a laser light source. Similarly to
imager 104 (FIG. 2), imager 154 includes an imager sensor
array (not shown) such as a Charged Coupled Device (CCD)
sensor array or Complementary Metal Oxide Semiconductor
(CMOS) sensor array sensitive at the frequency of the light
emitted by coherent light source 152.

Coherent light source 152 emits a light beam 166 toward
plurality of body surface locations 168,, 168, 168,, 168,
168 and 168 of patient 170. Light beam 166 impinges on
a body region of interest of patient 170 and diffusively
reflects therefrom, which results 1n a speckle pattern. As
mentioned above, the speckle pattern varies with the vibra-
tions of the respective one of body surface locations 168, -
168, which may be partially induced by sound produced
from within the body. It 1s also noted that six body surface
locations (1.e., body surface locations 168,-168,) are
brought herein as an example only. Less or more body
surface locations may be employed.

Imager 154 acquires a plurality of defocused images, such
as 1mage 172, of a reflection of light beam 166 from body
surface locations 168,-168,.. Each image includes a speckle
pattern such as speckle pattern 174 corresponding to light
beam 166 reflected form body surface locations 168 ,-168...
Imager 154 further associates each image with a respective
time-tag, and provides the images acquired thereby to pro-
cessor 156.

Processor 156 determines in-1mage displacement of each
of a plurality of regional speckle patterns 176,, 176,, 176,
176,176 and 176, according to the acquired images. Each
one of the regional speckle patterns 176,-176, 1s associated
with a respective different one of the body surface locations
168,-168. and thus, with a different portion of speckle
pattern 174. Processor 156 determines the vibrations of each
one ol body surface locations 168,-168.. These vibrations
may be caused by sound produced from within the body at
the body surface locations 168,-168.. Thus, processor 156
determines the audio characteristics at body surface location
168, -168. according to mn-image displacement of the respec-
tive regional speckle patterns 176,-176, similarly to as
described above in conjunction with FIG. 1 and Equation 1.
Alternatively, Processor 156 determines the vibrations of
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cach one of body surface locations 168,-168, and thus of
the audio characteristics thereof, according to variation of
selected seed points also as described above. As mentioned
above, the audio characteristics corresponding to body sur-
face locations 168,-168, may be produced from within the
body. Furthermore, motion compensator 164 compensates
for the relative motion between of patient 170 and 1mager
154 similar to as described above 1n conjunction with FIG.
1 and equations 2-8. Also similar to as described above 1n
conjunction with FIG. 1, at least some of body surface
locations 168,-168, may partially overlap with each other
thereby increasing the spatial resolution of the system.

Further similar to system 100 (FIG. 2), system 150 may
be employed to detect various physiological conditions. To
that end, memory 138 stores a plurality of audio character-
1stics corresponding to various known physiological condi-
tions. Processor 156 then compares the determined audio
characteristics corresponding to each selected one of body
surface locations 168,-168 . with reference audio character-
istics (e.g., associated with known physiological condition)
associated with substantially the same body surface location.
Alternatively or additionally, processor 156 compares the
determined audio characteristics corresponding to each body
surface locations of interest with the audio characteristics
corresponding to other ones of selected body surface loca-
tions of interest.

Similar to as described above in conjunction with FIG. 1,
when the audio characteristics include a signal representing
the sound produced from within the body, processor 156
may provide that sound signal to audio reproduction sub-
system 162, which re-produces the sound from within the
body for the user to hear. Audio reproduction sub-system
162 may also be a 3D audio reproduction sub-system. Also
similar to as described above in conjunction with FIG. 1,
Processor 156 may provide the determined audio character-
istics to display 160 which presents graphical representa-
tions of the audio characteristics to the user. Alternatively or
additionally, display 160 displays an image of the speckle
pattern or the region of interest of the body surface or of the
inner body. Display 156 may also be a part of a user
interface.

In a system according to the disclosed technique (e.g.,
system 100 of FIG. 2 or system 150 of FIG. 3), a user may
select locations of interest with the aid of a user interface
(UD). For example, when a user wants to listen to the sounds
produced by an embryo, the user selects body surface
locations located on the abdomen. As a further example,
when a user may want to listen to the sounds produced by
the left lung, the user selects body surface locations located
on left thorax. Alternatively, the display displays a model of
the mner body region of interest or of the embryo and the
user selects the body surface locations with the aid of this
model.

Reference 1s now made to FIGS. 4A and 4B which are
schematic illustration of an exemplary user interface, gen-
erally referenced 200, constructed and operative 1n accor-
dance with a further embodiment of the disclosed technique.
User interface 200 may be emploved with either one of
system 100 or system 150 described heremnabove in con-
junction with FIG. 2 and FIG. 3 respectively. As such user
interface 1s coupled with the respective one of processor 110
(FIG. 2) or processor 160 (FIG. 3). User interface 200
includes a display 202 and a user selection 204. In FIGS. 4A
and 4B, display 202 displays a location representations 206, ,
206,, 206,, 206,, 206, and 206, superimposed on a model
of an organ of interest 208 (e.g., the heart and the lungs 1n
FIGS. 4A and 4B). Each one of location representations
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206,-206 corresponds to a respective body surface location
210,210, 210,, 210, 210, and 210, on the body of patient
210. A user selects the body surface locations 210,-210, of
interest according to the location of location representations
206,-206. on display 202. The user may select the body
surface locations 208,-208, of interest by employing user
selection 204. In the example set forth 1n FIGS. 4A and 4B,
user selection 204 includes predefined options and a user
defined option. Each of the predefined options includes a
different selection of body surface locations 210,-210, suit-
able for a known situation. For example, option one depicted
in FIG. 4A 1includes body surface locations suitable for
determining the audio characteristics corresponding to the
heart and lungs of a male adult. Similarly, option two
includes body surface locations suitable for determining the
audio characteristics corresponding to the heart and lungs of
a female adult. Option three includes body surface locations
suitable for determining the audio characteristics corre-
sponding to the heart and lungs of a child (i.e., the location
representations 206,-206. and the corresponding body sur-
tace locations 210,-210, will be more densely distributed
than body surface locations 210,-210, of an adult).

With reference to FIG. 4B, when employing the user
defined option 1n user interface 200, the user may select the
body surface locations 210,-210, by moving location rep-
resentations 206,-206. (e.g., with the aid of a cursor) on
display 202 to the desired location. In the example set forth
in FIG. 4B, the user selects to determine the audio charac-
teristics corresponding to the lungs only. When user inter-
tace 200 1s employed 1n conjunction with system 100 (FIG.
2), and the user selects body surface locations 210,-210, by
moving location representations 206,-206,, coherent light
source 102 shall direct the light beams emitted thereby
toward selects body surface locations 210,-210, according
to the location of location representations 206,-206, on
display 202. Furthermore location representations 206, -
206, shall indicated the location of the regional speckle
patterns 126,-126, in the images acquired by imager 104.
When user interface 200 1s employed in conjunction with
system 130 (FIG. 3), and the user selects body surface
locations 210,-210, by moving location representations
206,-206,, coherent light source 152 shall directs the light
beam emitted thereby toward body surface region of interest
according to the location of location representations 206, -
206, on display 202. Furthermore location representations
206,-206, shall indicate the location of the regional speckle
patterns 176,-176, 1n the images acquired by imager 154.
For a user to be able to select body surface locations
210,-210, with the aid of user interface 200 and a model an
organ ol interest 208, the coordinate system associated with
the model (herein ‘the model coordinate system’) and the
coordinate system associated with the image acquired by the
imager should be registered with each other (e.g., with the
aid of fiducials) so the selection of location representations
206,-206, shall corresponds to the body surface locations
210,-210,. Furthermore, the time delay between signals,
originating from the same source and measured at difierent
body locations may be employed to determine the exact
position of the sound source. For example, each time delay
fits to a hyperbola 1n the model coordinate system supposing
a uniform propagation velocity. An intersection of at least
two of such hyperbolas defines a two dimensional location
of the sound source. Also comparing between signals gath-
ered at different defined positions the various internal body
sounds (e.g., the sound of breathing) may be characterized,
for example, 1n terms of the above mentioned audio char-
acteristics.
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As mentioned above, audio reproduction sub-system 112
(FIG. 2) and audio reproduction sub-system 162 (FIG. 3)
may be a 3D audio reproduction sub-system. Such a 3D
audio reproduction sub-system reproduces the sound
detected from within the body, which the user hears as
originating from the source of the sound (e.g., from the heart
of the patient). To that end, for example, the processor
employs a Head Related Transfer Function (HRTF) to
produce a binaural sound to be reproduced on headphones.
In general, for a 3D audio reproduction system to produce
the sound, which the user hears as originating from the
source of the sound, the spatial relationship between the
source and the user should be known (i.e., either fixed or
tracked). For example, the user may position herself 1n front
of the patient at a fixed relative position during examination.
Alternatively, the spatial relationship between the user and
the source may be tracked by a tracking system (e.g., an
optical tracking system, an electromagnetic tracking system
or an ultrasound tracking system). The output of such a
tracking system 1s used as the mput for the HRTF.

Reference 1s now made to FIG. 5, which 1s a schematic
illustration of a method for simultaneously detecting audio
characteristics within a body, over multiple body surface
locations, operative 1 accordance with another embodiment
of the disclosed technique. In procedure 2350, at least one
coherent light beam 1s directed toward body surface loca-
tions. The at least one coherent light beam 1mpinges on the
body surface locations. With reference to FIG. 2, coherent
light source 102 directs a plurality of coherent light beams
toward body surface locations 118 -118 .. With reference to
FIG. 3, coherent light source 152 directs coherent light
beams 266 toward body surface locations 168,-168...

In procedure 252, a plurality of defocused images of the
body surface locations are acquired. Each image is reflec-
tions of the at least one coherent light beam from the body
surface locations. Each one of the images includes at least
one speckle pattern, each speckle pattern corresponding to a
respective one of the at least one coherent light beam. Each
one of the images being further associated with a respective
time-tag. With reference to FIG. 2, imager 104 acquires a
plurality of defocused images of body surface locations
118,-118,, each including at least one speckle pattern cor-
responding to a respective coherent light beam. With refer-
ence to FIG. 3, imager 154 acquires a plurality of defocused
images of body surface locations 168,-168, cach including
at least one speckle pattern corresponding to a respective
coherent light beam.

In procedure 254, the in-1mage displacement over time of
cach of a plurality of regional speckle patterns are deter-
mined according to the acquired images. Each regional
speckle pattern 1s at least a portion of a respective one of the
at least one speckle pattern. Each regional speckle pattern 1s
associated with a respective diflerent one of the body surface
locations. With reference to FI1G. 2 processor 106 determines
the in-1image displacements over time of each of a plurality
of regional speckle patterns according to the acquired
images. With reference to FIG. 3 processor 156 determines
the in-image displacement over time of each of a plurality of
regional speckle patterns according to the acquired 1mages.

In procedure 256, the effects of relative motion between
the body and the imager on the in-1mage displacements of
the regional speckle pattern are compensated. As mentioned
above, the relative motion between the body and the imager
may result 1n an additional shift 1n the regional speckle
patterns other than the shift caused by the vibration of the
body surface locations. The eflect of the relative motion
between the body and the imager on the mn-1image displace-
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ments of the regional speckle pattern 1s compensated as
described above in conjunction with equations 2-7. With
reference to FIG. 2, motion compensator 114, compensate
the eflect of the relative motion between the body of patient
120 and the imager 102 on the in-image displacement of the
regional speckle pattern 126,-126,. With reference to FIG.
3, motion compensator 164, compensates the eflects of
relative motion between the body of patient 170 and the
imager 152 on the in-1image displacements of the regional
speckle pattern 176,-176.. It 1s noted that when no relative
motion exists between the body (e.g., when both the body
and the imager cannot move) there 1s no need to compensate
the eflects such relative motion.

In procedure 258, the audio characteristics originating
from within the body, at each of the body surface locations,
are determined according to the in-image displacements
over time of the respective regional speckle pattern. As
mentioned above, sound originating from within the body
may result in vibrations of the body surface. With reference
to FI1G. 2, processor 106 determines the audio characteristics
originating from within the body at each of the body surface
locations according to the in-image displacements over time
of the respective regional speckle pattern. With reference to
FIG. 3, processor 156 determines the audio characteristics
originating from within the body at each of the body surface
locations according to the in-image displacements over time
of the respective regional speckle pattern.

In procedure 260, the detection of at least one physiologi-
cal condition 1s attempted. A physiological condition may be
detected by comparing the determined audio characteristics
corresponding to each selected one of body surface locations
with reference audio characteristics corresponding to sub-
stantially the same body surface location. Alternatively or
additionally, a physiological condition may be detected by
comparing the determined audio characteristics correspond-
ing to each body surface locations of 1nterest with the audio
characteristics corresponding to other ones of selected body
surface locations of interest. With reference to FIG. 2,
memory 108 stores a plurality of audio characteristics cor-
responding to various known physiological conditions. Pro-
cessor 106 compares the determined audio characteristics
corresponding to each selected one of body surface locations
118,-118, of interest with the stored audio characteristics
corresponding to known physiological conditions, to deter-
mine a correspondence there between. Alternatively or addi-
tionally, processor 106 compares the determined audio char-
acteristics corresponding to each body surface locations of
interest with the audio characteristics corresponding to other
ones of selected body surface locations of interest. With
reference to FIG. 3, memory 158 stores a plurality of audio
characteristics corresponding to various known physiologi-
cal conditions. Processor 106 then compares the determined
audio characteristics corresponding to each selected one of
body surface locations 168,-168 . with reference audio char-
acteristics corresponding to substantially the same body
surface location. Alternatively or additionally, processor 156
compares the determined audio characteristics correspond-
ing to each body surface locations of interest with the audio
characteristics corresponding to other ones of selected body
surtace locations of interest.

Reference 1s now made to FIGS. 6A-6D, which are
schematic 1illustrations of an example for simultaneously
detecting audio characteristics within a body, over multiple
body surface locations, 1n accordance with another embodi-
ment of the disclosed. FIG. 6A depicts an acquired defo-
cused 1mage 300 of a thorax of a patient 302 1lluminated
with a single beam of coherent light. Superimposed on
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image 300 are markings, ‘a’, ‘b’ and ‘¢’ of body surface
locations from which audio characteristics are detected.
Each of body surface locations ‘a’, ‘b’ and °c’ 1s associated
with a respective regional speckle pattern (e.g., regional
speckle patterns 176,-176, 1n FIG. 3). With reference to
FIGS. 6B-6D, FIG. 6B depicts the audio characteristic 304
detected from body surface location ‘a’, FIG. 6C depicts the
audio characteristic 306 detected from body surface location
‘b’, FIG. 6D depicts the audio characteristic 308 detected
from body surface location ‘c’. In FIGS. 6B-6D, detected
audio characteristic 304, 306 and 308 are sound signals from
the heart of patient 302 where the horizontal axis 1s related
to time and the vertical axis 1s related to amplitude.

It will be appreciated by persons skilled 1n the art that the
disclosed technique 1s not limited to what has been particu-
larly shown and described hereinabove. Rather the scope of
the disclosed technique 1s defined only by the claims, which
follow.

The invention claimed 1s:

1. A system for simultaneously detecting audio charac-
teristics within a user’s body, over multiple body surface
locations, the system comprising:

a coherent light source, directing at least one coherent
light beam toward and reflected from said body surface
locations:

an 1mager, configured to acquire a plurality of defocused
images of said reflections, each image including at least
one speckle pattern, each speckle pattern corresponds
to said at least one coherent light beam, each 1image
being associated with a time-tag;

a processor, coupled with said imager, said processor
determining in-1mage displacements over time of each
of a plurality of regional speckle patterns 1 said
acquired 1mages, each of said regional speckle patterns
being at least a portion of said at least one speckle
pattern, each one of said regional speckle patterns
corresponding to a different one of said body surface
locations, said processor determining said audio char-
acteristics according to said m-image displacements
over time of said regional speckle patterns.

2. The system according to claim 1, further including a
memory and audio characteristics corresponding to known
physiological condition, said memory storing the audio
characteristics corresponding to the known physiological
condition.

3. The system according to claim 2, wherein said proces-
sor determines whether said determined audio characteris-
tics corresponds to at least one known physiological condi-
tion by comparing said determined audio characteristics
corresponding to each selected one of body surface locations
of interest with said stored audio characteristics correspond-
ing to the known physiological condition.

4. The system according to claim 2, wherein said proces-
sor determines whether said determined audio characteris-
tics corresponds to at least one known physiological condi-
tion by comparing the audio characteristics corresponding to
cach body surface locations of interest with the audio
characteristics corresponding to other ones of selected body
surtace locations of interest.

5. The system according to claim 1, further includes an
audio reproduction subsystem configured to reproduce
sounds corresponding to said audio characteristics.

6. The system according to claim 5, wherein said audio
reproduction subsystem 1s a three-dimension audio repro-
duction system configured to reproduce sound correspond-
ing to said audio characteristics, which the user hears as
originating from a source of the reproduced sound.

10

15

20

25

30

35

40

45

50

55

60

65

16

7. The system according to claim 6, wherein said proces-
sor employs a Head Related Transier Function to produce a
binaural sound to be reproduced on headphones.

8. The system according to claim 4, wherein said body
surface locations correspond to regions of interest and where
said region of interest 1s one of a thorax and an abdomen.

9. The system according to claim 1, wherein said audio
characteristics are at least one of

an audio signal;

an audio spectrogram;

spectrum;

sound pressure level;

sound power;

time delay between signals measured on di

surface locations; and energy.

10. The system according to claim 1, wherein said pro-
cessor fTurther includes a motion compensator, said motion
compensator 1s configured to compensate for effects on the
in-image displacement of each respective regional speckle
pattern corresponding to a relative motion between said
imager and each of said body surface locations.

11. The system according to claam 10, wherein said
motion compensator compensates said eflects according to
the following:

‘erent body
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wherein s(t) relates to the in-1image displacement of said
regional speckle pattern corresponding to said body
surface locations, wherein said body surface locations
are vibrating, said in-image displacement 1s only due to
the vibrations of said body surface locations, S(t)
relates to the in-image displacement of the regional
speckle pattern corresponding to said body surface
locations due to both the relative motion between said
imager and each of said body surface locations and the
vibrations of said body surface locations and M 1s a
motion compensation matrix.
12. The system according to claim 1, further including a
display for displaying at least one of:
said speckle patterns; and
a visual representation of said audio characteristics.
13. The system according to claim, 12 further including a
user interface, said user interface including said display and
a user selector, said selector allows selection of said body
surface locations according to one of predefined options and
user defined locations.
14. The system according to claim 13, wherein, said body
surface locations correspond to inner body locations and
said body surface location are selected according to the inner
body location for which said audio characteristics are to be
determined.
15. A method for simultaneously detecting audio charac-
teristics within a user’s body, over multiple body surface
locations, the method comprising the procedures of:
directing at least one coherent light beam toward said
body surface locations, said at least one coherent light
beam 1mpinging on said body surface locations;

acquiring a plurality of defocused images reflected said
coherent light from said body surface, wherein each
image 1ncludes at least one speckle pattern correspond-
ing to said at least one coherent light beam, and each
image being associated with a time-tag;

determining an in-image displacement over time 1n each

of a plurality of regional speckle patterns, wherein each
one of said regional speckle patterns being at least a
portion of a respective one of said at least one speckle
pattern and each one of said regional speckle patterns
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being associated with a respective one of said body
surface locations; and determining the audio character-
1stics originating from within the body at each of said
body surface locations according to the mn-image dis-
placement over time in respective regional speckle
patterns.

16. The method according to claim 13, further includes
the step of attempting to detect at least one physiological
condition.

17. The method according to claam 16, wherein said
determined audio characteristics corresponding to each
selected one of body surface are compared with reference
audio characteristics corresponding to substantially the same
body surface location thereby attempting to detect at least
one physiological condition.

18. The method according to claim 16, wherein said
determined audio characteristics corresponding to each body
surface locations of interest are compared with the audio
characteristics corresponding to other audio characteristics
ol other selected body surface locations of interest.

19. The method according to claim 15, further including
the step of compensating eflects of relative motion between
the body and imager on the regional speckle pattern.

20. The method according to claim 19, wherein said
ellects of relative motion between the body and the imager
are compensated according to the following;

5 (=S (O-MM™M]'MTS (1)

wherein s(t) relates to the in-image displacement of said
regional speckle pattern corresponding to said body
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surface locations where said body surface locations are
vibrating, only due to the vibration of said body surface
locations, S(t) relates to the 1n-image displacement of
the regional speckle pattern corresponding to said body
surface locations due to both the relative motion
between said 1mager and each of said body surface
locations and the vibrations of said body surface loca-
tions and M 1s a motion compensation matrix.
21. The method according to claim 15, wherein said body
surface locations correspond to regions of interest and where
said regions of interest are one of a thorax and an abdomen.

22. The method according to claim 15, wherein said audio
characteristics are at least one of:

an audio signal;

an audio spectrogram

spectrum;

sound pressure level;

sound power;

time delay between signals measured on di

surface locations; and

energy.

23. The method according to claim 15, wherein said body
surface locations are selected according to one of predefined
options and user defined locations.

24. The system according to claim 15, wherein, said body
surface locations correspond to inner body locations and are
selected according to the mner body location for which said
audio characteristics are to be determined.
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