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DISTRIBUTION OF DATA OVER A
NETWORK WITH INTERCONNECTED
RINGS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. provisional
patent application Ser. No. 62/949,722 filed Dec. 18, 2019,
the disclosures of which are hereby incorporated by refer-
ence as 1f fully restated herein.

TECHNICAL FIELD

Exemplary embodiments relate generally to systems and
methods for the distribution of data over a network with

interconnected rings.

BACKGROUND AND SUMMARY OF TH.
INVENTION

s

Traditionally, information and data are stored within a
common repository. This storage facility, which may be a
server or servers, may function as a central location where
information 1s stored and from which information can be
retrieved. Alternatively, information may be stored within a
moving commumnication path of a network. For example,
without limitation, a ring of hosts may be established that 1s
configured to continually pass information though the ring
until interrupted. Such rings may be established where the
confederate hosts in the ring are unaware of their participa-
tion by triggering certain communication protocols, such as
ICMP error message protocols, through the use of blind
hosts. In such rings, 1t 1s important to govern and manage
how information 1s stored. Furthermore, the introduction of
block chain technology has provided the potential for an
ever-growing block of information travelling through a
network that contains information. Such block chains may
continue to grow and be passed from recipient to recipient
without concern for the chain’s size or exhaustion of net-
work resources.

What 1s needed 1s a system and method where information
may be distributed over a network and stored in separate
components. Rather than developing duplicate repositories
or moving blocks of continuously transmitting data, these
systems and methods may distribute the data while provid-
ing an eihcient and organized retrieval mechanism. In this
regard, systems and methods for distribution of data over a
network with interconnected rings are provided. Data may
be distributed over a network for the purpose of storage
while providing retrieval that utilizes the distribution for
distributing the data in an organized fashion, rather than
consolidating the information. This may be accomplished by
establishing a number of interconnected rings. Each ring
may comprise a number ol networked computers 1 com-
munication with one another. Each ring may maintain and
control the mnformation distributed within the ring. Each ring
may connect and interact with the other rings by way of a
bridge or gateway between the rings.

Further features and advantages of the systems and meth-
ods disclosed herein, as well as the structure and operation
of various aspects of the present disclosure, are described 1n
detail below with reference to the accompanying figures.

BRIEF DESCRIPTION OF THE DRAWINGS

In addition to the features mentioned above, other aspects
of the present invention will be readily apparent from the

10

15

20

25

30

35

40

45

50

55

60

65

2

following descriptions of the drawings and exemplary
embodiments, wherein like reference numerals across the

several views refer to i1dentical or equivalent features, and
wherein:

FIG. 1 1s a plan view of an exemplary network of
interconnected rings;

FIG. 2 1s a simplified diagram of an exemplary data
transmission for use with the network;

FIG. 3 1s a plan view of another exemplary network of
interconnected rings, 1llustrating an exemplary flow of infor-
mation through the rings; and

FIG. 4 1s a plan view of another exemplary network of
interconnected rings, illustrating the retrieval of data from
the network.

DETAILED DESCRIPTION OF EXEMPLARY
EMBODIMENT(S)

Various embodiments of the present invention will now be
described 1n detail with reference to the accompanying
drawings. In the following description, specific details such
as detailed configuration and components are merely pro-
vided to assist the overall understanding of these embodi-
ments of the present mvention. Therefore, 1t should be
apparent to those skilled in the art that various changes and
modifications of the embodiments described herein can be
made without departing from the scope and spinit of the
present invention. In addition, descriptions of well-known
functions and constructions are omitted for clarity and
CONCISEness.

Embodiments of the invention are described herein with
reference to 1llustrations of idealized embodiments (and
intermediate structures) of the invention. As such, variations
from the shapes of the illustrations as a result, for example,
of manufacturing techmiques and/or tolerances, are to be
expected. Thus, embodiments of the invention should not be
construed as limited to the particular shapes of regions
illustrated herein but are to include deviations 1n shapes that
result, for example, from manufacturing.

FIG. 1 1s a plan view of an exemplary network 100 of
interconnected rings 102A and 102B. A first ring 102A may
be established. A second ring 102B may be established. Any
number of rings 102 may be established. Each ring 102 may
comprise a number of networked computers 104, 106.
Confederate computers 104, 106 within the network 100
may be labeled C,-C,, 1n FIG. 1. Any number of computers
104, 106 1n any number of rings 102 may be utilized. The
same or a diflerent number of computers 104, 106 may be
used 1n each ring 102. A particular one of the confederate
computers may serve as a bridge 106 between the rings
102A and 102B. The bridging confederate computer 106
may be labeled as CBI1n FIG. 1. Where more than two rings
102 are established, more than one bridging confederate
computer 106 may be established so that each of the rings
102 may be interconnected. Blind hosts may be placed
between each confederate member 104, 106 and may be
used as unwitting intermediaries between various confeder-
ate members 104, 106.

The network 100 of rings 102 may be configured to store
and manage data bits 109. Each confederate computer 104,
106 may be part of the larger network 100. Each confederate
computer 104, 106 may use wired or wireless electrical
communication, or combinations thereof, such as but not
limited to radio traflic to communicate with one another. For
example, each of the computers 104, 106 may be connected
to one another through one or more 1nternets, intranets, local
area networks, the world wide web, cellular networks,
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combinations thereof, or the like. Each of the confederate
computers 104, 106 may be configured to recognize data bits
109 to be preserved, and may be configured to pass these
data bits 109 to the next confederate computer 104, 106 1n
the ring 102. Such 1dentification may be made, for example
without limitation, by 1dentification of certain markers in the
header or other portion of the data bits 109. Such data
passing in the rings 102 may be accomplished by transmuit-
ting data bits 109 comprising a header 108 configured to
trigger certain communication protocols, such as ICMP error
message protocols. The headers 108 of such data bits 109
may be intentionally modified to trigger such protocols. As
the rings 102 may be arranged 1n a continuous path, such as
a circle or loop, the data may remain preserved within the
ring 102, as it may always be travelling forward in an
enclosed ring 102 of confederates 104, 106. Stated another
way, each of the rings 102 may have a last computer 104,
106 connected to a first computer 104, 106 in the ring to
form such a continuous pathway, though no specific number
of computers 104, 106 of shape of such rings 102 1s required.

FIG. 2 1s an 1llustration of an exemplary data bit 109 for
use 1n the network 100. Each transmission 109 travelling in
one of the rings 102 may be 1dentified by a header 108 that
contains one or more of the following elements:

1. An 1dentifier 110 that uniquely 1dentifies the data bit
109 1s to be held in the network 100. The 1dentifier 110 may
1solate the underlying data and information 112 that can be
used for separation and distribution. Each data bit 109
travelling through the network 100 may be tagged so that the
underlying data and information 112 may be identified,
processed, collected, and distributed.

2. A second 1dentifier 114 that indicates the type and
length of data 112 contained 1n the travelling data piece 109.
The underlying data and information 112 may not be so
variable 1n content that 1t 1s unclear how 1t might be used.

3. Verification information 116, such as a check sum or
hash value, may be used to ensure the integrity of the data
bit 109. Without quality assurances for the information, the
cllective value of the data bit 109 may come into question.

Each of the rings 102 may be connected with a bridge or
gateway 106. The bridge 106 may be configured to 1solate
and separate traflic that 1s to be distributed to a different ring
102. As data bits 109 travel through the rings 102, the
identification 110 portion of the data bit 109 may comprise
information regarding the underlying contents 112 of the
data bit 109. Therefore, as the data bit 109 meets a bridge
106, the bridge 106 may be configured to pass the informa-
tion 112 over the connection until 1t reaches a ring 102 that
1s designed to hold the particular data bit 109. If the data bat
109 1s already 1n the proper ring 102, the bridge 106 may be
configured to keep the data bit 109 in the nng 102. The
bridge 106 may make such routing decisions based on
information in the data bit 109, such as the identification
portion 110 of the data bit 109 which may indicate the
desired location of the data bit 109.

FIG. 3 1s a plan view of another exemplary network 100
ol interconnected rings 102, 1llustrating an exemplary tlow
of information through the rings 102. As illustrated for
example, without limitation, a given data bit 109 may
comprise an 1dentification element 110 of “M”. The use of
“M” 1s for an 1llustrative example and 1s not intended to be
limiting. Any alphanumerical or other reference identifier
may be utilized. As the data bit 109 enters the network 100,
it may be passed between the various rings 102A-C, based
upon the criteria provided by the bridging hosts 106. As 1s
illustrated, the data bit 109 may be passed through multiple
rings 102 within the network 100 until 1t finally reaches its
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4

end storage rings 102, where 1t may remain in relatively
long-term storage by continually circling the ring 102,
indefinitely or for any length of time. In the given example,
the 1dentification element 110 may destine the data bit 109
for ring 102C, however, the data bit 109 may first pass
through the rings 102A and 102B as illustrated by the arrows
in FIG. 3 before arnving at ring 103C for relatively long-
term storage. Any type or kind of identification 110 1s
contemplated. Any number of data bits 109 may be stored 1n
such a manner among and between any number of intercon-
nected rings 102.

This may permit data bit 109 to be stored and distributed
throughout the many rings 102 of the network 100, without
requiring duplication or unnecessary redundancy. Informa-

tion passes from ring 102 to ring 102 until it meets at an
identified ring 102 (e.g., 102A, 102B, or 102C), which may
be configured to contain certain data. The data contained
within a particular ring 102 may have certain common
characteristics, such as being directed to the same or related
subject matter, though such 1s not required. Furthermore,
information may enter or exit this distributed network 100 at
any point, and may be transferred and consolidated auto-
matically without user knowledge of the network 100 con-
figuration or potential location. Again, such data passing
may be accomplished by transmitting data bits 109 com-
prising a modified header 108 configured to trigger certain
communication protocols, such as ICMP error message
protocols, in blind hosts so that no compromise of the origin
or location of confederates 104, 106 1s provided while
achieving the distribution and storage. An example of such
a techmque, without limitation, 1s as provided i U.S. Pat.
No. 10,728,220 1ssued Jul. 28, 2020. Another example of
such a technique includes providing an indication that more
fragments of a larger message should be expected, but only
transmitting a single fragment such that the blind host
believes the message to be sent in error. Such an indication
may be provided by a more fragments flag 1n a header of the
transmission.

FIG. 4 1s a plan view of another exemplary network 100
ol interconnected rings 102A, B, C, and D, illustrating the
retrieval of data bits 109 from the network 100. Requests for
information 118 may also follow the same or similar com-
munication path in order to locate a requested data bit 109.
At any point within the network 100, a requesting host 120
may transmit an 1ndividual request for information 118. The
requests 118 may enter the network 100. Since the request
118 may comprise the unique identifier 110 of the data bit
109, the data request 118 may propagate along a similar path
as the information storage path followed by the data bit 109.
Once within the appropriate storage ring 102, the confed-
crates 104 of the ring 102 may be configured to select a
particular confederate 104 to respond to the request 118.
Once the particular confederate 104 receives the data bit 109
having a unique 1dentifier 110 matching the request 118, the
underlying information 112 may be transmitted by way of a
response 122 to the requestor 120 or another destination
identified 1n the request 118.

By distributing the data bits 109 among a network 100 of
long-term storage rings 102, it 1s possible to amass a
significant quantity of information that 1s not only shared
cllectively across the network 100, but 1s also efliciently
stored. Storage rings 102 may utilize these techniques while
maintaining storage within the process of communication.
These distribution techniques may be applied against a ring
102 that contains a series of storage servers, where the data
1s stored within each host 104, 106, either within the ring
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102 or in duplicate throughout the ring 102. The distribution
and retrieval of information may function simailarly.

In exemplary embodiments, data bits 109 with data 112 to
be stored may be organized into rings 102 or smaller
networks. Each ring 102 may contain related data and
information 112. The mtroduction of this data and informa-
tion 112 may be made at any point 1n the entire network 100.
Likewise, requests for information retrieval may be 1ntro-
duced at any point 1n the entire network 100. The commu-
nication network 100 may be established between partici-
pating hosts/servers/computers 104 where each participant
104 can communicate using wired or wireless connections,
or combinations thereof.

The network 100 may be arranged into rings 102 by
communication paths. The multiple rings 102 may be con-
nected together through a bridges or gateways 106. Each
network 100 ring 102 may act as a relatively long-term
storage facility for data 112. Information 112 stored in the
ring 102 may comprise, or otherwise be associated with, a
unique identifier, such as in the header 108 or other portion
of the datagram 109, that 1s associated with the information
112. The type 111, use, and/or length 114 of the datagram
109 may be provided in the unique identifier. The use
identification may be made at the flags 113, though such 1s
not required. Verification 116 necessary to ensure the integ-
rity of the data and information 112 may be provided, such
as 1n the header 108. The data and information 112 may be
provided 1n a datagram 109 having such a header 108. Any
other type or kind of information may be included in the
datagram 109 and/or header 108 or such a datagram 109.

The multiple storage rings 109 of the network 100 may be
interconnected. Such connection may be made through one
or more hosts 104 within a respective one of the rings 109
which may operate as a bridge or gateway 106 between
connected ones of the rings 109. Storage rings 109 may be
divided 1nto distributed clusters based upon the information
112 contained within the ring 109. The bridges or gateways
106 between rings 109 may divide and distribute the data-
grams 109 based upon their unique identifiers 1n their
headers 108.

Each of the datagrams 109 may be stored with a given one
of the hosts 104 within a given one of the storage rings 109.
Alternatively, or additionally, each of the datagrams 109
may be stored 1n every one of the hosts 104 within a given
one of the storage rings 109. Alternatively, or additionally,
cach of the datagrams 109 may be continually circulated
through one or more of the storage rings 109, but not stored
specifically with one of the hosts 104 of a given one of the
rings 109. Data and information 112 introduced to the
network 100 may travel through the multiple rings 10
and/or be passed through one or more bridges and gateways
109 until the data 112 reaches a storage ring 109 that
contains information and/or has a similar identifier classifi-
cation in the header 108. Once reaching an appropriate
storage ring 109, the data and information 112 may be stored
or otherwise preserved.

A request for information may be introduced to the
network 100 at any host 104. A request for information may
utilize the identifier to allow correct selection of approprate
information 112. The request for information may travel
some or all of the network 100 using the same method
provided for the storage and preservation of information
112. Once the request reaches a storage ring 109 that
contains the information 112, it may be responded to. A
single host member 104 of the storage ring 109 may be
selected at random to respond to the request for information.
Alternatively, a predetermined member 104 of the storage
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6

ring 109 may respond to the request for information. Alter-
natively, the response to the request may be transmitted to
another member 104 of the network 100 that will respond.

In exemplary embodiments, each of said number of
confederate host computers 104 1s configured to use a blind
bounce back technique for transmitting the datagrams 109
and/or data 112 between said number of confederate host
computers 104, mcluding to and from the brnidging host
computers 106. The blind bounce back technique may
comprise generating a further datagram 109 comprising said
respective one of said payloads 112, wherein said further
datagram 109 comprises a destination address 115 of a blind
host computer and a source address 117 of said next one of
said number of confederate host computers 104. The turther
datagram 109 may be configured to generate an error after
receipt at the blind host computer. The modified datagram
109 may be sent to the blind host computer such that the
blind host computer generates the error after receipt and
transmits an error message comprising the respective one of
said payloads 112 to said next one of said number of
confederate host computers 104 i1dentified in the source
address 117 of the generated datagram 109.

The modified datagram 109 may be configured to gener-
ate said error message by setting a time to live value 119 at
a value less than a number of gateways between the trans-
mitting one of said number of confederate host computers
104 and said blind host computer. Alternatively, or addition-
ally, the modified datagram 109 may be configured to
generate said error message by indicating in the modified
datagram 109 that more fragments of a larger transmission
are forthcoming and not transmitting further fragments.
Such indication may be made at the flags 113, the total
length 114, and/or fragment oflset sections 121 of the header
108 or other portion of the datagram 109.

Any embodiment of the present mvention may include
any of the features of the other embodiments of the present
invention. The exemplary embodiments herein disclosed are
not mtended to be exhaustive or to unnecessarily limit the
scope of the mvention. The exemplary embodiments were
chosen and described 1n order to explain the principles of the
present invention so that others skilled in the art may
practice the invention. Having shown and described exem-
plary embodiments of the present invention, those skilled in
the art will realize that many variations and modifications
may be made to the described invention. Many of those
variations and modifications will provide the same result and
fall within the spirit of the claimed invention. It 1s the
intention, therefore, to limit the ivention only as indicated
by the scope of the claims.

Certain operations described herein may be performed by
one or more electronic devices. Each electronic device may
comprise one or more processors, electronic storage devices,
executable software instructions, and the like configured to
perform the operations described herein. The electronic
devices may be general purpose computers or specialized
computing device. The electronic devices may be personal
computers, smartphone, tablets, databases, servers, or the
like. The electronic connections and transmissions described
herein may be accomplished by wired or wireless means.

What 1s claimed 1s:

1. A method for distributing data within a network for
long-term storage, said method comprising the steps of:

organizing a number of confederate host computers into a

number of rings, wherein each of said number of rings
1s associated with one of a number of ring i1dentifiers,
and wherein said number of rings are interconnected by
one or more bridging confederate host computers;
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receiving data payloads at one or more of said number of
confederate host computers, wherein each of said data
payloads 1s associated with an identifier;

routing each respective one of said data payloads to a
respective one of said number of rings associated with
a respective one of said ring identifiers matching the
identifier of said respective one of said data payloads
for storage;

storing each respective one of said data payloads in the
respective one of said number of rings associated with
the respective one of said ring identifiers matching the
identifier of said respective one of said data payloads;

receiving a retrieval request for a given subset of said data
payloads;

circulating said retrieval request about each of said num-
ber of rings until said subset of said data payloads 1s
identified; and

transmitting said subset of said data payloads to an
address 1n said retrieval request using a blind bounce
back technique which forwards said subset of said data
payloads to one or more blind hosts by way of one or
more datagrams listing a source address as the address,
wherein said one or more datagrams are configured to
trigger one or more errors at the one or more blind
hosts.

2. The method of claim 1 wherein:

the step of routing each respective one of said data
payloads comprises the sub-steps of:

circulating said data payloads about one or more of said
number of rings;

identifying certain ones of said data payloads 1n a given
one of said number of rings associated with 1dentifiers
not matching said ring identifier for said given one of
said number of rngs; and

passing said certain ones of said data payloads from said
given one of said number of rings to a connected one
of said number of rings by way of a given one of said
bridging confederate host computers;

wherein the blind bounce back technique 1s utilized for
the circulation and passing of said data payloads which
forwards said data payloads to the confederate hosts
and bridging confederate hosts by way of blind hosts
and datagrams configured to generate errors at the blind
hosts.

3. The method of claim 1 wherein:

said 1dentifiers comprise a type, use, and length for the
data payload.

4. The method of claim 3 wherein:

said 1dentifiers comprise a verification mechanism for
verilying the integrity of the data payload.

5. The method of claim 1 wherein:

cach of said number of bridging confederate host com-
puters connects one of said number of rings to only one
other one of said number of rings.

6. The method of claim 1 wherein:

cach respective one of said data payloads 1s stored at a
particular one of said number of conifederate host
computers in said respective one of said number of
rings.

7. The method of claim 1 wherein:

cach respective one of said data payloads 1s stored at each
of said number of confederate host computers 1n said
respective one of said number of rings.

8. The method of claim 1 wherein:

cach respective one of said data payloads 1s stored within
said respective one of said number of rings by continu-
ously circulating said respective one of said data pay-
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loads through said respective one of said number of
rings using a blind bounce back technique which for-
wards said data payloads to the confederate hosts of the
respective one of the number of rings way of blind
hosts and data rams configured to generate errors at the
blind hosts.

9. The method of claim 1 further comprising the steps of:

assigning each respective one of said data payloads a
respective one of said identifiers, wherein a same one
of said identifiers 1s assigned to each of said data
payloads comprising related information.

10. The method of claim 1 turther comprising the steps of:

assigning a random one of said number of conifederate
host computers to transmit said given one of said data
payloads to said address in said retrieval request.

11. The method of claim 1 further comprising the steps of:

tasking a predetermined one of said number of contfeder-
ate host computers with transmitting said given one of
said data payloads to said address in said retrieval
request.

12. A system for distributing data within a network for

long-term storage, said system comprising:

a number of confederate host computers arranged into a
number of rings, wherein each of said number of rings
1s connected to at least one other one of said number of
rings by a bridging confederate host computer, wherein
cach of said number of confederate host computers 1s
configured to transmit datagrams comprising payloads
to a next one of said confederate host computers in a
respective one of said number of rings, and wherein
said bridging confederate host computer 1s configured
to:
receive a given one ol said datagrams comprising a
given one of said payloads;

identily a destination of one of said number of rings
from an identifier in a header of said given one of
said datagrams;

transmit said given one of said payloads to a next one
ol said confederate host computer 1n a current one of
said number of rings where the identifier 1in the
header of said given one of said datagrams matches
an 1dentifier for said current one of said number of
rings; and

transmit said given one of said payloads to a next one
of said confederate host computer in a connected one
of said number of rings where the i1dentifier 1n the
header of said given one of said datagrams does not
match the identifier for said current one of said
number of rings;
wherein each of said number of confederate host com-
puters 1s configured to use a blind back technique for
transmitting said datagrams between said number of
confederate host computers;
wherein said blind bounce back technique comprises:
generating a further datagram comprising said respec-
tive one of said payloads, wherein said further data-
gram comprises a destination address of a blind host
computer and a source address of said next one of
said number of confederate host computers, and
wherein said further datagram is configured to gen-
erate an error after receipt at said blind host com-
puter; and

transmitting said generated datagram to said blind host
computer such that said blind host computer gener-
ates the error after receipt and transmits an error
message comprising the respective one of said pay-
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loads to said next one of said number of confederate
host computers 1dentified 1n said source address of
said generated datagram.

13. The system of claim 12 wherein:

said generated datagram i1s configured to generate said
error message by setting a time to live value at a value
less than a number of gateways between the transmut-
ting one of said number of confederate host computers
and said blind host computer.

14. The system of claim 12 wherein:

said generated datagram i1s configured to generate said
error message by indicating 1n said generated datagram
that more fragments of a larger transmission are forth-
coming and not transmitting further fragments.

15. The system of claim 12 further comprising;:

a requesting computer configured to generate a retrieval
request for a particular one of said payloads and
transmit the retrieval request to one of said number of
confederate host computers, wherein each of said num-
ber of confederate host computers 1s configured to
transmit said retrieval request about said number of
rings until said particular one of said payloads 1s found,
and wherein a certain one of said number of confed-
erate host computers 1n possession of said particular
one of said payloads 1s configured to transmit said
particular one of said payloads to said requesting
computer following receipt of said retrieval request,
wherein said retrieval request comprises an 1dentifica-
tion of said certain one of said number of payloads and
an address of said requesting computer.

16. The system of claim 12 further comprising:

a transmitting computer configured to generate a storage
request for a new one of said payloads and transmuit the
storage request to one of said number of conifederate
host computers, wherein said storage request comprises
said new one of said payloads.

17. The system of claim 12 wherein:

said number of confederate host computers are configured
to collectively utilize multiple different ones of said
blind host computer;

cach of said number of confederate host computers and
cach of said blind host computers 1s electronically
connected to one another within said network;

said network 1s an IP network; and

cach of said blind host computers operates under ICMP
protocols.

18. The system of claim 12 wherein:

cach of said number of confederate host computers asso-
ciated with a payload 1s configured to store a copy of
cach of said payloads associated with said identifier
matching said identifier for said current one of said
number of rings.

19. A system for distributing data within a network for

long-term storage, said system comprising;
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confederate host computers electronically mterconnected
within said network 1n a manner which forms a number
of rings, wherein each of said number of rings 1is
associated with a storage ring identifier, and wherein
cach of a number of covert payloads 1s associated with
one of said storage ring identifiers; and

bridging confederate host computers connecting each of
said number of rings to at least one other one of said
number of rings;
wherein said confederate host computers are configured
to:
transmit a first one of said covert payloads about a first
one of said number of rings to a first one of said
bridging confederate host computers;
receive said first one of said covert payloads at said first
one of said bridging confederate host computers
forming part of said first one of said number of rings
and a second one of said number of rings;
if said storage ring identifier associated with said first
one of said covert payloads matches the storage ring
identifier for said first one of said number of rings,
transmit said first one of said covert payloads to a
next one of said confederate host computers 1n said
first ring; and
11 said storage ring identifier associated with said first one
of said covert payloads does not match the storage ring
identifier for said first one of said number of rings,
transmit said one of said covert payloads to a next one
of said confederate host computers 1n said second ring;
wherein:
cach of said contfederate host computers 1s configured to
utilize a blind bounce back technique;
sald network 1s an IP network; and
said blind bounce back technique comprises:
generating a datagram comprising a respective one of
said covert payloads, wherein said datagram com-
prises a destination address of a blind host computer
and a source address of said next one of said number
of confederate host computers, and wherein said
datagram 1s configured to generate an error after
receipt at said blind host computer; and
transmitting said generated datagram to said blind host
computer such that said blind host computer gener-
ates the error after receipt and transmits an error
message comprising the respective one of said covert
payloads to said next one of said number of conted-
erate host computers 1dentified 1n said source address
of said generated datagram;
said generated datagram 1s configured to generate said
error message by indicating 1n said generated datagram
that more fragments of a larger transmission are forth-
coming and not transmitting further fragments.
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