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PROVIDING CONTEXTUAL AUGMENTED
REALITY PHOTO POSE GUIDANCE

BACKGROUND

Recent years have seen significant improvements with
regard to imaging systems. For example, conventional imag-
ing systems provide vivid camera viewlinder displays and
capture colorful and detailed digital 1mages via mobile
devices. Specifically, conventional imaging systems provide
imaging experiences that include utilizing a mobile device
camera viewfinder to position a camera of the mobile device,
and then capturing a digital 1image in response to a user
interaction with a shutter function of the mobile device.

Often, users want to imitate (or to instruct others to
imitate) interesting and engaging poses that they have seen
in professional photographs or other media. In order to do
so, conventional 1maging systems often require users to
access web browsers and other applications on their mobile
device to find professional images including poses for
imitation. Following this, conventional imaging systems
turther require users to navigate between and interact with
these web browsers and other applications and the conven-
tional 1imaging system to view and imitate (or to instruct
others to imitate) the displayed poses. As such, conventional
imaging systems are particularly ineflicient when operating
in connection with a client computing device with a small
screen—such as a smart phone or table, where interacting
with and switching between multiple applications to find and
imitate professional photographic poses are difhicult.

Moreover, by forcing users to estimate and guess with
regard to pose 1mitation between applications, conventional
imaging systems give rise to various system-level ineth-
ciencies. For example, 1n forcing users to switch back-and-
forth between applications to imitate professional and
engaging poses, conventional 1imaging systems cause the
overuse and eventual waste of system resources associated
with generating graphical displays, storing user selections,
maintaining application data, and capturing digital images.
Additionally, given the guess-work involved 1n attempting
to 1mitate poses between applications, conventional 1maging,
systems waste additional system resources in capturing and
deleting digital images that fail to turn out the way the user
desires.

Even when conventional imaging systems provide a level
of m-application pose guidance, such conventional 1maging
systems are generally inflexible and 1naccurate. For
example, 1 order to provide a level of pose gudance,
conventional 1imaging systems are limited to static, outline-
based overlays. To 1llustrate, a conventional 1maging system
may provide pose guidance as a generic human-shaped pose
outline that 1s overlaid on a camera viewlinder of a client
computing device.

This level of pose guidance provided by conventional
imaging systems 1s inflexible. For example, as discussed,
conventional imaging systems provide one-size-fits all pose
guidance that 1s untethered from the proportions, character-
istics, and attributes of the person who 1s posing. Thus,
conventionally provided pose guidance 1s too rigid to be
tailored to the body of any particular poser.

Furthermore, this conventionally provided pose guidance
1s extremely 1naccurate. For example, conventional imaging
systems provide pose guidance that is non-specific with
regard to a posing user’s context and position within the
camera viewlinder. Accordingly, conventional 1maging sys-
tems often inaccurately capture digital images where the
posing user 1s 1n a pose that 1s not the same as indicated by
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2

the pose guidance and/or the posing user 1s 1n an 1nappro-
priate pose relative to the context of posing user.

These along with additional problems and issues exist
with regard to conventional 1maging systems.

BRIEF SUMMARY

This disclosure describes one or more embodiments of
systems, non-transitory computer-readable media, and
methods that solve one or more of the foregoing or other
problems in the art. In particular, the disclosed systems
determine and provide sample pose images that are tailored
to a context of a user’s camera viewlinder stream. For
example, the disclosed systems determine the context of the
camera viewlinder stream based on objects, backgrounds,
attire, and other characteristics depicted 1n the camera view-
finder stream. The disclosed systems then i1dentily sample
pose 1mages that correspond with the determined context.
The disclosed systems provide the identified sample pose
images as selectable display elements overlaid on the cam-
era viewlinder such that the user may select a particular
sample pose 1mage to imitate without having to switch to a
different application.

In addition to providing contextually-tailored sample pose
images via the camera viewfinder, the disclosed systems
further generate and provide a pose guide based on a
selected sample pose 1mage. For example, the disclosed
systems extract a subject body frame representing a subject
(e.g., a human) depicted 1n the camera viewlinder stream.
The disclosed systems further extract a reference body frame
representing a human depicted in the selected sample pose
image. To generate the pose guide, for example, the dis-
closed systems retarget the reference body frame based on
the proportions of the subject body frame. The disclosed
systems then overlay the retargeted reference body frame on
the camera viewlinder by aligning the retargeted reference
body frame to a landmark relative to the subject. As the
subject moves body parts to align with the pose indicated by
the retargeted reference body frame, the disclosed systems
modily display characteristics of the retargeted reference
body frame overlaid on the camera viewfinder to indicate the
alignment. In response to determining a total alignment
between the subject and the retargeted reference body frame,
the disclosed systems optionally automatically capture a
digital image from the camera viewlinder stream.

Additional {features and advantages of one or more
embodiments of the present disclosure are outlined 1n the
description which follows, and 1n part will be obvious from
the description, or may be learned by the practice of such
example embodiments.

BRIEF DESCRIPTION OF TH.

(Ll

DRAWINGS

The detailed description provides one or more embodi-
ments with additional specificity and detail through the use
of the accompanying drawings, as briefly described below.

FIG. 1 illustrates a diagram of an environment 1n which
an AR pose system operates 1n accordance with one or more
embodiments.

FIGS. 2A-2G 1llustrate the AR pose system providing
sample pose 1mages and an interactive pose guide via a
camera viewlinder of the client computing device in accor-
dance with one or more embodiments.

FIG. 3A 1illustrates an overview of the AR pose system
determining a context associated with the camera viewfinder
stream of the client computing device, and providing sample
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pose 1mages that correspond to the determined context in
accordance with one or more embodiments.

FIG. 3B illustrates the AR pose system determining the
diverse subset of the collection of sample pose 1images 1n
accordance with one or more embodiments.

FIG. 4A 1illustrates the AR pose system providing a pose
guide via the camera viewlinder of the client computing
device 1n accordance with one or more embodiments.

FIG. 4B 1llustrates the AR pose system utilizing a pose
neural network to extract body frames from a digital image
in accordance with one or more embodiments.

FIGS. 4C and 4D 1illustrate the AR pose system retarget-
ing a reference body frame based on proportions of the
subject depicted 1n the camera viewlinder stream of the
client computing device in accordance with one or more
embodiments.

FIGS. 4E and 4F illustrate the AR pose system aligning a
retargeted reference body Iframe to the target subject in
accordance with one or more embodiments.

FIG. SA illustrates the AR pose system determiming
alignments between a pose guide and a subject depicted 1n
a camera viewlinder stream and modifying display charac-
teristics of the pose guide to iteratively and continuously
provide pose guidance to a user of the client computing
device 1n accordance with one or more embodiments.

FI1G. 5B 1llustrates additional detail with regard to how the
AR pose system determines an alignment between a portion
of the retargeted reference body frame and the subject
depicted 1n the camera viewfinder of the client computing
device 1n accordance with one or more embodiments.

FIG. 6 illustrates a schematic diagram of the AR pose
system 1n accordance with one or more embodiments.

FIG. 7 1illustrates a flowchart of a series of acts for
generating an interactive overlay of contextually-tailored
sample pose 1mages in accordance with one or more
embodiments.

FIG. 8 1illustrates a flowchart of a series of acts for
generating an augmented reality pose guide 1n accordance
with one or more embodiments.

FI1G. 9 illustrates a flowchart of another series of acts for
automatically capturing a digital image 1n response to deter-
mimng total alignment between a subject depicted i a
camera viewlinder stream and a pose guide in accordance
with one or more embodiments.

FIG. 10 illustrates a block diagram of an example com-
puting device for implementing one or more embodiments
of the present disclosure.

DETAILED DESCRIPTION

This disclosure describes one or more embodiments of an
augmented reality (AR) pose system that provides interac-
tive augmented reality pose guides via a camera viewfinder
based on contextually relevant sample pose images. For
example, the AR pose system determines a context associ-
ated with a camera viewfinder stream of a client computing
device, and 1dentifies a collection of sample pose 1mages that
corresponds with the determined context. In response to
detecting a user selection of one of the sample pose images,
the AR pose system generates an AR pose guide based on
extracted body frames from both the camera viewfinder
stream and the selected sample pose 1mage. The AR pose
system further aligns the AR pose guide with a subject 1n the
camera viewlinder and iteratively determines an alignment
between portions of AR pose guide and corresponding body
parts of the subject in the camera viewfinder. In response to
determining that all the AR pose guide portions and corre-
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4

sponding body parts are in alignment, the AR pose system
captures a digital image from the camera viewlinder stream.

In more detail, the AR pose system optionally determines
a context associated with the camera viewfinder stream of
the client computing device based on an analysis of a digital
image Irom the camera viewlinder stream. For example, the
AR pose system extracts a digital image (e.g., an 1mage
frame) from the camera viewfinder stream of the client
computing device. The AR pose system further analyzes the
digital image to determine a subject (e.g., a human) within
the digital image. The AR pose system performs additional
analysis of the digital image to determine object tags, gender
tags, and attire tags associated with the digital image. In one
or more embodiments, the AR pose system determines a
context of the digital image based on the determined tags 1n
association with the identified subject.

In response to determining the context of the digital image
from the camera viewfinder stream of the client computing
device, the AR pose system generates a collection of sample
pose 1mages that correspond to the determined context. For
example, 1n one embodiment, the AR pose system generates
the collection by querying one or more sample pose 1mage
repositories and search engines with a search query based on
the one or more contextual tags associated with the digital
image. To illustrate, 1n one or more embodiments, the AR
pose system generates the search query including one or
more of the contextual tags associated with the subject
depicted in the digital image, the scene depicted in the
digital 1mage, and other objects depicted in the digital
image. The AR pose system further utilizes the generated
search query in connection with one or more sample pose
image repositories including but not limited to: a local
sample pose 1mage repository, general search engines, and

other third-party applications.

In one or more embodiments, the AR pose system opti-
mizes the limited amount of display space common to client
computing devices by providing a diverse subset of the
collection of sample pose i1mages. For example, in one
embodiment, the AR pose system utilizes one or more
clustering techniques to group similar sample pose 1images
together from the identified collection of sample pose
images. The AR pose system further provides the diverse
subset of sample pose 1images by 1dentifying and providing
a sample pose 1image from each group or cluster.

In one or more embodiments, the AR pose system pro-
vides the diverse subset of the collection of sample pose
images via the camera viewfinder of the client computing
device. For example, the AR pose system generates an
interactive overlay including the diverse subset of sample
pose 1mages. The AR pose system further positions the
interactive overlay on the camera viewfinder of the client
computing device. In one or more alternative implementa-
tions, the AR pose system retrieves a plurality of commonly
selected pose 1mages, determines a plurality of popular pose
images, or otherwise determines a collection of pose 1mages
to provide without determining the context of the camera
viewiinder.

In response to a detected selection of a sample pose 1mage
from the interactive overlay, the AR pose system generates
and provides an AR pose guide via the camera viewlinder.
For example, in at least one embodiment, the AR pose
system generates an AR pose guide that indicates how a
subject depicted in the camera viewfinder stream should
position one or more body parts 1n order to mimic the pose
depicted 1n the selected sample pose image. In one or more
embodiments, the AR pose system generates the AR pose
guide by extracting a subject body frame representing a
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subject from the camera viewlinder stream of the client
computing device. The AR pose system then extracts a
reference body frame representing a pose from the selected
sample pose 1image. Finally, the AR pose system generates
the AR pose guide by retargeting the reference body frame
based on the proportions of the subject body frame.

The AR pose system provides the retargeted reference
body frame as the AR pose guide via the camera viewfinder
of the client computing device. In one or more embodi-
ments, for example, the AR pose system provides the AR
pose guide by generating a visualization of the retargeted
reference body frame. The AR pose system then anchors the
visualization at least one predetermined point of the visu-
alization to at least one landmark of the subject depicted 1n
the camera viewlinder stream. Thus, the AR pose system
provides the AR pose guide via the camera viewlinder such
that the user of the client computing device 1s able to see
how the body of the subject aligns with the pose indicated
by the AR pose guide.

The AR pose system 1teratively determines an alignment
between portions of the retargeted reference body frame and
portions of the subject depicted in the camera viewfinder
stream. For example, 1n at least embodiment, the AR pose
system aligns both the subject body frame and the retargeted
reference body frame to one or more regions (e.g., a hip
region, a chest region) of the subject depicted 1n the camera
viewlinder. The AR pose system then iteratively determines
that one or more segments of the subject body frame are
aligned with corresponding segments of the retargeted ret-
erence body frame.

In one or more embodiments, for each determined seg-
ment alignment, the AR pose system modifies a display
characteristic (e.g., a color, a line width) of the aligned
segment of the retargeted reference body frame. Thus, the
AR pose system provides easy visual cues to the user of the
client computing device indicating whether the subject in the
camera viewlinder 1s correctly mimicking the pose from the
selected sample pose 1mage. In response to determining that
all of the segments of the subject body frame are aligned
with corresponding segments of the retargeted reference
body frame, the AR pose system captures a digital image
from the camera viewfinder stream. For example, the AR
pose system optionally automatically captures a digital
image 1n response to determining alignment between the
pose guide and the subject. In other embodiments, the AR
pose system captures a digital image 1n response to selection
of a shutter button selection by a user upon the AR pose
system determining alignment between the pose guide and
the subject

While the embodiments discussed herein focus on a single
subject in the camera viewfinder stream and a single subject
in a selected sample pose image, the AR pose system 1s not
so limited and 1n other embodiments generates and provides
pose guides for multiple subjects depicted 1n a camera
viewlinder stream. For example, the AR pose system
extracts body frames for multiple subjects depicted 1n the
camera viewlinder stream. The AR pose system further
extracts body frames for multiple posed subjects depicted 1n
a selected sample pose 1image. The AR pose system then
retargets and anchors pose guides to each subject depicted in
the camera viewlinder stream and iteratively determine
alignments between the pose guides and the multiple sub-
jects.

As mentioned above, the AR pose system provides many
advantages and benefits over conventional imaging systems.
For example, rather than requiring users to access and switch
between multiple applications 1n order to find sample pose
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images, the AR pose system provides sample pose 1mages 1n
an iteractive overlay positioned on the camera viewlinder
of a client computing device. As such, the AR pose system
provides an eflicient, single-interface approach for providing
pose guidance 1n connection with a camera viewfinder.

Additionally, the AR pose system overcomes and
improves the various system-level inefliciencies common to
conventional imaging systems. To 1llustrate, by avoiding the
application and interface switching common to conventional
imaging system, the AR pose system efliciently utilizes
system resources to generate a single interactive overlay
including sample pose 1images and positioning that overlay
on a camera viewlinder of a client computing device. Thus,
the AR pose system avoids the use and eventual waste of
system resources associated with generating, maintaining,
and otherwise persisting additional user interfaces and appli-
cations.

Moreover, the AR pose system further improves the
ciliciency of conventional 1imaging systems by providing
sample pose 1images that are tailored to the context of the
scene depicted in the camera viewfinder stream. For
example, where conventional 1maging systems fail to pro-
vide specific pose guidance, the AR pose system i1dentifies
and provides sample pose 1images that are targeted to the
subject and scene depicted 1n the camera viewfinder stream.
Thus, the AR pose system avoids the waste of systems
resources 1involved in multiple user searches for sample pose
images that are specific to the subject and scene depicted 1n
the camera viewlinder stream.

The tailored pose guidance approach provided by the AR
pose system 1s also flexible and accurate. For example,
where some conventional imaging systems provide generic,
outline-based overlays 1 an attempt to assist users 1in
mimicking various poses, the AR pose system generates and
provides a specific reference body frame that 1s tailored to
the proportions of the subject depicted in the camera view-
finder stream. Thus, the AR pose system provides a pose
guide that 1s specific to the body of the subject. Moreover,
the AR pose system anchors the pose guide to the subject
within the camera viewlinder such that the pose guide moves
with the subject should the subject move within the camera
viewlinder stream.

As 1llustrated by the foregoing discussion, the present
disclosure utilizes a variety of terms to describe features and
advantages of the disclosed AR pose system. Additional
detail 1s now provided regarding the meaning of such terms.
For example, as used herein, the term “digital image” refers
to a collection of digital information that represents an
image. More specifically, a digital image 1s composed of
pixels, each including a numeric representation of a color
and/or gray-level. Pixels are arranged 1n a digital image 1n
two dimensions, where each pixel has spatial coordinates
including an x-value and a y-value. In at least one embodi-
ment, a “target digital image” refers to a digital 1image to
which an edit could or will be applied. In one or more
embodiments, a digital image 1s stored as a file (e.g., a
“Jpeg’” file, a “.uil” file, a “.bmp” file, a “.pdf” file).

As used herein, the term “pose” refers to the configuration
of a subject. In particular, a pose includes an arrangement of

60 joints and/or segments connecting joints (e.g., ol a human
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figure). In some embodiments, a pose includes a visible
depiction of joints and segments, while 1n other cases, a pose
includes a computerized representation of joint locations
and/or segment locations. In certain cases, a pose mcludes
an abstract representation of joint locations and/or segment
locations using vectors or other feature (e.g., deep feature)
representations 1n a pose feature space or a pose prior space.
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Relatedly, a “joint™ refers to the joining of an endpoints of
segments of a depicted human figure or a virtual mannequin.
For instance, a joint refers to a location where two or more
segments connect. In some embodiments, a joint includes a
location where segments rotate, pivot, or otherwise move 1n
relation to one another. In some cases, a joint includes a
computerized or abstract vector representation of a location
corresponding to a joint of depicted human figure or a virtual
mannequin.

Along these lines, a “segment” refers to a representation
or depiction of a length or portion of a human figure or a
virtual mannequin. In some embodiments, a segment refers
to a line or other connector between joints of a depicted
human figure or a virtual mannequin. For example, a seg-
ment represents an upper arm between a shoulder joint and
an elbow joint, a forearm between an elbow joint and a wrist
joint, or an upper leg between a hip joint and a knee joint.
In some cases, a segment includes a computerized or
abstract vector representation of a line or connecting com-
ponent between two joint locations of a depicted human
figure or a virtual mannequin.

As used herein, a “subject” refers to a likeness, a depic-
tion, or a portrayal of a human or humanoid shape within a
digital image. For example, a subject includes a captured
depiction of an actual person within a digital image, a
drawing of a human shape i1n a digital image, a cartoon
portrayal of a human character 1n a digital image, or some
other humanoid shape i a digital image such as a human-
shaped machine, creature, stick-figure, or other resem-
blance. In some cases, a subject includes one or more arms,
one or more legs, a torso, and a head. Although many
example embodiments described herein include human fig-
ures, the pose system 1s not so limited and in other embodi-
ments the pose search system operates with regard to other
figures such as amimals, animated characters, and so forth.

As used herein, a “sample pose 1mage™ refers to a digital
image portraying one or more subjects in a pose. For
example, the AR pose system determines and provides one
or more sample pose 1images including poses that are con-
textually relevant to a subject portrayed in a camera view-
finder of a client computing device. In one or more embodi-
ments, a sample pose 1image further includes a background,
additional objects, attire, and/or metadata describing the
contents of the sample pose 1mage. In at least one embodi-
ment, the AR pose system accesses sample pose 1mages
from private image repositories, public image repositories,
additional applications, and/or search engines.

As used herein, a “body frame” refers to a representation
of joints and segments ol a subject. For example, a body
frame representing a human subject includes joint represen-
tations associated with the subject’s hips, knees, shoulders,
clbows, and so forth. The body frame further includes
segment representations associated with upper and lower
arms, upper and lower legs, and so forth. In at least one
embodiment, a body frame further includes a circular rep-
resentation of the subject’s head. As used herein, a “refer-
ence body frame” refers to a body frame representing a
subject depicted 1n a sample pose 1image. As used herein, a
“subject body frame” refers to a body frame representing a
subject depicted 1n the camera viewfinder of the client
computing device.

The term “neural network™ refers to a machine learming
model that i1s trained and/or tuned based on puts to
determine classifications or approximate unknown func-
tions. For example, the term neural network includes a
model of interconnected artificial neurons (e.g., organized in
layers) that communicate and learn to approximate complex
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functions and generate outputs based on a plurality of inputs
provided to the neural network. In some cases, a neural
network refers to an algorithm (or set of algorithms) that
implements deep learning techniques to model high-level
abstractions 1n data. For example, a neural network includes
a convolutional neural network, a recurrent neural network
(e.g., an LSTM neural network), a graph neural network, or
a generative neural network.

As used herein, the term “pose neural network™ refers to
a neural network tramned or tuned to identify poses. For
example, a pose neural network determines a pose of a
digital 1mage by processing the digital image to i1dentily
locations and arrangements of joints and segments of a
human figures portrayed in the digital image. As another
example, the pose neural network determines a pose of a
virtual mannequin by processing the virtual mannequin to
identify locations of joints and segments of the wvirtual
mannequin. Additional detail regarding architecture of a
pose neural network 1s provided 1n greater detail below.

Additional detail regarding the AR pose system will now
be provided with reference to the figures. For example, FIG.
1 illustrates a schematic diagram of an example system
environment for implementing an AR pose system 102 1n
accordance with one or more embodiments. An overview of
the AR pose system 102 1s described 1n relation to FIG. 1.
Thereatfter, a more detailed description of the components
and processes of the AR pose system 102 1s provided 1n
relation to the subsequent figures.

As shown, the environment includes server(s) 106, a
client computing device 108, a sample pose 1image reposi-
tory 112, one or more third-party system(s) 116, and a
network 114. Fach of the components of the environment
communicate via the network 114, and the network 114 1s
any suitable network over which computing devices com-
municate. Example networks are discussed in more detail
below 1n relation to FIG. 10.

As mentioned, the environment includes a client comput-
ing device 108. The client computing device 108 comprises
one of a variety of computing devices, including a smart-
phone, a tablet, a smart television, a desktop computer, a
laptop computer, a virtual reality device, an augmented
reality device, or another computing device as described in
relation to FIG. 10. Although FIG. 1 illustrates a single client
computing device 108, in some embodiments the environ-
ment includes multiple different client devices, each asso-
ciated with a diflerent user (e.g., a digital image editor). The
client computing device 108 communicates with the
server(s) 106 via the network 114. For example, the client
computing device 108 receives user mput from a user
interacting with the client computing device 108 (e.g., via
the 1image capturing application 110) to, for instance, select
a sample pose 1mage. The AR pose system 102 receives
information or instructions to generate a collection of
sample pose 1mages from one or more of the sample pose
image repositories 112 or the third-party system(s) 116.

As shown, the client computing device 108 includes an
image capturing application 110. In particular, the 1image
capturing application 110 1s a web application, a native
application installed on the client computing device 108
(e.g., a mobile application, a desktop application, etc.), or a
cloud-based application where all or part of the functionality
1s performed by the server(s) 106. The image capturing
application 110 presents or displays information to a user,
including a camera viewfinder (including a camera view-
finder stream), an 1nteractive overlay including one or more
sample pose 1mages, a pose guide including a retargeted
reference body frame, and/or additional information associ-
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ated with a determined context of the camera viewfinder
stream. A user interacts with the image capturing application
110 to provide user mput to perform operations as men-
tioned above, such as selecting a sample pose 1mage.

As 1llustrated 1n FIG. 1, the environment includes the
server(s) 106. The server(s) 106 generates, tracks, stores,
processes, receives, and transmits electronic data, such as
digital images, search queries, sample pose images, and pose
guides. For example, the server(s) 106 receives data from
the client computing device 108 in the form of a digital
image from a camera viewlinder stream to identily sample
pose 1mages corresponding to a context of the digital image.
In addition, the server(s) 106 transmits data to the client
computing device 108 to provide sample pose 1mages cor-
responding to a context of the camera viewfinder stream and
one or more pose guides for display via the camera view-
finder. Indeed, the server(s) 106 communicates with the
client computing device 108 to transmit and/or receive data
via the network 114. In some embodiments, the server(s)
106 comprises a distributed server where the server(s) 106
includes a number of server devices distributed across the
network 114 and located in different physical locations. The
server(s) 106 comprises a content server, an application
server, a communication server, a web-hosting server, a
multidimensional server, or a machine learning server.

The image capturing system 104 communicates with the
client computing device 108 to perform various functions
associated with the image capturing application 110 such as
storing and managing a repository of digital images, deter-
mimng or accessing labels for digital content depicted
within the digital images, and retrieving digital 1mages
based on one or more search queries. For example, the AR
pose system 102 communicates with the sample pose 1image
repository to access a sample pose image. Indeed, as further
shown 1n FIG. 1, the environment includes the sample pose
image repository 112. In particular, the sample pose image
repository 112 stores information such as a repository of
digital 1mages depicting subjects 1n various poses within
various scenes, as well as various neural networks including,
a pose neural network. The AR pose system 102 further
communicates with the third-party system(s) 116 to access
additional sample pose 1mages.

As shown 1n FIG. 1, 1llustrates a particular arrangement of
the environment, in some embodiments, the environment
has a different arrangement of components and/or may have
a different number or set of components altogether. For
instance, FIG. 1 shows that the client computing device 108,
the server(s) 106, or both can implement the AR pose system
102. In some embodiments, the AR pose system 102 1s
implemented by (e.g., located entirely on) the client com-
puting device 108. In which implementations, the client
computing device 108 can download the AR pose system
102 from the server(s) 106. Alternatively, the AR pose
system 102 1s implemented by the server(s) 106 and the
client computing device 108 accesses the AR pose system
102 through web-hosted application or website. Still further,
the AR pose system 102 1s implemented on both the client
computing device 108 and the server(s) 106 and some
functions are performed on the client computing device 108
and others on the server(s) 106. In addition, in one or more
embodiments, the client computing device 108 communi-
cates directly with the AR pose system 102, bypassing the
network 114. Further, in some embodiments, the sample
pose 1mage repository 112 is located external to the server(s)
106 (e.g., in communication via the network 114) or located
on the server(s) 106 and/or on the client computing device
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In one or more embodiments, the AR pose system 102
receives a digital image from a camera viewfinder stream of
the client computing device 108 and utilizes various image
analysis techniques to determine a context of the digital
image. The AR pose system 102 then identifies and provides
at least one sample pose 1mage that corresponds with the
determined context of the digital image. In response to a
detected selection of the provided sample pose image, the
AR pose system 102 generates and provides a pose guide
such that a user of the client computing device 108 is able
to easily see how the body of the subject depicted 1n the
camera viewlinder stream aligns with a pose represented 1n
the selected sample pose 1mage. The AR pose system 102
iteratively determines that various body parts of the subject
are 1n alignment with the pose guide, and updates one or
more display characteristics of the pose guide to 1indicate to
the user of the client computing device 108 that the subject
1s correctly mimicking the pose depicted i1n the selected
sample pose 1mage. In response to determiming that the
subject depicted 1n the camera viewfinder stream i1s 1n
alignment with the pose guide overlaild on the camera
viewlinder, the AR pose system 102 automatically captures
a digital image from the camera viewlinder stream without
any additional mnput from the user of the client computing
device 108. In alternative implementations, the AR pose
system 102 captures a digital image in response to a user
selection of a shutter button.

FIGS. 2A-2G 1llustrate the AR pose system 102 providing,
sample pose 1mages and an interactive pose guide via a
camera viewlinder of the client computing device 108. For
example, FIG. 2A shows a camera viewfinder 202 of the
client computing device 108. In one or more embodiments,
the camera viewfinder 202 displays a camera viewfinder
stream of digital images or image frames depicting a subject
204 within a scene 206. As further shown in FIG. 2A, the
subject 204 includes attire (e.g., clothing, jewelry, accesso-
ries), a gender, and other attributes. Furthermore, the scene
206 includes buildings, plants, backgrounds, vehicles, a sky
region, other subjects, animals, and so forth.

FIG. 2B shows the AR pose system 102 providing an
entry point option 210 associated with the AR pose system
102 1n connection with the camera viewlinder stream of the
camera viewfinder 202. In one or more embodiments, the
AR pose system 102 provides a message box 208 including
the entry point option 210 1n response to detecting an
initialization of the image capturing application 110 on the
client computing device 108. Additionally or alternatively,
the AR pose system 102 provides the message box 208
including the entry point option 210 in response to deter-
mining that the camera viewlinder stream in the camera
viewlinder 202 depicts: one or more subjects, one or more
subjects posing (e.g., not moving for more than a threshold
amount of time), and/or a scene including at least one
subject (e.g., a human i1n front of a background). For
example, the AR pose system 102 makes any of these
determinations utilizing one or more neural networks. Addi-
tionally or alternatively, the AR pose system 102 provides
the message box 208 including the entry point option 210 in
response to determining that the subject 204 1s posing for a
photo. For example, the AR pose system 102 optionally
provides the message box 208 in response to determiming
that the subject 204 has not moved within the camera
viewlinder 202 for a threshold amount of time.

In response to a detected selection of the entry point
option 210, the AR pose system 102 determines a context of
the camera viewlinder stream. For example, and as will be
discussed in greater detail with regard to FIG. 3A, the AR
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pose system 102 utilizes one or more machine learning
models, neural networks, and other algorithms to generate
various tags or identifiers associated with a digital image
from the camera viewlinder stream of the client computing
device 108. To illustrate, the AR pose system 102 utilizes an
object detector, a subject detector, and other detectors to
generate one or more object tags, gender tags, attire tags,
and/or other tags associated with the digital image. For
instance, the AR pose system 102 utilizes these detectors to
generate tags indicating contents of the scene depicted 1n the
digital 1mage (e.g., buildings, plants, vehicles, animals,
cars), and attributes of the subject within the scene (e.g.,
clothing type, hair type, facial hair). In one or more embodi-
ments, the AR pose system 102 determines a context asso-
ciated with the digital image based on the one or more
determined tags.

The AR pose system 102 further provides a collection of
sample pose 1mages corresponding to the determined con-
text of the digital image. For example, in one embodiment,
the AR pose system 102 generates a search query based on
the determined context and utilizes the search query in
connection with one or more of the sample pose i1mage
repository 112 and the third-party system(s) 116 to generate
the collection of sample pose i1mages. To illustrate, in
response to determining that the context of the digital image
1s a bride and groom at a wedding, the AR pose system 102
generates the collection of sample pose 1mages including
images ol other brides and grooms 1n wedding attire 1n a
range of poses (e.g., including protfessional models, popular
images, celebrities).

In at least one embodiment, the AR pose system 102
turther 1dentifies a diverse subset of the collection of sample
pose 1mages. For example, the AR pose system 102 avoids
providing multiple sample pose 1images that depict the same
or stmilar poses. Accordingly, 1n one or more embodiments,
the AR pose system 102 clusters the sample pose 1images in
the collection of sample pose 1mages based on similarity.
The AR pose system 102 further identifies the diverse
subject of sample pose 1mages by selecting a sample pose
image from each of the clusters. In at least one embodiment,
the AR pose system 102 utilizes k-means clustering to
identify the diverse subject of the collection of sample pose
1mages.

As shown 1 FIG. 2C, the AR pose system 102 generates
an interactive overlay 212 including the diverse subset of
sample pose 1mages including sample pose 1images 214a,
214b, and 214c¢. In one or more embodiments, the AR pose
system 102 generates the mteractive overlay 212 including
a top threshold number of sample pose 1mages 214a-214c.
Additionally or alternatively, the AR pose system 102 gen-
crates the interactive overlay 212 with the sample pose
images 214a-214¢ 1n a horizontally slidable portion such
that the AR pose system 102 displays additional sample pose
images 1n response to a detected horizontal slide tough
gesture.

As turther shown 1n FIG. 2C, the AR pose system 102
positions the interactive overlay 212 on the camera view-
finder 202. For example, the AR pose system 102 positions
the interactive overlay 212 over a lower portion (e.g., a
horizontal lower half, a horizontal lower third) of the camera
viewiinder 202 such that the majority of the camera view-
finder 202 1s unobstructed. In alternative embodiments, the
AR pose system 102 positions the interactive overlay 212
over a vertical portion (e.g., a vertical half), or an upper
portion of the camera viewlinder 202. In one alternative
embodiment, the AR pose system 102 selectively positions
the interactive overlay 212 based on the contents of the
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camera viewlinder stream. For example, in response to
determining that a subject 1s 1n a lower third of the camera
viewlinder stream, the AR pose system 102 positions the
interactive overlay 212 over an upper third of the camera
viewlinder.

As further shown 1n FIG. 2C, 1n at least one embodiment,
the AR pose system 102 generates the interactive overlay
212 including an indication 216 of the context of the digital
image. For example, the AR pose system 102 provides the
indication of the context (e.g., “Male Standing In Front of
Building”) including one or more of the determined object
and other tags associated with the digital image taken from
the camera viewlinder stream.

Additionally, as shown 1n FIG. 2C, the AR pose system
102 provides a search button 218 within the interactive
overlay 212. In one or more embodiments, in response to a
detected selection of the search button 218, the AR pose
system 102 provides a search interface wherein a user of the
client computing device 108 enters a search query {for
additional sample pose 1mages. Furthermore, utilizing the
user-provided search query, the AR pose system 102 1den-
tifies additional sample pose 1images (e.g., from the sample
pose 1mage repository 112 and/or the third-party system(s)
116). In at least one embodiment, the AR pose system 102
displays the additionally 1dentified sample pose 1mages by
expanding the interactive overlay 212. Alternatively, the AR
pose system 102 generates and provides an additional user
interface including the additionally identified sample pose
images, and transitions display focus away from the camera
viewflinder 202 to the additional user interface.

In one or more embodiments, the AR pose system 102
generates and provides a pose guide corresponding to a
selected sample pose 1mage. For example, 1n response to a
detected selection of the sample pose 1image 214a, the AR
pose system 102 generates and provides a pose guide 220,
as shown 1n FIG. 2D. In at least one embodiment, and as will
be discussed 1n greater detail below with regard to FIGS.
4A-4F, the AR pose system 102 generates the pose guide 220
by extracting a subject body frame from the digital image
taken from the camera viewlinder stream that represents the
proportions of the subject 204. The AR pose system 102
further extracts a reference body frame from the selected
sample pose 1image 214q that represents proportions and a
pose of a figure 1n the selected sample pose 1image 214a. The
AR pose system 102 further generates the pose guide 220 by
retargeting the reference body frame based on the propor-
tions of the subject body frame. As shown in FIG. 2D, the
resulting pose guide 220 retains the pose shown in the
selected sample pose 1image 214q, but also has the propor-
tions of the subject 204.

The AR pose system 102 aligns the pose guide 220 to the
subject 204 by overlaying the pose guide 220 based on one
or more landmarks of the subject 204. For example, the AR
pose system 102 anchors the pose guide 220 to at least one
landmark of the subject 204 such as a hip region of the
subject 204. With the pose guide 220 thus anchored, the AR
pose system 102 maintains the positioning of the pose guide
220 relative to the subject 204 even when the subject 204
moves within the camera viewfinder 202. Moreover, the AR
pose system 102 anchors the pose guide 220 to additional
regions ol the subject 204, such as a chest region of the
subject 204. With this additional anchoring, the AR pose
system 102 maintains the position for the pose guide 220
relative to the subject 204 even when the subject 204 rotates
toward or away from the client computing device 108.

As further shown in FIG. 2E, the AR pose system 102

iteratively determines an alignment between portions of the
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pose guide 220 and portions of the subject depicted in the
camera viewlinder 202. For example, 1n response to deter-
mimng an alignment, the AR pose system 102 modifies one
or more display characteristics of the aligned portion of the
pose guide 220. To 1illustrate, as shown i FIG. 2E, in
response to determining that the segments 222a, 2225, 222c,
222d, 222¢, and 2221 of the pose guide 220 are aligned with
corresponding portions of the subject 204, the AR pose
system 102 modifies a display color of the segments 222a-
2221 of the pose guide 220. By iteratively modilying the
display characteristics of the segments of the pose guide
220, the AR pose system 102 provides eflective guidance to
the user of the client computing device 108 in positioning,
the subject 204 into the pose portrayed by the selected
sample pose 1image 214a.

In one or more embodiments, the AR pose system 102
continues to iteratively determine alignments between the
pose guide 220 and the subject 204. For example, as shown
in FI1G. 2F, the AR pose system 102 has modified a display
color of additional segments of the pose guide 220 to
indicate that the subject 204 has moved corresponding body
portions to align with the pose guide 220. In at least one
embodiment, the AR pose system 102 further modifies a
display characteristic to indicate that a body portion of the
subject 204 1s no longer in alignment with the corresponding
segment of the pose guide 220. For example, the AR pose
system 102 changes a color of the segment of the pose guide
220 back to an original color to indicate that the correspond-
ing body portion has fallen out of alignment.

As shown 1n FIG. 2G, and 1n response to determining that
all of the portions of the pose guide 220 are aligned with
corresponding portions of the subject 204, the AR pose
system 102 automatically captures a digital image from the
camera viewlinder stream shown i the camera viewlinder
202 of the client computing device 108. Additionally, or
alternatively, the AR pose system 102 automatically cap-
tures the digital image 1n response to determining that all of
the portions of the pose guide 220 are aligned with corre-
sponding portions of the subject 204 for a threshold amount
of time (e.g., 2 seconds). Additionally, or alternatively, the
AR pose system 102 automatically captures the digital
image 1n response to determining that a predetermined
number or percentage of portions of the pose guide 220 are
aligned with a corresponding number or percentage of
portions of the subject 204. In other embodiments, the AR
pose system 102 captures the digital image 1n response to
user selection of the shutter button.

In one or more embodiments, the AR pose system 102
saves the automatically captured digital image in the local
storage on the client computing device 108. Additionally, or
alternatively, the AR pose system 102 saves the automati-
cally captured digital image 1n the sample pose image
repository 112, so that the AR pose system 102 1s able to use
the automatically captured digital image as a sample pose
image for the same or additional users of the AR pose system
102. Additionally, or alternatively, the AR pose system 102
turther automatically uploads the automatically captured
digital image to one or more social media accounts associ-
ated with the user of the client computing device 108.

FIG. 3A illustrates an overview of the AR pose system
102 determining a context associated with the camera view-
finder stream of the client computing device 108, and
providing sample pose 1mages that correspond to the deter-
mined context. For example, the AR pose system 102
determines a context ol an 1mage from the camera view-
finder stream of the client computing device 108 based on
contents of the digital image. The AR pose system 102 then
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generates a collection of sample pose 1images by generating
a search query based on the determined context, and utiliz-
ing the generated search query in connection with the
sample pose 1mage repository 112 and/or additional search
engines available via the third-party system(s) 116. The AR
pose system 102 further identifies and provides a diverse
subset of the collection of sample pose 1mages via the
camera viewlinder of the client computing device 108.

In more detail, the AR pose system 102 performs an act
302 of determining a context of a digital image from a
camera viewlinder stream of the client computing device
108. For example, the AR pose system 102 determines the
context of the digital image by utilizing one or more
machine learning models, neural networks, and algorithms
in connection with the digital image. More specifically, the
AR pose system 102 utilizes the one or more machine
learning models, neural networks, and algorithms to identity
characteristics and attributes of the subject and scene
depicted 1n the digital image.

In one or more embodiments, the AR pose system 102
utilizes an object detector neural network to generate one or
more object tags associated with the digital image. For
example, the AR pose system 102 utilizes the object detector
neural network to generate object tags indicating that the
digital image depicts one or more of subjects, animals, cars,
plants, buildings, and so forth. In at least one embodiment,
the object detector neural network generates the object tags
including a character string i1dentifying the corresponding
object (e.g., “man,” “dog,” “building”), a location of the
corresponding object (e.g., corner coordinates of a bounding
box surrounding the corresponding object), and a confidence
score.

In more detail, the AR pose system 102 detects one or
more objects 1n the digital image utilizing a Faster-RCNN
model (e.g., ResNet-101) tramned to detect objects across
multiple classes and categories. Additionally, or alterna-
tively, the AR pose system 102 utilizes a different neural
network to detect one or more objects, such as ImageNet or
DenseNet. Additionally, or alternatively, the AR pose system
102 utilizes an algorithmic approach to detect one or more
object such as the You Only Look Once (YOLQO) algorithm.
In one or more embodiments, the AR pose system 102
detects the one or more objects by generating object 1den-
tifiers (e.g., object tags) and object positions/locations (e.g.,
object bounding boxes) within the digital image. In one or
more embodiments, the AR pose system 102 utilizes an auto
tagging neural network to generate the tags, such as those
described in U.S. Pat. No. 9,767,386, “Iraining A Classifier
Algorithm Used For Automatically Generating Tags To Be
Applied To Images,” filed Jun. 23, 2015; and U.S. Pat. No.
10,235,623, “Accurate Tag Relevance Prediction For Image
Search,” filed Apr. 8, 2016, the entire contents of both
patents are hereby incorporated by reference.

The AR pose system 102 utilizes additional neural net-
works to generate other tags associated with the digital
image. For example, the AR pose system 102 utilizes a
gender neural network to generate one or more gender tags
associated with the digital image. More specifically, the AR
pose system 102 utilizes the gender neural network to
perform gender recognition and generate a gender tag asso-
ciated with each subject depicted 1n the digital image. For
instance, the AR pose system 102 can utilize a face detection
model to determine gender of any subject in the digital
image such as that described by J. Manikandan et al. 1n Face
Detection and Recognition using Open CV Based on Fisher
Faces Algorithm, International Journal of Recent Technol-
ogy and Engineering, Volume-8 Issue-3, January 2020, the
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entire contents of which are hereby incorporated by refer-
ence 1n their entirety. In still further implementations, the,
the AR pose system 102 can utilize a deep cognitive attri-
bution neural network to determine gender of subjects 1n the
digital 1mage such as that described 1n U.S. patent applica-
tion Ser. No. 16/564,831, filed on Sep. 9, 2019 and entitled
“Identitying Digital Attributes From Multiple Attribute
Groups Within Target Digital Images Utilizing A Deep
Cognitive Attribution Neural Network,” the entire contents
of which are hereby incorporated by reference in their
entirety.

The AR pose system 102 further optionally utilizes an
attire neural network to generate one or more attire tags
associated with the digital image. For example, the AR pose
system 102 utilizes the attire neural network to generate
attire tags indicating articles and types of clothing worn by
subjects depicted 1n the digital image. To 1llustrate, the AR
pose system 102 utilizes the attire neural network to gener-
ate attire tags indicating that a subject depicted 1n the digital
image 1s wearing formal attire, casual attire, athletic attire,
wedding attire, and so forth. For instance, the AR pose
system 102 utilizes a trained convolutional neural network
to generate attire tags and other determinations. In one or
more implementations, the attire neural network comprises
an object specialist network such as a clothing specialist
detection neural network. Additional detail regarding utiliz-
ing specialized object detection neural networks 1s found 1n
U.S. patent application Ser. No. 16/518,880, entitled, “Uti-
lizing Object Attribute Detection Models To Automatically
Select Instances Of Detected Objects In Images,” filed on
Jul. 19, 2019, which 1s hereby incorporated by reference 1n
its entirety.

In one or more embodiments, the AR pose system 102
determines the context of the digital image based on the
generated tags. For example, the AR pose system 102
determines the context by identifying all or a subset of the
generated tags that are relevant to a pose-based search query.
To 1llustrate, the AR pose system 102 identifies tags that are
specific to the subject depicted 1n the digital image (e.g., a
gender tag, one or more attire tags). The AR pose system 102
turther 1dentifies scene-based tags that further provide infor-
mation about the digital image. For example, the AR pose
system 102 1dentifies scene-based tags that indicate the
subject 1s positioned 1n a city, positioned at a party, posi-
tioned 1n a park, etc. In at least one embodiment, the AR
pose system 102 avoids i1dentifying duplicative tags, such
that the resulting body of identified tags are unique.

The AR pose system 102 further performs an act 304 of
generating a collection of sample pose 1images correspond-
ing to the determined context. For example, the AR pose
system 102 generates the collection of sample pose 1mages
by first generating a search query based on the i1dentified
tags. To 1llustrate, the AR pose system 102 generates the
search query by utilizing natural language processing to fit
some or all of the idenftified tags into a logical order.
Additionally, or alternatively, the AR pose system 102
generates the search query including the i1dentified tags 1n
any order.

The AR pose system 102 utilizes the generated search
query to retrieve one or more sample pose 1images from the
sample pose 1mage repository 112 and/or the third-party
system(s) 116. For example, the AR pose system 102 utilizes
the search query to identily one or more corresponding
sample pose 1mages from the sample pose 1mage repository
112. Additionally, or alternatively, the AR pose system 102
utilizes the search query in connection with the third-party
systems(s) 116. For example, the AR pose system 102
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provides the search query to one or more third-party search
engines. Additionally, or alternatively, the AR pose system
102 provides the search query to one or more third-party
applications that are capable of searching for and providing
sample pose 1mages.

In response to generating the collection of sample pose
images, the AR pose system 102 performs an act 306 of
providing a diverse subset of the collection of sample pose
images via the camera viewfinder of the client computing
device 108. For example, 1n one or more embodiments, the
AR pose system 102 avoids providing similar or duplicative
sample pose 1mages via the camera viewfinder of the client
computing device 108. Accordingly, the AR pose system
102 identifies the diverse subset of the collection of sample
pose 1mages such that the subject includes sample pose
images that are unique and varied.

In at least one embodiment, the AR pose system 102
identifies the diverse subset by clustering the sample pose
images 1n the collection of sample pose 1images based on
similarity. For example, the AR pose system 102 utilizes one
or more clustering techmques to group visually or seman-
tically similar sample pose 1images together. The AR pose
system 102 then selects a sample pose from each cluster to
provide the diverse subset of the collection of sample pose
1mages.

The AR pose system 102 further provides the diverse
subset of the collection of sample pose 1mages via the
camera viewlinder of the client computing device 108. For
example, the AR pose system 102 generates an interactive
overlay including the diverse subset of the collection of
sample pose 1mages and overlays the interactive overlay on
the camera viewfinder. In one or more embodiments, the AR
pose system 102 generates the interactive overlay including
a horizontal slider including the diverse subset of sample
pose 1mages. The AR pose system 102 further generates the
interactive overlay such that each of the diverse subset of
sample pose 1mages 1s selectable. In at least one embodi-
ment, the AR pose system 102 generates the interactive
overlay including an indicator of the determined context of
the digital image taken from the camera viewfinder stream,
and a search button whereby the AR pose system 102
receives additionally mputted contextual search terms.

FIG. 3B illustrates the AR pose system 102 determining,
the diverse subset of the collection of sample pose 1mages.
As mentioned above, the AR pose system 102 utilizes one or
more clustering techniques to identify and provide sample
pose 1mages that are unique and non-duplicative. For
example, as shown i FIG. 3B, the AR pose system 102
performs the act 304 of generating the collection of sample
pose 1mages corresponding to the context of the digital
image taken from the camera viewfinder stream. As dis-
cussed above with reference to FIG. 3A, the AR pose system
102 generates the collection of sample pose i1mages 1n
response to receiving sample pose 1images from the sample
pose 1mage repository 112 and/or the third-party system(s)
116.

In response to generating the collection of sample pose
images, the AR pose system 102 performs an act 308 of
extracting a feature vector from one of the sample pose
images Irom the generated collection. In one or more
embodiments, the AR pose system 102 extracts a feature
vector Irom a sample pose 1image by generating one or more
numeric values representing characteristics and attributes of
the sample pose 1mage. In particular, the AR pose system
102 generates a feature vector including encoded informa-
tion describing characteristics of the sample pose image. For
instance, the AR pose system 102 generates the feature
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vector including a set of values corresponding to latent
and/or patent attributes and characteristics of the sample
pose 1mage. In one or more embodiments, the AR pose
system 102 generates the feature vector as a multi-dimen-
sional dataset that represents or characterizes the sample
pose 1mage. In one or more embodiments, the extracted
teature vector 1includes a set of numeric metrics learned by
a machine-learning algorithm, such as neural network. In at
least one embodiment, the AR pose system 102 utilizes one
or more algorithms (e.g., the SciKit-Learn Library) to
extract a feature vector from a sample pose 1mage.

Next, the AR pose system 102 performs an act 310 of
determining whether there are more sample pose 1images 1n
the collection of sample pose 1mages that have no corre-
sponding feature vector. If there are additional sample pose
images (e.g., “Yes” 1n the act 310), the AR pose system 102
performs the act 312 of 1dentifying a next sample pose image
in the collection of sample pose 1images. The AR pose system
102 then repeats the act 310 in connection with the next
sample pose 1mage. The AR pose system 102 continues to
extract feature vectors from the sample pose images 1n the
collection of sample pose images until all of the feature
vectors have been extracted (e.g., “No” 1n the act 310).

With all of the feature vectors extracted, the AR pose
system 102 performs an act 314 of mapping the extracted
feature vectors 1n a vector space. For example, the AR pose
system 102 maps the extracted feature vectors as points 1n a
vector space. In one or more embodiments, the vector space
1s 1n an n-dimensional vector space, where n 1s the number
ol features represented 1n each vector.

Next, the AR pose system 102 performs an act 316 of
determining clusters of feature vectors in the vector space.
For example, the AR pose system 102 determines clusters of
feature vectors by grouping each feature vector with 1ts
nearest neighbor. In one embodiment, the AR pose system
102 performs k-means clustering to cluster the feature
vectors. For example, the AR pose system 102 utilizes
k-means clustering by partitioning the vector space such that
cach feature vector belongs to a cluster with the nearest
mean (e.g., cluster center). In alternative embodiments, the
AR pose system 102 utilizes other clustering algorithms.

As part of partitioning the vector space, the AR pose
system 102 determines distances between feature vectors.
For example, the AR pose system 102 calculates distances
between feature vectors to determine the appropriate cluster
with which to group a feature vector. The AR pose system
102 may calculate distances between feature vectors using
various methods. In one embodiment, the AR pose system
102 determines a Euclidean distance between feature vec-
tors. In another embodiment, the AR pose system 102
utilizes the Minkowski method to calculate distances
between feature vectors.

To further 1dentity the diverse subset of the collection of
sample pose 1images, the AR pose system 102 performs an
act 318 of identifying a sample pose i1mage from each
cluster. For example, the AR pose system 102 identifies a
feature vector from each cluster, and then provide the
diverse subset as the sample pose 1mages that correspond to
the 1dentified feature vectors. In one or more embodiments,
the AR pose system 102 identifies the feature vector from a
particular cluster by randomly selecting the feature vector
from the cluster. Additionally, or alternatively, the AR pose
system 102 1dentifies a feature vector from the cluster by
selecting the feature vector closest to the center of the
cluster.

The AR pose system 102 further performs an act 320 of
providing the i1dentified sample pose 1images via an nterac-
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tive overlay positioned on the camera viewilinder of the
client computing device 108. For example, the AR pose
system 102 generates the interactive overlay including a
predetermined number of the diverse subset of the collection
of sample pose 1images. Additionally or alternatively, the AR
pose system 102 generates the interactive overlay including
all of the diverse subset of the collection of sample pose
images 1n a horizontal slider. The AR pose system 102
further positions the generated interactive overlay on a
portion of the camera viewlinder of the client computing
device 108.

FIG. 4A 1llustrates the AR pose system 102 providing a
pose guide via the camera viewiinder of the client comput-
ing device 108. As mentioned above, the AR pose system
102 provides a pose guide that 1s a body frame extracted
from a selected sample pose 1image and retargeted based on
proportions of the subject. Utilizing the retargeted reference
body frame as a pose guide, the AR pose system 102
provides visual guidance enabling the subject in the camera
viewlinder stream to pose their body parts to mimic the pose
displayed in the selected sample pose image.

As shown 1n FIG. 4A, the AR pose system 102 performs
an act 402 of detecting a selection of a sample pose 1mage.
As discussed above, the AR pose system 102 generates an
interactive overlay including selectable sample pose images.
Accordingly, the AR pose system 102 detects a selection
(e.g., a tap touch gesture, a mouse click) of a sample pose
image via the camera viewfinder of the client computing
device 108.

In response to the detected selection of the sample pose
image, the AR pose system 102 performs an act 404 of
extracting a reference body frame from the selected sample
pose 1mage. In one or more embodiments, the AR pose
system 102 extracts a reference body frame from the
selected sample pose 1mage by identilying locations for
joints and segments of the subject (e.g., the human figure)
depicted 1n the selected sample pose 1mage. For example,
the AR pose system 102 utilizes full body tracking via a pose
neural network to 1dentify locations of joints and segments
ol the subject i the selected sample pose image. In at least
one embodiment, the AR pose system 102 further utilizes the
pose neural network to generate a reference body frame
(e.g., a digital skeleton) that includes the joints and segments
in the determined locations.

Also 1n response to the detected selection of the sample
pose 1mage, the AR pose system 102 performs an act 406 of
extracting a subject body frame from the camera viewfinder
stream of the client computing device 108. For example, the
AR pose system 102 utilizes the pose neural network in
connection with a digital image from the camera viewfinder
stream ol the client computing device 108 to identily
locations of joints and segments of the subject depicted 1n
the camera viewfinder stream. The AR pose system 102
turther utilizes the pose neural network to generate a subject
body frame (e.g., a digital skeleton) that includes the joints
and segments in the determined locations. Although FIG. 4A
shows the AR pose system 102 performing the acts 404 and
406 1n parallel, 1n additional or alternative embodiments, the
AR pose system 102 performs the acts 404 and 406 in
sequence (e.g., performs the act 404 then performs the act
406).

The AR pose system 102 further performs an act 408 of
retargeting the reference body frame based on the subject
body frame. For example, the AR pose system 102 retargets
the reference body frame by first determining lengths of
segments between the joints of the subject body frame (e.g.,
indicating the proportions of the subject depicted in the
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digital image from the camera viewfinder stream). The AR
pose system 102 further retargets the reference body frame
by moditying lengths of the segments between the joints in
the reference body frame to match the lengths of the
segments between corresponding joints of the subject body
frame. Accordingly, the retargeted reference body frame
retains the original pose indicated by the selected sample
pose 1mage, but has the proportions of the subject depicted
in the camera viewfinder stream.

The AR pose system 102 next performs an act 410 of
providing the retargeted reference body frame aligned to the
subject 1n the camera viewlinder stream. For example, the
AR pose system 102 provides the retargeted reference body
frame as the pose guide overlaid on the camera viewlinder
based on one or more landmarks relative to the subject
depicted 1n the camera viewfinder stream. To 1illustrate, the
AR pose system 102 1dentifies one or more landmarks of the
subject depicted 1n the camera viewfinder stream such as,
but not limited to a hip region and a chest region. The AR
pose system 102 then generates a visualization of the
retargeted reference body frame including the joints and
segments of the retargeted reference body frame, and
anchors the visualization to the camera viewfinder at the
identified landmarks of the subject.

In one or more embodiments, the AR pose system 102
performs the acts 402-410 i1n connection with additional
subjects depicted 1n both the camera viewfinder stream and
the selected sample pose 1image. For example, 11 the camera
viewlinder stream depicts two subjects and the selected
sample pose 1mage also depicts two posed subjects, the AR
pose system 102 repeats the acts 402-410 for the second
subjects. In at least one embodiment, the AR pose system
102 determines which subject 1n the sample pose 1mage
corresponds to which subject in the camera viewfinder
stream 1n response to a user input. If the camera viewlinder
stream depicts two subjects and the selected sample pose
image depicts one subject, the AR pose system 102 performs
the acts 402-410 1n response to user mput indicating which
of the two subjects the AR pose system 102 will utilize 1n
connection with generating a pose guide.

FIG. 4B illustrates the AR pose system 102 utilizing a
pose neural network 412 to extract body frames (e.g., a
reference body frame, a subject body frame) from a digital
image. As mentioned, 1n some embodiments, the AR pose
system 102 determines or extracts a body frame of subject
depicted within a digital image (e.g., a digital image from a
camera viewlinder stream of the client computing device
108 or a sample pose 1mage). In particular, the AR pose
system 102 utilizes a pose neural network to determine
locations and tags of joints and segments for a subject (e.g.,
a human figure) depicted 1n a digital image.

As 1illustrated in FIG. 4B, the AR pose system 102
identifies a digital image 414. In particular, the AR pose
system 102 receives the extracted digital image 414 from a
camera viewlinder stream of the client computing device
108, or a selection or an upload of the digital image 414 as
a sample pose 1mage. In addition, the AR pose system 102
determines a two-dimensional body frame 418 (e.g., a
subject body frame or a reference body frame) associated
with the digital image 414. For example, the AR pose system
102 utilizes a pose neural network 412 to identily a subject
416 depicted within the digital image 414 and to determine
locations of joints and segments of the subject 416. In some
embodiments, the AR pose system 102 utilizes the pose
neural network 412 to identify all of the two-dimensional
joints from the digital image 414. For example, the AR pose
system 102 utilizes the pose neural network 412 to extract
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two-dimensional joint vectors or segments 422a, 4225, 422¢
associated with each joint 420a, 42056, 420c, 420d, 420¢
corresponding to the subject 416 in the digital image 414.

In one or more embodiments, the AR pose system 102
utilizes a pose neural network 412 1n the form of a convo-
lutional neural network to, from the mnput digital image 414
of the subject 416 (e.g., a human figure), jointly predict
confidence maps for body part detection and part aflinity
fields to learn associated body parts for the subject. For
example, to identify body parts, the AR pose system 102
generates a confidence map that includes a two-dimensional
representation of confidence measures that a particular body
part (e.g., an head or a torso) i1s located at any given pixel.
To 1dentity limbs connecting the body parts, the AR pose
system 102 also generates part atlinity fields that include a
two-dimensional vector field for each limb, including loca-
tion and orientation information across the region of support
for the limb. The AR pose system 102 generates a part
alhnity field for each type of limb joining two associated
body parts. In addition, the AR pose system 102 utilizes the
pose neural network 412 to parse the digital image 414 1nto
portions for bipartite matching ol associated body part
candidates. For example, the AR pose system 102 utilizes a
pose neural network 412 such as the pose neural network
described by Zhe Cao, Gines Hidalgo, Tomas Simon, Shih-
en Wei, and Yaser Seikh 1n OpenPose: Realtime Multi-
Person 2D Pose Estimation using Part Affinity Fields arXiv:
1812.08008 (2018), which 1s incorporated by reference
herein 1n 1ts entirety. In some cases, the pose neural network
412 1s a hybrid neural network based on a combination of
GoogleNet and OpenPose. The AR pose system 102 utilizes
a variety ol neural network architectures to determine a
pose.

As Turther illustrated 1n FIG. 4B, the AR pose system 102
generates a three-dimensional body frame 425 from the
two-dimensional body frame 418. In particular, the AR pose
system 102 utilizes the 2D-to-3D neural network 423 to
process the two-dimensional body frame 418 and generate
the three-dimensional body frame 425. For example, the AR
pose system 102 utilizes the 2D-to-3D neural network 423
to generate three-dimensional joint features for the joints
identified 1n the two-dimensional body frame 418. Indeed,
the AR pose system 102 utilizes the 2D-to-3D neural net-
work 423 to project the two-dimensional joint features onto
a unit sphere to thereby generate three-dimensional joint
features.

In some embodiments, the AR pose system 102 utilizes a
2D-t0-3D neural network 423 that estimates body joint
locations 1n three-dimensional space (e.g., the three-dimen-
sional body frame 425) from a two-dimensional mnput (e.g.,
the two-dimensional body frame 418). For instance, the AR
pose system 102 utilizes a 2D-to-3D neural network 423 in
the form of a deep feed-forward neural network that gener-
ates a series of points in three-dimensional space from a
series of two-dimensional points. In particular, the AR pose
system 102 utilizes the 2D-to-3D neural network 423 to
learn a function that reduces or minimizes prediction error of
predicting three-dimensional points by projecting two-di-
mensional points onto a fixed global space (with respect to
a root joint) over a dataset of a particular number of posed
subjects and corresponding body frames. For example, the
AR pose system 102 utilizes a 2D-to-3D neural network 423
such as the 2D-to-3D neural network described by Julieta
Martinez, Rayat Hossain, Javier Romero, and James J. Little
in A Simple Yet Effective Baseline for 3D Human Pose
Estimation arXiv:1705.03098 (2017), which 1s incorporated
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utilizes a variety of machine learning models (e.g., neural
networks) to project two-dimensional joint features and
generate three-dimensional joint features.

In some embodiments, the AR pose system 102 further
generates a visualization of the three-dimensional body
frame 425. More specifically, as shown 1n FIG. 4B, the AR
pose system 102 arranges three-dimensional virtual joints
and three-dimensional virtual segments overlaid at locations
corresponding to the joints and segments of the subject 416
depicted 1n the digital image 414. In one or more embodi-
ments, the AR pose system 102 utilizes the visualization of
the three-dimensional body frame 4235 as a pose guide after
retargeting the three-dimensional body frame 425 based on
the proportions of a subject depicted in the camera view-
finder stream of the client computing device 108.

FIGS. 4C and 4D illustrate the AR pose system 102
retargeting a reference body frame based on proportions of
the subject depicted 1n the camera viewfinder stream of the
client computing device 108. For example, as shown 1n FIG.
4C, the AR pose system 102 utilizes the pose neural network
412 in connection with the 2D-to-3D neural network 423 to
extract a reference body frame 426 from a reference subject
424 (e.g., depicted 1n a selected sample pose image), and to
extract a subject body frame 430 from a target subject 428
(e.g., depicted 1n a camera viewfinder stream of the client
computing device 108).

As shown i FIG. 4C, the proportions of the reference
subject 424 are different from the proportions of the target
subject 428. This proportional diflerence 1s common
between sample pose 1mages that often depict professional
models and subjects 1n camera viewlinder streams who are
often not professional models. If the AR pose system 102
were 1o use the reference body frame 426 as a pose guide
without retargeting, the result would be as shown in FIG.
4D. For example, the person represented by the target
subject 428 would likely have difliculty mimicking the pose
indicated by the reference body frame 426 due to the
proportions of the target subject 428 being dissimilar and
untethered from the proportions of the reference body frame
426.

Thus, to provide a customized pose guide relative to the
person represented by the target subject 428, the AR pose
system 102 retargets the reference body frame 426. In one or
more embodiments, the AR pose system 102 retargets the
reference body frame 426 by first determining lengths of the
segments between the joints of the subject body frame 430
(e.g., as shown 1 FIG. 4C). For example, the AR pose
system 102 determines pixel lengths of each segment 1n the
subject body frame 430 as well as the position of each
segment relative its neighboring joints.

Next, the AR pose system 102 retargets the reference
body frame 426 by moditying lengths of segments between
joints of the reference body frame 426 to match the deter-
mined lengths of the segments between corresponding joints
of the subject body frame 430. For example, the AR pose
system 102 lengthens or shortens segments of the reference
body frame 426 to match the lengths of corresponding
segments in the subject body frame 430. The AR pose
system 102 determines that a segment in the reference body
frame 426 corresponds to a segment 1 the subject body
frame 430 by maintaining relative positions of segments and
surrounding joints between both the reference body frame
426 and the subject body frame 430. Thus, the AR pose
system 102 determines, for example, that a segment between
a knee joint and an ankle joint 1n the reference body frame
426 corresponds to a segment between a knee joint and an
ankle joint 1n the subject body frame 430.
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Accordingly, as further shown 1n FIG. 4D, the AR pose
system 102 generates the retargeted reference body frame
426'. In one or more embodiments, by lengthening or
shortening segments of the reference body frame 426, the
AR pose system 102 generates the retargeted reference body
frame 426' that includes the proportions of the target subject
426. Thus, the person represented by the target subject 426
more easily mimics the pose indicated by the retargeted
reference body frame 426' (e.g., as indicated by the target
subject 426' 1n FIG. 4D).

In additional or alternative embodiments, the AR pose
system 102 generates the retargeted reference body frame
426' utilizing motion retargeting. For example, the AR pose
system 102 utilizes motion retargeting 1n connection with
the subject body frame 430 by arranging the segments of the
subject body frame 430 to match the pose indicated by the
reference body frame 426. To illustrate, the AR pose system
102 determines relative positions of and angles between
sequential segments of the reference body frame 426. The
AR pose system 102 then manipulates corresponding seg-
ments ol the subject body frame 430 to match the deter-
mined positions and angles.

FIGS. 4F and 4F illustrate the AR pose system 102
aligning the retargeted reference body frame 426' to the
target subject 428. In one or more embodiments, the AR
pose system 102 aligns the retargeted reference body frame
426' based on at least one landmark 432a of the target
subject 428. For example, the AR pose system 102 deter-
mines the landmark 432a (e.g., a hip region) based on a tag
generated by the pose neural network 412. To 1llustrate, the
AR pose system 102 determines that the landmark 432a
correspond with a position of a joint with a “hip joint” tag
in the retargeted reference body frame 426'.

The AR pose system 102 further determines a correspond-
ing landmark of the target subject 428. For example, the AR
pose system 102 determines the corresponding landmark of
the target subject 428 by generating an updated subject body
frame for the target subject 428 (e.g., including locations and
tags of segments and joints) and align the retargeted refer-
ence body frame 426a with the updated subject body frame
at the segment and/or joint with the tag corresponding with
the landmark 432a (e.g., “hip joint”). The AR pose system
102 performs this alignment 1n connection with a subject
body frame (e.g., not visible 1n a camera viewlinder), a
retargeted reference body frame (e.g., not visible 1n a camera
viewlinder), and/or a visualization of the retargeted refer-
ence body frame (e.g., visible in a camera viewlinder).

FIG. 4F illustrates the AR pose system 102 aligning the
retargeted reference body frame 426' based on more than one
landmark of the target subject 428. In one or more embodi-
ments, the AR pose system 102 aligns the retargeted refer-
ence body frame 426a' across multiple landmarks 432a,
432H (e.g., a hip region and a torso region) to account for
possible rotation of the target subject 428 toward or away
from a camera of the client computing device 108.

For example, as shown 1n FIG. 4F, when the target subject
428 rotates relative to the camera of the client computing
device 108 and the AR pose system 102 anchors the retar-
geted reference body frame 426' to only one landmark 432a,
the result 1s that the person represented by the target subject
428 would find 1t impossible to correctly align their limbs
with those represented by the retargeted reference body
frame 426'. Conversely, when the AR pose system 102
anchors the retargeted reference body frame 426' to at least
two landmarks, the shoulders, hips, legs, and arms repre-
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sented by the retargeted reference body frame 426' correctly
positioned relative to corresponding regions of the target
subject 428.

FIG. SA illustrates the AR pose system 102 determining,
alignments between a pose guide and a subject depicted 1n
a camera viewlinder stream and modifying display charac-
teristics of the pose guide to iteratively and continuously
provide pose guidance to a user of the client computing
device 108. For example, as will be discussed 1n greater
detail below, the AR pose system 102 overlays a visualiza-
tion of a retargeted reference body frame (e.g., a pose guide)
on a camera viewiinder. The AR pose system 102 iteratively
determines alignments between portions of the retargeted
reference body frame and corresponding portions of the
subject depicted 1n the camera viewfinder. For each deter-
mined alignment, the AR pose system 102 modifies a display
characteristic of a corresponding portion or segment of the
visualization of the retargeted reference body to indicate the
alignment. In response to determining that all the segments
of the retargeted reference body frame are aligned with
corresponding segments of the subject, the AR pose system
102 automatically captures a digital image from the camera
viewlinder stream of the client computing device 108.

In more detail, the AR pose system 102 performs an act
502 of overlaying a visualization of a retargeted reference
body frame on a camera viewlinder of the client computing,
device 108. As discussed above, the AR pose system 102
generates the retargeted reference body frame by moditying
proportions of segments of a reference body frame extracted
from a selected sample pose 1mage based on proportions of
a subject body frame extracted from a digital image depict-
ing the subject. The AR pose system 102 further generates
a visualization of retargeted reference body frame including
segment lines with colors, patterns, animations, etc. and
joints represented by dots or other shapes in the same or
different colors, patterns, animations, etc. as the segment
lines.

Also as discussed above, the AR pose system 102 over-
lays the visualization of the retargeted reference body frame
on the camera viewfinder of the client computing device 108
by anchoring the visualization of the retargeted reference
body frame to the subject depicted 1n the camera viewlinder.
For example, the AR pose system 102 determines one or
more landmarks of the subject (e.g., a hip region, a torso
region), and anchors corresponding points of the visualiza-
tion of the retargeted reference body frame to those land-
marks.

The AR pose system 102 also performs an act 504 of
determining an alignment between a portion of the retar-
geted reference body frame and the subject depicted 1n the
camera viewlinder. For example, and as will be discussed 1n
greater detail below with reference to FIG. 3B, the AR pose
system 102 determines that a portion (e.g., one or more
joints and segments) of the retargeted reference body frame
1s aligned with a corresponding portion of the subject based
on an updated subject body frame anchored to the subject at
the same one or more landmarks as the retargeted reference
body frame. More specifically, the AR pose system 102
determines that a portion of the retargeted reference body
frame 1s aligned with a corresponding portion of the subject
when one or more segments and/or joints of the retargeted
reference body frame overlay corresponding one or more
segments and/or joints of the updated subject body frame
when both body frames are anchored to the subject at the
same landmark(s).

In response to determining an alignment between the
portion of the retargeted reference body frame and the
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subject, the AR pose system 102 performs an act 506 of
modifying a display characteristic of the visualization of the
reference body frame based on the alignment. For example,
in response to determining an alignment between an arm
portion of the retargeted reference body frame and the
subject, the AR pose system 102 modifies a display char-
acteristic of the corresponding arm portion of the visualiza-
tion of the retargeted reference body frame in the camera
viewlinder. In one or more embodiments, the AR pose
system 102 modifies display characteristics of the visual-
ization including, but not limited to, moditying a display
color of the aligned portion of the visualization, moditying
a line type (e.g., from a solid line to a dashed line) of the
aligned portion of the visualization, modifying a line width
(e.g., from a thin line to a thick line) of the aligned portion
of the visualization. In additional or alternative embodi-
ments, the AR pose system 102 modifies display character-
1stics of the visualization by adding animations or highlights
to portions of the visualization to indicate the alignment.

The AR pose system 102 further performs an act 508 of
determining whether there are additional unaligned portions
of the visualization of the retargeted reference body frame.
For example, the AR pose system 102 determines that there
are additional unaligned portions of the visualization 1n
response to determining that there 1s at least one portion of
the visualization exhibiting original or unmodified display
characteristics.

In response to determining that there are additional
unaligned portions of the visualization (e.g., “Yes” in the act
508), the AR pose system 102 repeats the acts 504 and 506
of determining an alignment between a portion of the
visualization and the subject and moditying a display char-
acteristic of the portion. In at least one embodiment, the AR
pose system 102 performs the act 504 in connection with an
updated subject body frame representing an updated pose of
the subject depicted 1n the camera viewfinder. For example,
and 1 order to account for additional movement of the
subject as the subject attempts to mimic the pose represented
by the retargeted reference body frame, the AR pose system
102 utilizes the pose neural network 412 1n connection with
the 2D-to-3D neural network 423 to generate an updated
subject body frame corresponding to the subject.

Therefore, the AR pose system 102 generates updated
subject body frames associated with the subject each time an
alignment 1s determined. Additionally, the AR pose system
102 generates an updated subject body frame at regular
intervals. For example, the AR pose system 102 generates an
updated subject body frame every predetermined number of
camera viewlinder stream frames (e.g., every 30 frames). In
another example, the AR pose system 102 generates the
updated subject body frame after the passage of a predeter-
mined amount of time (e.g., every 5 seconds). The AR pose
system 102 further anchors the updated subject body frame
to the same landmark of the subject as the retargeted
reference body frame prior to the next iteration of the acts
504 and 506.

In one or more embodiments, the AR pose system 102
continues to iteratively perform the acts 504, 506, and 508
until the AR pose system 102 determines that there are no
additional unaligned portions of the visualization of the
retargeted reference body frame (e.g., “No” 1n the act 508).
In response to determining that there are no additional
unaligned portions of the wvisualization of the retargeted
reference body frame, the AR pose system 102 performs an
act 510 of automatically capturing a digital image from the
camera viewlinder stream of the client computing device
108. For example, the AR pose system 102 stores the
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captured digital image locally (e.g., within a camera roll of
the client computing device 108). The AR pose system 102
turther provides the captured digital image to the image
capturing system 104 along with information associated
with the retargeted reference body frame, the subject body
frame, and/or the selected sample pose image. In response to
automatically capturing the digital image, the AR pose
system 102 further removes the visualization of the retar-
geted reference body frame from the camera viewlinder of
the client computing device 108. In one or more embodi-
ments, the AR pose system 102 concurrently performs the
acts 502-510 in connection with multiple subjects depicted
in the camera viewfinder.

FIG. 5B illustrates additional detail with regard to how the
AR pose system 102 determines an alignment between a
portion of the retargeted reference body frame and the
subject depicted 1n the camera viewfinder of the client
computing device 108. For example, as mentioned above
with regard to the act 504 performed by the AR pose system
102, the AR pose system 102 determines the alignment
based on a continuously updated subject body frame simul-
taneously anchored to the subject 1n the camera viewfinder.

In more detail, the AR pose system 102 performs an act
512 of generating the retargeted reference body frame and
the subject body frame. As discussed above, 1n at least one
embodiment, the AR pose system 102 generates these body
frames utilizing the pose neutral network 412 that identifies
relative positions of joints and segments of subjects dis-
played in digital images and the 2D-to-3D neural network
423 to generate a three-dimensional body frames. In one or
more embodiments, the AR pose system 102 1teratively and
continuously generates updated subject body frames to
account for movement of the subject within the camera
viewlinder stream.

For each iteration, the AR pose system 102 performs an
act 514 of anchoring the retargeted reference body frame and
the subject body frame (e.g., whether the original subject
body frame, or an updated subject body frame in a subse-
quent 1teration) to the subject through one or more regions.
For example, the AR pose system 102 anchors both body
frames to the subject through at least a hip region of the
subject. It 1s noted that while the AR pose system 102 may
display a wvisualization of the retargeted reference body
frame anchored to the subject within the camera viewfinder,
the AR pose system 102 may not display a visualization of
the subject body frame anchored to the subject within the
camera viewlinder. Thus, the simultaneously anchored sub-
ject body frame may not be viewable, even though it 1s
present.

The AR pose system 102 further performs an act 516 of
determining that at least one portion of the retargeted
reference body frame overlays a corresponding portion of
the subject body frame. In one or more embodiments, the AR
pose system 102 determines that a portion of the retargeted
reference body frame overlays a corresponding portion of
the subject body frame by determining 1) whether any
portion of the retargeted reference body frame overlay any
portion of the subject body frame, and 2) whether the
overlaying portions of both body frames correspond (e.g.,
represent the same body part or parts).

In more detail, the AR pose system 102 determines
whether any portion (e.g., one or more segments and/or
joints) of the retargeted reference body frame overlay any
portion of the subject body frame 1n various ways. For
example, the AR pose system 102 determines that a segment
of the retargeted reference body frame overlays a segment of
the subject body frame in response to determining that joints
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at both ends of the retargeted reference body frame segment
are located at the same positions (e.g., positional coordi-
nates) as jomnts at both ends of the subject body frame
segment. Additionally, or alternatively, the AR pose system
102 generates vectors representing each segment of the
retargeted reference body frame within a vector space. The
AR pose system 102 further generates vectors representing,
cach segment of the subject body frame within the same
vector space. The AR pose system 102 then determines
whether any of the vectors between both body frames
occupy the same locations within the vector space.

In one embodiment, the AR pose system 102 determines
that a portion of the retargeted reference body frame over-
lays a portion of the subject body frame based on a total
overlap of the respective portions. For example, the AR pose
system 102 determines that the respective portions overlap
if both portions have the same starting and ending coordi-
nate points—meaning that both portions have the same
length and positioning relative to the subject 1n the camera
viewlinder. Additionally, or alternatively, the AR pose sys-
tem 102 determines that a portion of the retargeted reference
body frame overlays a portion of the subject body frame
based on a threshold amount of overlap of the respective
portions. For example, the AR pose system 102 determines
that a segment of the retargeted reference body frame
overlays a segment of the subject body frame if both
segments have the same starting coordinates and it the
ending points of both segments are within a threshold angle
(e.g., ten degrees). Similarly, the AR pose system 102
determines that a segment of the retargeted reference body
frame overlay a segment of the subject body frame 11 both
segments have the same starting coordinates and 1f the
ending points of both segments are within a threshold
distance (e.g., within ten pixels).

Next, 1n response to determining that a portion of the
retargeted reference body frame overlays a portion of the
subject body frame, the AR pose system 102 determines 11
the overlaying portions correspond. In one embodiment, the
AR pose system 102 determines that the overlaying portions
correspond based on segment tags associated with each body
frame. For example, as mentioned above, the AR pose
system 102 generates the body frames utilizing pose neural
network which outputs the segments and joints of the body
frames along with tags identifying the segments and joints
(e.g., “Temur segment,” “hip joint,” “shin segment,” “ankle
joimt”). Accordingly, the AR pose system 102 determines
that body frame portions correspond when the tags associ-
ated with the one or more segments and/or joints 1n the body
frame portions match.

Finally, in response to determining that at least one
portion of the retargeted reference body frame overlays a
corresponding portion of the subject body frame, the AR
pose system 102 performs an act 318 of moditying a display
characteristic of the determined portion of the retargeted
reference body frame. For example, as discussed above, the
AR pose system 102 modifies a display characteristic of the
determined portion by modifying one or more of: a display
color of the portion, a line type of the portion, or a line width
of the portion. Additionally, or alternatively, the AR pose
system 102 causes the portion to flash on and off, and/or
depict another type of animation to indicate the alignment.
It will be understood that the AR pose system 102 modifies
the display characteristic of the determined portion of the
visualization of the retargeted reference body frame overlaid
on the camera viewlinder of the client computing device 108
such that the user of the client computing device 108
understands that the corresponding portion of the subject’s
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body 1s 1n alignment with the pose guide indicated by the
visualization of the retargeted reference body frame.

FIG. 6 illustrates a detailed schematic diagram of an
embodiment of the AR pose system 102 operating on a
computing device 600 i1n accordance with one or more
embodiments. As discussed above, the AR pose system 102
1s operable on a variety of computing devices. Thus,
for example, the computing device 600 i1s optionally the
server(s) 106 and/or the client computing device 108. In one
or more embodiments, the AR pose system 102 includes a
communication manager 602, a context detector 604, a
sample pose 1mage manager 606, a body frame generator
608, an alignment manager 610, and the pose neural network
412. Additionally, the AR pose system 102 corresponds with
and/or 1s connected with the sample pose 1mage repository
112.

As mentioned above, and as shown 1n FIG. 6, the AR pose
system 102 includes the communication manager 602. In
one or more embodiments, the communication manager 602
handles communications between the AR pose system 102
and other devices and components within the environment
100 1llustrated in FIG. 1. For example, when the AR pose
system 102 resides on the server(s) 106, the communication
manager 602 handles communications between the AR pose
system 102 and the client computing device 108. To 1llus-
trate, the communication manager 602 receives data from
the client computing device 108 including indications of
user 1nteractions (e.g., a user selection of a sample pose
image), and one or more digital images from the camera
viewlinder stream of the client computing device 108. The
communication manager 602 further provides data to the
client computing device 108 including the interactive over-
lay of sample pose images and the AR pose guide.

As mentioned above, and as shown 1n FIG. 6, the AR pose
system 102 includes the context detector 604. In one or more
embodiments, the context detector 604 utilizes one or more
detectors (e.g., an object detector, an attire detector) includ-
ing one or more neural networks, algorithms, and/or
machine learning models to generate tags associated with a
digital 1mage from a camera viewlinder stream of the client
computing device 108. The context detector 604 further
determines the context of the digital image based on the
generated tags utilizing natural language processing to
arrange the generated tags 1n a logical order. In at least one
embodiment, the context detector 604 selects unique and/or
relevant tags 1n order to determine the context of the digital
image.

As mentioned above, and as shown 1n FIG. 6, the AR pose
system 102 1ncludes the sample pose image manager 606. In
one or more embodiments, the sample pose 1mage manager
606 utilizes the determined context of the digital image
extracted from the camera viewfinder stream to generate a
collection of sample pose 1mages tailored to the determined
context. For example, the sample pose 1mage manager 606
utilizes the determined context to generate a search query.
The sample pose 1image manager 606 further provides the
search query to one or more search engines and/or reposi-
tories to receive a collection of sample pose 1images. In at
least one embodiment, the sample pose 1image manager 606
generates a diverse subset of the collection of sample pose
images utilizing one or more clustering techniques such as
k-means clustering.

As mentioned above, and as shown 1n FIG. 6, the AR pose
system 102 includes the body frame generator 608. In one or
more embodiments, the body frame generator 608 utilizes
the pose neural network 412 in connection with the 2D-to-
3D neural network 423 to generate one or more body frames.
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For example, the body frame generator 608 utilizes the pose
neural network 412 1n connection with the 2D-to-3D neural
network 423 to generate a reference body frame based on a
subject depicted 1n a selected sample pose 1image. The body
frame generator 608 fturther utilizes the pose neural network
412 1n connection with the 2D-to-3D neural network 423 to
generate a subject body frame based on the subject depicted
in the camera viewlinder stream of the client computing
device 108. The body frame generator 608 further retargets
a reference body frame based on proportions of the subject
depicted 1n the camera viewflinder stream (e.g., as repre-
sented by the corresponding subject body frame), such that
the retargeted reference body frame retains its original pose
but with the proportions of the subject depicted in the
camera viewlinder stream.

As mentioned above, and as shown 1n FIG. 6, the AR pose
system 102 includes the alignment manager 610. In one or
more embodiments, the alignment manager 610 determines
alignments between portions of a retargeted reference body
frame and the subject depicted in the camera viewfinder
stream of the client computing device 108. The alignment
manager 610 further modifies display characteristics of a
visualization of the retargeted reference body frame in
response to determined alignments. In response to determin-
ing a total alignment between the retargeted reference body
frame and the subject, the alignment manager 610 automati-
cally captures a digital image from the camera viewlinder
stream of the client computing device 108.

Each of the components 412, 423, 602-610 of the AR pose
system 102 includes software, hardware, or both. For
example, the components 412, 423, 602-610 includes one or
more instructions stored on a computer-readable storage
medium and executable by processors of one or more
computing devices, such as a client device or server device.
When executed by the one or more processors, the com-
puter-executable instructions of the AR pose system 102
causes the computing device(s) to perform the methods
described herein. Alternatively, the components 412, 423,
602-610 includes hardware, such as a special-purpose pro-
cessing device to perform a certain function or group of
functions. Alternatively, the components 412, 423, 602-610
of AR pose system 102 includes a combination of computer-
executable 1nstructions and hardware.

Furthermore, the components 412, 423, 602-610 of the
AR pose system 102 may, for example, be implemented as
one or more operating systems, as one or more stand-alone
applications, as one or more modules of an application, as
one or more plug-ins, as one or more library functions or
functions that may be called by other applications, and/or as
a cloud-computing model. Thus, the components 412, 423,
602-610 may be implemented as a stand-alone application,
such as a desktop or mobile application. Furthermore, the
components 412, 423, 602-610 may be implemented as one
or more web-based applications hosted on a remote server.
The components 412, 423, 602-610 may also be imple-
mented 1n a suite of mobile device applications or “apps.” To
illustrate, the components 412, 423, 602-610 may be imple-

mented 1 an application, including but not limited to
ADOBE CREATIVE CLOUD, such as ADOBE PHOTO-

SHOP or ADOBE PHOTOSHOP CAMERA. “ADOBE”,
“CREATIVE CLOUD”, “PHOTOSHOP”, and “PHOTO-
SHOP CAMERA?” are either registered trademarks or trade-
marks of Adobe Systems Incorporated in the United States
and/or other countries.

FIGS. 1-6, the corresponding text, and the examples
provide a number of different methods, systems, devices,
and non-transitory computer-readable media of the AR pose
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system 102. In addition to the foregoing, one or more
embodiments can also be described 1n terms of flowcharts

comprising acts for accomplishing a particular result, as
shown 1 FIGS. 7, 8, and 9. FIGS. 7, 8, and 9 may be
performed with more or fewer acts. Further, the acts may be
performed 1n differing orders. Additionally, the acts
described herein may be repeated or performed in parallel
with one another or parallel with different instances of the
same or similar acts.

As mentioned, FIG. 7 1llustrates a flowchart of a series of
acts 700 for generating an interactive overlay of contextu-
ally-tailored sample pose 1images 1n accordance with one or
more embodiments. While FIG. 7 illustrates acts according,
to one embodiment, alternative embodiments may omait, add
to, reorder, and/or modily any of the acts shown 1n FIG. 7.
The acts of FIG. 7 can be performed as part of a method.
Alternatively, a non-transitory computer-readable medium
can comprise instructions that, when executed by one or
more processors, cause a computing device to perform the
acts of FIG. 7. In some embodiments, a system can perform
the acts of FIG. 7.

As shown 1n FIG. 7, the series of acts 700 includes an act
710 of receiving a digital image from a computing device.
For example, the act 710 involves recerving a digital image
from a camera viewlinder stream of the computing device.
In one or more embodiments, receiving the digital image
from the camera viewfinder stream 1s in response to a
detected selection of an entry point option displayed in
connection with the camera viewfinder stream on the com-
puting device.

As shown 1n FIG. 7, the series of acts 700 includes an act
720 of determining a context of the digital image. For
example, the act 720 involves determining a context of the
digital image based on a subject and a scene depicted within
the digital image. In one or more embodiments, determining,
the context of the digital image includes: generating one or
more object tags associated with the digital image; gener-
ating a gender tag for each human depicted 1n the digital
image; generating one or more attire tags for each human
depicted 1n the digital image; and determining the context of
the digital image based on the one or more object tags, the
gender tag for each human depicted 1n the digital image, and
the one or more attire tags for each human depicted 1n the
digital 1mage.

As shown 1n FIG. 7, the series of acts 700 includes an act
730 of generating a collection of sample pose 1images based
on the context. For example, the act 730 involves generating
a collection of sample pose 1mages corresponding to the
context of the digital image. In one or more embodiments,
generating the collection of sample pose 1mage includes:
generating a search query based on the one or more object
tags, the gender tag for each human depicted 1n the digital
image, and the one or more attire tags for each human
depicted 1n the digital image; and recerving the collection of
sample pose 1mages 1n response to providing the search
query to one or more search engines.

In one or more embodiments, the series of acts 700
includes an act of determining the diverse subset of the
collection of sample pose 1mages by: generating feature
vectors for the sample pose images 1n the collection of
sample pose 1mages; clustering the feature vectors to deter-
mine one or more classes of sample pose 1mages; selecting,
a feature vector from each of the one or more classes of
sample pose 1mages; and determining the diverse subset of
the collection of sample pose 1images as sample pose 1images
corresponding to the selected feature vectors.
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As shown 1n FIG. 7, the series of acts 700 includes an act
740 of provide a diverse subset of the collection of sample
pose 1mages. For example, the act 740 involves providing a
diverse subset of the collection of sample pose 1mages for
display via an interactive overlay positioned on a camera
viewlinder of the computing device. In one or more embodi-
ments, providing the diverse subset of the collection of
sample pose 1mage for display includes: generating the
interactive overlay comprising a scrollable display of the
diverse subset of the collection of sample pose images,
wherein each of the sample pose 1mages 1n the scrollable
display 1s selectable; and positioning the interactive overlay
over a lower portion of the camera viewlinder of the
computing device. In at least one embodiment, generating
the interactive overlay further comprises providing an indi-
cation of the context of the digital image within the inter-
active overlay.

As mentioned, FIG. 8 1llustrates a flowchart of a series of
acts 800 for generating an augmented reality pose guide 1n
accordance with one or more embodiments. While FIG. 8
illustrates acts according to one embodiment, alternative
embodiments may omit, add to, reorder, and/or modily any
of the acts shown 1 FIG. 8. The acts of FIG. 8 can be
performed as part of a method. Alternatively, a non-transi-
tory computer-readable medium can comprise instructions
that, when executed by one or more processors, cause a
computing device to perform the acts of FIG. 8. In some
embodiments, a system can perform the acts of FIG. 8.

As shown 1n FIG. 8, the series of acts 800 includes an act
810 of detecting a selection of a sample pose 1mage. For
example, the act 810 involves detecting a selection of a
sample pose image from an interactive overlay positioned on
a camera viewlinder of a client computing device.

As shown 1n FIG. 8, the series of acts 800 includes an act
820 of extracting a reference body frame from the selected
sample pose image and a subject body frame from a digital
image from a camera viewlinder stream. For example, the
act 820 involves utilizing the pose neural network to: extract
a first reference body frame from the selected sample pose
image, and extract a first subject body frame from a digital
image from a camera viewiinder stream of the client com-
puting device.

As shown 1n FIG. 8, the series of acts 800 includes an act
830 of retargeting the reference body frame based on pro-
portions of the subject body frame. For example, the act 830
involves retargeting the first reference body frame to include
proportions of the first subject body frame in a pose of the
first reference body frame. In one or more embodiments,
retargeting the first reference body frame to include the
proportions of the first subject body frame in the pose of the
first reference body frame includes: determining lengths of
segments between joints of the first subject body frame; and
moditying lengths of segments between joints of the first
reference body frame to match the lengths of the segments
between corresponding joints of the first subject body frame.

As shown 1n FIG. 8, the series of acts 800 includes an act
840 of provide the retargeted reference body frame via the
camera viewlinder stream. For example, the act 840 involves
providing the retargeted first reference body frame aligned
to a first subject 1n the camera viewlinder stream. In one or
more embodiments, providing the retargeted first reference
body frame aligned to the first subject 1n the camera view-
finder stream 1s based on at least one landmark relative to the
first subject. In at least one embodiment, providing the
retargeted first reference body frame aligned to the first
subject 1n the camera viewfinder stream based on at least one
landmark relative to the first subject includes: determining
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the at least one landmark of the first subject in the camera
viewlinder stream; generating a visualization of the retar-
geted first reference body frame; and providing the visual-
ization of the retargeted first reference body frame on the
camera viewlinder stream by anchoring at least one prede-
termined point of the visualization of the retargeted first
reference body frame to the at least one landmark of the first
subject. For example, determining the at least one landmark
of the first subject includes determining at least one of: a hip
region of the first subject, and a torso region of the first
subject.

In at least one embodiment, the series of acts 800 includes
an act of utilizing the pose neural network to: extract a
second reference body frame from the selected sample pose
image, and extract a second subject body frame from a
digital 1image from the camera viewlinder stream of the
client computing device. The series of acts 800 further
includes acts of: retargeting the second reference body frame
to comprise proportions of the second subject body frame in
a pose of the second reference body frame; and providing the
retargeted second reference body frame aligned to a second
subject 1n the camera viewlinder stream based on at least one
landmark relative to the second subject.

As mentioned, FIG. 9 1llustrates a flowchart of a series of
acts 900 for automatically capturing a digital image 1n
response to determining total alignment between a subject
depicted 1n a camera viewlinder stream and a pose guide 1n
accordance with one or more embodiments. While FIG. 9
illustrates acts according to one embodiment, alternative
embodiments may omit, add to, reorder, and/or modily any
of the acts shown 1 FIG. 9. The acts of FIG. 9 can be
performed as part of a method. Alternatively, a non-transi-
tory computer-readable medium can comprise mnstructions
that, when executed by one or more processors, cause a
computing device to perform the acts of FIG. 9. In some
embodiments, a system can perform the acts of FIG. 9.

As shown 1n FIG. 9, the series of acts 900 includes an act
910 of generating a subject body frame associated with a
subject 1n a camera viewlinder stream. For example, the act
910 involves generating a subject body frame associated
with a subject depicted 1n a camera viewlinder stream of the
client computing device. In one or more embodiments, the
series of acts 900 further includes an act of providing the
sample pose 1mage in response to determining that the
sample pose 1mage corresponds to a context of the camera
viewlinder stream; and wherein generating the subject body
frame 1s 1n response to a detected selection of the sample
poOse 1mage.

As shown 1n FIG. 9, the series of acts 900 includes an act
920 of retargeting a reference body frame based on the
subject body frame. For example, the act 920 involves
retargeting, based on the subject body frame, a reference
body frame extracted from a sample pose 1mage.

As shown 1n FIG. 9, the series of acts 900 includes an act
930 of overlaying the retargeted reference body frame on the
camera viewlinder stream. For example, the act 930 involves
overlaying the retargeted reference body frame on the cam-
cra viewlinder stream by anchoring the retargeted reference
body frame to the subject. In at least one embodiment, the
acts 900 turther includes overlaying the subject body frame
on the camera viewlinder stream by anchoring the subject
body frame to the subject. For example, anchoring the
retargeted reference body frame to the subject includes
anchoring at least a hip region of the retargeted reference
body frame to a hip region of the subject; and anchoring the
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subject body frame to the subject includes anchoring at least
a hip region of the subject body frame to the hip region of
the subject

As shown 1n FIG. 9, the series of acts 900 1includes an act
940 of iteratively determining alignments between the retar-
geted reference body frame and the subject. For example,
the act 940 mvolves 1teratively determiming an alignment
between portions the retargeted reference body frame and
portions of the subject depicted in the camera viewfinder
stream. In one or more embodiments, 1teratively determining
an alignment between portions the retargeted reference body
frame and portions of the subject depicted in the camera
viewlinder stream includes iteratively determining that at
least one segment of the retargeted reference body frame
anchored to the subject overlays a corresponding at least one
segment of the subject body frame anchored to the subject.
Furthermore, the series of acts 900 can further include an act
of determiming that the portions of the retargeted reference
body frame and portions of the subject are aligned by
determining that each portion of the retargeted reference
body frame 1s aligned with a corresponding portion of the
subject body frame anchored to the subject.

As shown 1n FIG. 9, the series of acts 900 includes an act
950 of moditying display characteristics of the retargeted
reference body frame based on the alignments. For example,
the act 950 involves, for each determined alignment, modi-
tying a display characteristic of the retargeted reference
body frame to indicate the alignment. In one or more
embodiments, modifying the display characteristic of the
retargeted reference body frame includes modilying at least
one ol: a display color of the portion of the retargeted
reference body frame in alignment with a corresponding
portion ol the subject, a line type of the portion of the
retargeted reference body frame 1n alignment with the cor-
responding portion of the subject, and a line width of the
portion of the retargeted reference body frame 1n alignment
with the corresponding portion of the subject.

As shown 1n FIG. 9, the series of acts 900 includes an act
960 of automatically capturing a digital image from the
camera viewlinder stream based on a total alignment
between the retargeted reference body frame and the subject.
For example, the act 960 involves, 1n response to determin-
ing that the portions of the retargeted reference body frame
and portions of the subject are aligned, automatically cap-
turing a digital image from the camera viewfinder stream.

Embodiments of the present disclosure may comprise or
utilize a special purpose or general-purpose computer
including computer hardware, such as, for example, one or
more processors and system memory, as discussed 1n greater
detail below. Embodiments within the scope of the present
disclosure also include physical and other computer-read-
able media for carrying or storing computer-executable
instructions and/or data structures. In particular, one or more
of the processes described herein may be implemented at
least 1n part as instructions embodied in a non-transitory
computer-readable medium and executable by one or more
computing devices (e.g., any of the media content access
devices described herein). In general, a processor (e.g., a
microprocessor) recerves nstructions, from a non-transitory
computer-readable medium, (e.g., memory), and executes
those instructions, thereby performing one or more pro-
cesses, mncluding one or more of the processes described
herein.

Computer-readable media are any available media that 1s
accessible by a general purpose or special purpose computer
system. Computer-readable media that store computer-ex-
ecutable instructions are non-transitory computer-readable
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storage media (devices). Computer-readable media that
carry computer-executable instructions are transmission
media. Thus, by way of example, and not limitation,
embodiments of the disclosure can comprise at least two
distinctly different kinds of computer-readable media: non-
transitory computer-readable storage media (devices) and
transmission media.

Non-transitory computer-readable storage media (de-
vices) mcludes RAM, ROM, EEPROM, CD-ROM, solid

state drives (“SSDs”) (e.g., based on RAM), Flash memory,
phase-change memory (“PCM”), other types of memory,
other optical disk storage, magnetic disk storage or other
magnetic storage devices, or any other medium which are
used to store desired program code means in the form of
computer-executable instructions or data structures and
which are accessed by a general purpose or special purpose
computer.

A “network™ 1s defined as one or more data links that
enable the transport of electronic data between computer
systems and/or modules and/or other electronic devices.
When information 1s transierred or provided over a network
or another communications connection (either hardwired,
wireless, or a combination of hardwired or wireless) to a
computer, the computer properly views the connection as a
transmission medium. Transmissions media imncludes a net-
work and/or data links which are used to carry desired
program code means in the form of computer-executable
instructions or data structures and which are accessed by a
general purpose or special purpose computer. Combinations
of the above should also be included within the scope of
computer-readable media.

Further, upon reaching various computer system compo-
nents, program code means in the form of computer-execut-
able 1nstructions or data structures can be transferred auto-
matically from transmission media to non-transitory
computer-readable storage media (devices) (or vice versa).
For example, computer-executable instructions or data
structures received over a network or data link can be
buflered in RAM within a network interface module (e.g., a
“NIC”), and then eventually transferred to computer system
RAM and/or to less volatile computer storage media (de-
vices) at a computer system. Thus, 1t should be understood
that non-transitory computer-readable storage media (de-
vices) can be included 1n computer system components that
also (or even primarily) utilize transmission media.

Computer-executable mstructions comprise, for example,
instructions and data which, when executed by a processor,
cause a general-purpose computer, special purpose com-
puter, or special purpose processing device to perform a
certain function or group of functions. In some embodi-
ments, computer-executable instructions are executed by a
general-purpose computer to turn the general-purpose coms-
puter mnto a special purpose computer implementing ele-
ments of the disclosure. The computer-executable 1nstruc-
tions may be, for example, binaries, itermediate format
instructions such as assembly language, or even source code.
Although the subject matter has been described 1n language
specific to structural features and/or methodological acts, 1t
1s to be understood that the subject matter defined 1n the
appended claims 1s not necessarily limited to the described
features or acts described above. Rather, the described
features and acts are disclosed as example forms of 1mple-
menting the claims.

Those skilled 1n the art will appreciate that the disclosure
may be practiced 1n network computing environments with
many types of computer system configurations, including,
personal computers, desktop computers, laptop computers,
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message processors, hand-held devices, multi-processor sys-
tems, microprocessor-based or programmable consumer
clectronics, network PCs, minicomputers, mainirame com-
puters, mobile telephones, PDAs, tablets, pagers, routers,
switches, and the like. The disclosure may also be practiced
in distributed system environments where local and remote
computer systems, which are linked (either by hardwired
data links, wireless data links, or by a combination of
hardwired and wireless data links) through a network, both
perform tasks. In a distributed system environment, program
modules may be located 1n both local and remote memory
storage devices.

Embodiments of the present disclosure can also be imple-
mented 1n cloud computing environments. As used herein,
the term “cloud computing” refers to a model for enabling
on-demand network access to a shared pool of configurable
computing resources. For example, cloud computing can be
employed 1n the marketplace to offer ubiquitous and con-
venient on-demand access to the shared pool of configurable
computing resources. The shared pool of configurable com-
puting resources can be rapidly provisioned via virtualiza-
tion and released with low management effort or service
provider interaction, and then scaled accordingly.

A cloud-computing model can be composed of various
characteristics such as, for example, on-demand self-service,
broad network access, resource pooling, rapid elasticity,
measured service, and so forth. A cloud-computing model
can also expose various service models, such as, for
example, Software as a Service (“SaaS””), Platform as a
Service (“PaaS”™), and Infrastructure as a Service (“laaS™). A
cloud-computing model can also be deployed using different
deployment models such as private cloud, commumnity cloud,
public cloud, hybrid cloud, and so forth. In addition, as used
herein, the term “cloud-computing environment” refers to an
environment 1n which cloud computing 1s employed.

FIG. 10 1llustrates a block diagram of an example com-
puting device 1000 that may be configured to perform one
or more of the processes described above. One will appre-
ciate that one or more computing devices, such as the
computing device 1000 may represent the computing
devices described above (e.g., the server(s) 106, the client
computing device 108). In one or more embodiments, the
computing device 1000 may be a mobile device (e.g., a
mobile telephone, a smartphone, a PDA, a tablet, a laptop,
a camera, a tracker, a watch, a wearable device, etc.). In
some embodiments, the computing device 1000 may be a
non-mobile device (e.g., a desktop computer or another type
of client computing device). Further, the computing device
1000 may be a server device that includes cloud-based
processing and storage capabilities.

As shown 1n FIG. 10, the computing device 1000 includes
one or more processor(s) 1002, memory 1004, a storage
device 1006, input/output intertfaces 1008 (or “I/O interfaces
1008”), and a communication interface 1010, which may be
communicatively coupled by way of a communication inira-
structure (e.g., bus 1012). While the computing device 1000
1s shown 1n FIG. 10, the components 1llustrated 1n FIG. 10
are not intended to be limiting. Additional or alternative
components may be used in other embodiments. Further-
more, 1n certain embodiments, the computing device 1000
includes fewer components than those shown in FIG. 10.
Components of the computing device 1000 shown in FIG.
10 will now be described 1n additional detail.

In particular embodiments, the processor(s) 1002 includes
hardware for executing instructions, such as those making
up a computer program. As an example, and not by way of
limitation, to execute instructions, the processor(s) 1002
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may retrieve (or fetch) the instructions from an internal
register, an internal cache, memory 1004, or a storage device
1006 and decode and execute them.

The computing device 1000 includes memory 1004,
which 1s coupled to the processor(s) 1002. The memory
1004 may be used for storing data, metadata, and programs
for execution by the processor(s). The memory 1004 may

include one or more of volatile and non-volatile memories,
such as Random-Access Memory (“RAM”), Read-Only

Memory (“ROM?”), a solid-state disk (“SSD”), Flash, Phase
Change Memory (“PCM”), or other types of data storage.
The memory 1004 may be internal or distributed memory.

The computing device 1000 includes a storage device
1006 includes storage for storing data or instructions. As an
example, and not by way of limitation, the storage device
1006 includes a non-transitory storage medium described
above. The storage device 1006 may include a hard disk
drive (HDD), flash memory, a Umversal Serial Bus (USB)
drive or a combination these or other storage devices.

As shown, the computing device 1000 i1ncludes one or
more I/O mtertaces 1008, which are provided to allow a user
to provide 1mput to (such as user strokes), receive output
from, and otherwise transier data to and from the computing
device 1000. These I/O interfaces 1008 may include a
mouse, keypad or a keyboard, a touch screen, camera,
optical scanner, network mterface, modem, other known 1/0
devices or a combination of such I/O iterfaces 1008. The
touch screen may be activated with a stylus or a finger.

The I/O interfaces 1008 may include one or more devices
for presenting output to a user, including, but not limited to,
a graphics engine, a display (e.g., a display screen), one or
more output dnivers (e.g., display drivers), one or more
audio speakers, and one or more audio drivers. In certain
embodiments, I/O interfaces 1008 are configured to provide
graphical data to a display for presentation to a user. The
graphical data may be representative ol one or more graphi-
cal user interfaces and/or any other graphical content as may
serve a particular implementation.

The computing device 1000 can further include a com-
munication interface 1010. The communication interface
1010 includes hardware, software, or both. The communi-
cation interface 1010 provides one or more interfaces for
communication (such as, for example, packet-based com-
munication) between the computing device and one or more
other computing devices or one or more networks. As an
example, and not by way of limitation, communication
interface 1010 may include a network interface controller
(NIC) or network adapter for communicating with an Eth-
ernet or other wire-based network or a wireless NIC (WNIC)
or wireless adapter for communicating with a wireless
network, such as a WI-FI. The computing device 1000 can
further include a bus 1012. The bus 1012 includes hardware,
software, or both that connects components of computing
device 1000 to each other.

In the foregoing specification, the invention has been
described with reference to specific example embodi-
ments thereof. Various embodiments and aspects of the
invention(s) are described with reference to details discussed
herein, and the accompanying drawings illustrate the various
embodiments. The description above and drawings are 1llus-
trative of the invention and are not to be construed as
limiting the 1invention. Numerous specific details are
described to provide a thorough understanding of various
embodiments of the present invention.

The present invention may be embodied 1n other specific
forms without departing from 1ts spirit or essential charac-
teristics. The described embodiments are to be considered in
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all respects only as illustrative and not restrictive. For
example, the methods described herein may be performed
with less or more steps/acts or the steps/acts may be per-
formed 1n differing orders. Additionally, the steps/acts
described herein may be repeated or performed in parallel to
one another or in parallel to different instances of the same
or similar steps/acts. The scope of the invention 1s, therefore,
indicated by the appended claims rather than by the fore-
going description. All changes that come within the meaning
and range of equivalency of the claims are to be embraced
within their scope.
What 1s claimed 1s:
1. A computer-implemented method comprising:
generating a subject body frame associated with a subject
depicted 1n a camera viewlinder stream of a client
computing device;
retargeting, based on the subject body frame, a reference
body frame extracted from a sample pose image;
overlaying the retargeted reference body frame on the
camera viewlinder stream by anchoring the retargeted
reference body frame to the subject;
iteratively determiming an alignment between portions the
retargeted reference body frame and portions of the
subject depicted 1n the camera viewlinder stream:;
for each determined alignment, modifying a display char-
acteristic of the retargeted reference body frame to
indicate the alignment; and
in response to determining that the portions of the retar-
geted reference body frame and portions of the subject
are aligned, automatically capturing a digital image
from the camera viewfinder stream.
2. The computer-implemented method as recited 1n claim
1, further comprising overlaying the subject body frame on
the camera viewlinder stream by anchoring the subject body
frame to the subject.
3. The computer-implemented method as recited 1n claim
2, wherein:
anchoring the retargeted reference body frame to the
subject comprises anchoring at least a hip region of the
retargeted reference body frame to a hip region of the
subject; and
anchoring the subject body frame to the subject comprises
anchoring at least a hip region of the subject body
frame to the hip region of the subject.
4. The computer-implemented method as recited 1n claim
3, wherein iteratively determining an alignment between
portions the retargeted reference body frame and portions of
the subject depicted 1n the camera viewfinder stream com-
prises
iteratively determining that at least one segment of the
retargeted reference body frame anchored to the subject
overlays a corresponding at least one segment of the
subject body frame anchored to the subject.
5. The computer-implemented method as recited in claim
4, further comprising determining that the portions of the
retargeted reference body frame and portions of the subject
are aligned by determining that each portion of the retar-
geted reference body frame 1s aligned with a corresponding
portion of the subject body frame anchored to the subject.
6. The computer-implemented method as recited in claim
1, wherein modifying the display characteristic of the retar-
geted reference body frame comprises modifying at least
one ol: a display color of the portion of the retargeted
reference body frame in alignment with a corresponding
portion of the subject, a line type of the portion of the
retargeted reference body frame 1n alignment with the cor-
responding portion of the subject, and a line width of the
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portion of the retargeted reference body frame 1 alignment
with the corresponding portion of the subject.
7. The computer-implemented method as recited in claim
1, further comprising;
providing the sample pose 1mage in response to deter-
mining that the sample pose 1mage corresponds to a
context of the camera viewfinder stream; and

wherein generating the subject body frame 1s 1n response
to a detected selection of the sample pose 1mage.

8. A non-transitory computer-readable storage medium
comprising instructions that, when executed by at least one
processor, cause the at least one processor to perform
operations comprising:

generating a subject body frame associated with a subject

depicted 1n a camera viewlinder stream ol a client
computing device;
retargeting, based on the subject body frame, a reference
body frame extracted from a sample pose 1image;

overlaying the retargeted reference body frame on the
camera viewlinder stream by anchoring the retargeted
reference body frame to the subject;

iteratively determining an alignment between portions the

retargeted reference body frame and portions of the
subject depicted 1n the camera viewfinder stream:;

for each determined alignment, modifying a display char-

acteristic of the retargeted reference body frame to
indicate the alignment; and

in response to determining that the portions of the retar-

geted reference body frame and portions of the subject
are aligned, automatically capturing a digital image
from the camera viewlinder stream.

9. The non-transitory computer-readable storage medium
as recited 1n claim 8, wherein the operations further com-
prise overlaying the subject body frame on the camera
viewlinder stream by anchoring the subject body frame to
the subject.

10. The non-transitory computer-readable
medium as recited 1n claim 9, wherein:

anchoring the retargeted reference body frame to the

subject comprises anchoring at least a hip region of the
retargeted reference body frame to a hip region of the
subject; and

anchoring the subject body frame to the subject comprises

anchoring at least a hip region of the subject body
frame to the hip region of the subject.

11. The non-transitory computer-readable storage
medium as recited i claim 10, wherein iteratively deter-
mimng an alignment between portions the retargeted refer-
ence body frame and portions of the subject depicted in the
camera viewlinder stream comprises iteratively determining
that at least one segment of the retargeted reference body
frame anchored to the subject overlays a corresponding at
least one segment of the subject body frame anchored to the
subject.

12. The non-transitory computer-readable storage
medium as recited 1n claam 11, wherein the operations
turther comprise determining that the portions of the retar-
geted reference body frame and portions of the subject are
aligned by determiming that each portion of the retargeted
reference body frame 1s aligned with a corresponding por-
tion of the subject body frame anchored to the subject.

13. The non-transitory computer-readable storage
medium as recited 1n claim 8, wherein modifying the display
characteristic of the retargeted reference body frame com-
prises modifying at least one of: a display color of the
portion of the retargeted reference body frame 1n alignment
with a corresponding portion of the subject, a line type of the
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portion of the retargeted reference body frame 1n alignment
with the corresponding portion of the subject, and a line
width of the portion of the retargeted reference body frame
in alignment with the corresponding portion of the subject.
14. The non-transitory computer-readable storage
medium as recited 1n claim 8, wherein the operations further
comprise:
providing the sample pose 1mage 1n response to deter-
mining that the sample pose 1mage corresponds to a
context of the camera viewfinder stream; and

wherein generating the subject body frame 1s 1n response
to a detected selection of the sample pose 1mage.

15. A system comprising:

at least one computer memory device;

one or more servers connected to the at least one computer

memory device, the one or more servers configured to
cause the system to:

generate a subject body frame associated with a subject

depicted 1n a camera viewlinder stream of a client
computing device;
retarget, based on the subject body frame, a reference
body frame extracted from a sample pose image;

overlay the retargeted reference body frame on the camera
viewlinder stream by anchoring the retargeted refer-
ence body frame to the subject;

iteratively determine an alignment between portions the

retargeted reference body frame and portions of the
subject depicted in the camera viewfinder stream;

for each determined alignment, modify a display charac-

teristic of the retargeted reference body frame to indi-
cate the alignment; and

in response to determining that the portions of the retar-

geted reference body frame and portions of the subject
are aligned, automatically capture a digital image from
the camera viewlinder stream.
16. The system as recited in claim 135, wherein the one or
more servers are further configured to cause the system to
overlay the subject body frame on the camera viewfinder
stream by anchoring the subject body frame to the subject.
17. The system as recited in claim 16, wherein the one or
more servers are configured to cause the system to:
anchor the retargeted reference body frame to the subject
by anchoring at least a hip region of the retargeted
reference body frame to a hip region of the subject; and

anchor the subject body frame to the subject by anchoring
at least a hip region of the subject body frame to the hip
region ol the subject.

18. The system as recited in claim 17, wherein the one or
more servers are configured to cause the system to itera-
tively determining an alignment between portions the retar-
geted reference body frame and portions of the subject
depicted in the camera viewlinder stream by iteratively
determining that at least one segment of the retargeted
reference body frame anchored to the subject overlays a
corresponding at least one segment of the subject body
frame anchored to the subject.

19. The system as recited in claim 18, wherein the one or
more servers are further configured to cause the system to
determine that the portions of the retargeted reference body
frame and portions of the subject are aligned by determining
that each portion of the retargeted reference body frame 1s
aligned with a corresponding portion of the subject body
frame anchored to the subject.

20. The system as recited 1n claim 15, wherein the one or
more servers are configured to cause the system to modily
the display characteristic of the retargeted reference body
frame by moditying at least one of: a display color of the
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portion of the retargeted reference body frame 1 alignment
with a corresponding portion of the subject, a line type of the
portion of the retargeted reference body frame 1n alignment
with the corresponding portion of the subject, and a line
width of the portion of the retargeted reference body frame 5
in alignment with the corresponding portion of the subject.
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