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(57) ABSTRACT

Methods, systems, and computer programs encoded on
computer storage medium, for identifying storage devices of
an IHS, wherein a BIOS of the THS 1s associated with a first
enumeration order of the storage devices; enumerating the
storage devices such that a particular storage device of the
storage devices 1s enumerated as the first enumerated storage
device for both the BIOS and an OS of the IHS, including:
determining that an OS 1nstallation mode 1s enabled, and 1n
response, 1) exposing only the particular storage device, and
11) disabling the remaining storage devices to; determining
that a LUN 1s set by the BIOS as the first enumerated storage
device, including setting an unique identifier (UID) for the
particular storage device, and 1n response fetching data
associated with the LUN based on the UID; parsing the LUN
data; assigning, based on the parsing, the LUN as the first
enumerated storage device.

20 Claims, 7 Drawing Sheets

informatgon Hanclsng Svsiam
2072

5 08 Insialer :
F Computing Moduie §

| OS Installation ;
' Mode T "

214 &
\

Storage Device  F
Cnumeration

Sinrages
Dovics

slorsge
Lavice




U.S. Patent Nov. 22, 2022 Sheet 1 of 7 US 11,507,388 B2

05 INSTALLER

COMPUTING
MODULE
192
- STORAGE DEVICE
. ENUMERATION -
COMPUTING | [
MODULE N & I
180 PROCESSOR | |
SUBSYSTEM | |

¥
¥
R Rk

MEMORY | 10 s}r“ggiéﬁ NETWORK
SUBSYSTEM | | SUBSYSTEM NTERFACE
- : RESCURCE _
130 s 144 160
190
4 ﬁ“"‘*\\
AN

1 NETwork

160 —

GBS
\.,ﬁ N
A /

NETWORK
STORAGE
RESOURCE
170

FiG. 1



U.S. Patent

Nov. 22, 2022

Sheet 2 of 7

US 11,507,388 B2

information Handiing Sysiem

- 05 Installation

hMaodes :
[ ]
SO i
: "
]
¥
¥

- e e ™ e -

F
"“ﬂ“ﬂ“ﬂ“ﬂ“ﬂ"ﬂ

E Computing Module |

08 insister

246

Storages Device
Fnumeration

Lompuing Module

208

£04

Storage
Llevice

Llevice
20450

Bl ol ol e i e i o oa |

Storage

LlovIns
2940




U.S. Patent Nov. 22, 2022 Sheet 3 of 7 US 11,507,388 B2

300

Select Boot Device

302

Reset Information

Handling Svystem
g oy 0

Installation a%{izgy gggsg: '

S 308

Particular Storage
Davice 312

MNormal Boot

308

Clear OS5 Instaliation

Mode
' 314

Farticular Storage
Deivee 31§

HRoeset information

Handling System
g oY 313




U.S. Patent Nov. 22, 2022

400

Sheet 4 of 7

- Provide List of i UNS
M

Hrovide Device
identification
Objects and UID

Read All Available |
Disks: Fetch and |
Parse LUN data

406

Assign specific LUN
as rirst Enumerated

Storage Device
408

US 11,507,388 B2



U.S. Patent Nov. 22, 2022 Sheet 5 of 7 US 11,507,388 B2

502 '—l 504 7 506 “fl

L] L
e o o Yo g Y i P g Y o P o P Vo P Yo i Vo i Yo Vg Vo Yo Vg g Yo g Yip g ¥ o P o ¥ o P Yo o ¥ Yo g Vo Yo Vg g ¥ g ¥ip o ¥ o P o ¥ o P Vo Vi Vo Y Yo Vg Vo Yo Vg g ¥ g Fip op ¥ o P g Yo P Yo Vs Vo i Yo g Vo o Vg g ¥ g Yip op ¥ o P Yo Y Vo Vi Vo Vo Yoy P Yo Vg Yoy o Yoy oy e Ty



U.S. Patent

Nov. 22, 2022

600

700~

Sheet 6 of 7

{zenerate Runtime

802

Variabie

Access Runtime
Variable to Install
O8 on First

cnumerated storage

Llavice 604

Generate SMBIOS

construct
{02

Access SMBIOS
construct o Install

{5 on First

Cnumerated Storage

evice

704

US 11,507,388 B2



U.S. Patent Nov. 22, 2022 Sheet 7 of 7 US 11,507,388 B2

§00

identity Siorage Devices
802

Enumerate Storage Devices |
804

 Determine OS Installation Mode
s Enabled
08 |

Expose only Particular Storage
Device and Disable Remaining
Storage Devices

Determine LUN

Feten LUN dala

Assign LUN as First

Enumerated Storage Devigfﬁ

Farse LUN Dals




US 11,507,388 B2

1

STORAGE DEVICE ENUMERATION IN
INFORMATION HANDLING SYSTEMS

BACKGROUND

Field of the Disclosure

The disclosure relates generally to an information han-
dling system, and in particular, storage device enumeration
in the mformation handling system.

Description of the Related Art

As the value and use of information continues to 1ncrease,
individuals and businesses seek additional ways to process
and store information. One option available to users 1is
information handling systems. An information handling
system generally processes, compiles, stores, and/or com-
municates information or data for business, personal, or
other purposes thereby allowing users to take advantage of
the value of the information. Because technology and infor-
mation handling needs and requirements vary between dii-
ferent users or applications, information handling systems
may also vary regarding what information 1s handled, how
the information 1s handled, how much information 1s pro-
cessed, stored, or communicated, and how quickly and
ciiciently the information may be processed, stored, or
communicated. The varniations in information handling sys-
tems allow for information handling systems to be general or
configured for a specific user or specific use such as financial
transaction processing, airline reservations, enterprise data
storage, or global communications. In addition, information
handling systems may include a variety of hardware and
software components that may be configured to process,
store, and communicate information and may include one or
more computer systems, data storage systems, and network-
Ing systems.

Boot optimized devices, although set as the first boot
device 1n the BIOS boot sequence, might not be enumerated
as DiskO 1n the operating system. As a result, the boot device
1s not always the default device to install the OS on during
OS deployment. This can lead to confusion and potential
user errors €.g., deleting the wrong disk contents. Moreover,
customers may have scripts/utilities including hard coding
of the boot disk as /dev/sda in Linux or DiskO in Windows,
that may be broken as well. This 1s a result of no direct
relationship between the BIOS hard disk enumeration order,
and the order in which the operation system numbers the
disks (e.g., via Plug and Play (PnP)). The current OS device
enumeration algorithms do not give a preference to boot
optimized devices (or the storage device set as the first boot
device 1n the boot sequence) explicitly.

SUMMARY

Innovative aspects of the subject matter described in this
specification may be embodied 1n a method including 1den-
tifying a plurality of storage devices of an information
handling system, whereimn a basic mput/output system
(BIOS) of the mmformation handling system 1s associated
with a first enumeration order of the storage devices; enu-
merating the storage devices such that a particular storage
device of the plurality of the storage devices 1s enumerated
as the first enumerated storage device for both the BIOS and
an operation system (OS) of the information handling sys-
tem, including: determining that an OS installation mode
provided by the BIOS is enabled; in response to determining,
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2

that the OS installation mode provided by the BIOS 1s
enabled, 1) exposing only the particular storage device to an
OS 1nstaller computing module, and 11) disabling the remain-
ing storage devices of the plurality of storage devices to the
OS 1nstaller computing module; determining that a logical
umt number (LUN) 1s set by the BIOS as the first enumer-
ated storage device, including setting an unique identifier
(UID) for the particular storage device; in response to
determining that that the LUN 1s set by the BIOS as the first
enumerated storage device: fetching, by an OS installer
computing module, data associated with the LUN based on
the UID; parsing, by the OS 1nstaller computing module, the
LUN data; and assigning, by the OS staller computing
module, based on the parsing, the LUN as the first enumer-
ated storage device for the OS.

Other embodiments of these aspects include correspond-
ing systems, apparatus, and computer programs, configured
to perform the actions of the methods, encoded on computer
storage devices.

These and other embodiments may each optionally
include one or more of the following features. For instance,
alter exposing the particular storage device to the OS
istaller computing module, 1nstalling, by the OS 1nstaller
computing module, the OS on the first enumerated storage
device. After assigning the LUN as the first enumerated
storage device for the OS, installing, by the OS installer
computing module, the OS on the first enumerated storage
device. The particular storage device 1s a boot optimized
server storage device. After rebooting the information han-
dling system, restoring the remaining storage devices of the
plurality of storage devices to the OS installer computing
module. After rebooting the information handling system,
disabling the OS installation mode provided by the BIOS.
Generating, by the BIOS, a runtime variable including the
LUN data and the UID; and accessing, by the OS installer
computing module, the runtime variable to install the OS on
the first enumerated storage device. After determiming that
the OS 1nstallation mode provided by the BIOS 1s enabled,
resetting the information handling system. Generating, by
the BIOS, a system management BIOS (SMBIOS) construct
including the LUN data and the UID; and Accessing, by the
OS 1nstaller computing module, the SMBIOS construct to
install the OS on the first enumerated storage device.

The details of one or more embodiments of the subject
matter described in this specification are set forth in the
accompanying drawings and the description below. Other
potential features, aspects, and advantages of the subject
matter will become apparent from the description, the draw-
ings, and the claims.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a block diagram of selected elements of an
embodiment of an information handling system.

FIG. 2 illustrates a block diagram of the information
handling system for storage device enumeration.

FIGS. 3, 4, 6, 7, and 8 1illustrate respective methods for
storage device enumeration in the information handling
system.

FIG. 5 illustrates a table for storage device enumeration 1n
the information handling system.

DESCRIPTION OF PARTICULAR
EMBODIMENT(S)

In the following description, details are set forth by way
of example to facilitate discussion of the disclosed subject
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matter. It should be apparent to a person of ordinary skill in
the field, however, that the disclosed embodiments are
exemplary and not exhaustive of all possible embodiments.
For the purposes of this disclosure, an information han-
dling system may include an instrumentality or aggregate of
instrumentalities operable to compute, classily, process,
transmit, receive, retrieve, originate, switch, store, display,
manifest, detect, record, reproduce, handle, or utilize various
forms of information, intelligence, or data for business,
scientific, control, entertainment, or other purposes. For
example, an information handling system may be a personal
computer, a PDA, a consumer electronic device, a network
storage device, or another suitable device and may vary 1n
s1ze, shape, performance, functionality, and price. The infor-
mation handling system may include memory, one or more
processing resources such as a central processing unit (CPU)
or hardware or software control logic. Additional compo-
nents of the mmformation handling system may include one or
more storage devices, one or more communications ports for
communicating with external devices as well as various
input and output (I/0) devices, such as a keyboard, a mouse,
and a video display. The information handling system may
also 1nclude one or more buses operable to transmit com-
munication between the various hardware components.
For the purposes of this disclosure, computer-readable
media may include an instrumentality or aggregation of
instrumentalities that may retain data and/or mstructions for
a period of time. Computer-readable media may include,
without limitation, storage media such as a direct access
storage device (e.g., a hard disk drnive or floppy disk), a
sequential access storage device (e.g., a tape disk drive),
compact disk, CD-ROM, DVD, random access memory
(RAM), read-only memory (ROM), electrically erasable

programmable read-only memory (EEPROM), and/or flash
memory (SSD); as well as communications media such
wires, optical fibers, microwaves, radio waves, and other
clectromagnetic and/or optical carriers; and/or any combi-
nation of the foregoing.

Particular embodiments are best understood by reference
to FIGS. 1-8 wherein like numbers are used to indicate like
and corresponding parts.

Turning now to the drawings, FIG. 1 illustrates a block
diagram depicting selected elements of an information han-
dling system 100 i1n accordance with some embodiments of
the present disclosure. In various embodiments, information
handling system 100 may represent different types ol por-
table information handling systems, such as, display
devices, head mounted displays, head mount display sys-
tems, smart phones, tablet computers, notebook computers,
media players, digital cameras, 2-in-1 tablet-laptop combi-
nation computers, and wireless organizers, or other types of
portable iformation handling systems. In one or more
embodiments, information handling system 100 may also
represent other types ol information handling systems,
including desktop computers, server systems, controllers,
and microcontroller units, among other types of information
handling systems. Components of information handling
system 100 may include, but are not limited to, a processor
subsystem 120, which may comprise one or more proces-
sors, and system bus 121 that communicatively couples
various system components to processor subsystem 120
including, for example, a memory subsystem 130, an I/O
subsystem 140, a local storage resource 150, and a network
interface 160. System bus 121 may represent a variety of
suitable types ol bus structures, e€.g., a memory bus, a
peripheral bus, or a local bus using various bus architectures
in selected embodiments. For example, such architectures
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may include, but are not limited to, Micro Channel Archi-
tecture (MCA) bus, Industry Standard Architecture (ISA)

bus, Enhanced ISA (FISA) bus, Peripheral Component
Interconnect (PCI) bus, PCI-Express bus, HyperIransport
(HT) bus, and Video Electronics Standards Association
(VESA) local bus.

As deplcted in FIG. 1, processor subsystem 120 may
comprise a system, device, or apparatus operable to interpret
and/or execute program 1nstructions and/or process data, and
may include a microprocessor, microcontroller, digital sig-
nal processor (DSP), application specific integrated circuit
(ASIC), or another digital or analog circuitry configured to
interpret and/or execute program instructions and/or process
data. In some embodiments, processor subsystem 120 may
interpret and/or execute program instructions and/or process
data stored locally (e.g., in memory subsystem 130 and/or
another component of information handling system). In the
same or alternative embodiments, processor subsystem 120
may interpret and/or execute program instructions and/or
process data stored remotely (e.g., 1 network storage
resource 170).

Also m FIG. 1, memory subsystem 130 may comprise a
system, device, or apparatus operable to retain and/or
retrieve program instructions and/or data for a period of time
(e.g., computer-readable media). Memory subsystem 130
may comprise random access memory (RAM), electrically
crasable programmable read-only memory (EEPROM), a
PCMCIA card, tlash memory, magnetic storage, opto-mag-
netic storage, and/or a suitable selection and/or array of
volatile or non-volatile memory that retains data after power
to 1ts associated information handling system, such as sys-
tem 100, 1s powered down.

In information handling system 100, I/O subsystem 140
may comprise a system, device, or apparatus generally
operable to recerve and/or transmit data to/from/within
information handling system 100. I/O subsystem 140 may
represent, for example, a variety of communication inter-
faces, graphics interfaces, video interfaces, user input inter-
taces, and/or peripheral interfaces. In various embodiments,
I/O subsystem 140 may be used to support various periph-
eral devices, such as a touch panel, a display adapter, a
keyboard, an accelerometer, a touch pad, a gyroscope, an IR
sensor, a microphone, a sensor, or a camera, or another type
ol peripheral device.

Local storage resource 150 may comprise computer-
readable media (e.g., hard disk dnive, floppy disk drive,
CD-ROM, and/or other type of rotating storage media, flash
memory, EEPROM, and/or another type of solid state stor-
age media) and may be generally operable to store instruc-
tions and/or data. Likewise, the network storage resource
may comprise computer-readable media (e.g., hard disk
drive, floppy disk drive, CD-ROM, and/or other type of
rotating storage media, flash memory, EEPROM, and/or
other type of solid state storage media) and may be generally
operable to store instructions and/or data.

In FIG. 1, network intertace 160 may be a suitable system,
apparatus, or device operable to serve as an interface
between information handling system 100 and a network
110. Network interface 160 may enable information han-
dling system 100 to communicate over network 110 using a
suitable transmission protocol and/or standard, including,
but not limited to, transmission protocols and/or standards
enumerated below with respect to the discussion of network
110. In some embodiments, network interface 160 may be
communicatively coupled via network 110 to a network
storage resource 170. Network 110 may be a public network
or a private (e.g. corporate) network. The network may be
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implemented as, or may be a part of, a storage area network
(SAN), personal area network (PAN), local area network
(LAN), a metropolitan area network (MAN), a wide area
network (WAN), a wireless local area network (WLAN), a
virtual private network (VPN), an intranet, the Internet or
another appropriate architecture or system that facilitates the
communication of signals, data and/or messages (generally
referred to as data). Network interface 160 may enable wired
and/or wireless communications (e.g., NFC or Bluetooth) to
and/or from information handling system 100.

In particular embodiments, network 110 may include one
or more routers for routing data between client information
handling systems 100 and server information handling sys-
tems 100. A device (e.g., a client iformation handling
system 100 or a server information handling system 100) on
network 110 may be addressed by a corresponding network
address including, for example, an Internet protocol (IP)
address, an Internet name, a Windows Internet name service
(WINS) name, a domain name or other system name. In
particular embodiments, network 110 may include one or
more logical groupings of network devices such as, for
example, one or more sites (€.g. customer sites) or subnets.
As an example, a corporate network may include potentially
thousands of oflices or branches, each with i1its own subnet
(or multiple subnets) having many devices. One or more
client information handling systems 100 may communicate
with one or more server information handling systems 100
via any suitable connection including, for example, a
modem connection, a LAN connection including the Ether-
net or a broadband WAN connection including DSL, Cable,
T1, T3, Fiber Optics, Wi-Fi, or a mobile network connection
including GSM, GPRS, 3G, or WiMax.

Network 110 may transmit data using a desired storage
and/or communication protocol, including, but not limited
to, Fibre Channel, Frame Relay, Asynchronous Transier
Mode (ATM), Internet protocol (IP), other packet-based
protocol, small computer system interface (SCSI), Internet
SCSI (1SCSI), Sernial Attached SCSI (SAS) or another trans-
port that operates with the SCSI protocol, advanced tech-
nology attachment (ATA), serial ATA (SATA), advanced
technology attachment packet intertace (ATAPI), serial stor-
age architecture (SSA), integrated drive electronics (IDE),
and/or any combination thereof. Network 110 and its various
components may be implemented using hardware, software,
or any combination thereof.

The information handling system 100 can include a
storage device enumeration computing module 190 and an
OS 1nstaller computer module 192. For example, the storage
device enumeration computing module 190 and the OS
installer computing module 192 can be included by the
processor subsystem 120, and/or in communication with the
processor subsystem 120. The storage device enumeration
computing module 190 and the OS installer computing
module 192 are described further herein.

Turning to FIG. 2, FIG. 2 illustrates a computing envi-
ronment 200 including an information handling system 202.
The information handling system 202 can include storage
devices 204a, 204b, . . . , 204n (collectively referred to as
storage devices 204); an operating system (OS) installer
computing module 206; a storage device enumeration coms-
puting module 208; a basic mput/output system (BIOS)
computing module 210; and an operating system (OS)
module 212. The storage device enumeration computing,
module 208 can be 1n communication with the BIOS 210,
the OS installer computing module 206, and the storage
devices 204. The OS installer computing module 206 can be
in communication with the storage devices 204. The infor-

10

15

20

25

30

35

40

45

50

55

60

65

6

mation handling system 202 can be similar to the informa-
tion handling system 100 of FIG. 1. The storage device
enumeration computing module 208 can be similar to the
storage device enumeration computing module 190 of FIG.
1; and the OS 1nstaller computing module 206 can be similar
to the OS 1installer computing module 192 of FIG. 1.

In some examples, the BIOS 210 can be associated with
a first enumeration order of the storage devices 204; and the
OS 212 can be associated with a second enumeration order
of the storage devices 204. In some examples, the first
enumeration order and the second enumeration order are
different. In some examples, the first enumeration order and
the second enumeration order are the same.

To that end, the storage device enumeration computing
module 208 can enumerate the storage devices 204. Spe-
cifically, the storage device enumeration computing module
208 enumerates the storage devices 204 such that the storage
device 204a of the storage devices 204 1s enumerated as the
first enumerated storage device for both the BIOS module
210 and the OS module 212, described further herein. In
some examples, the storage device 204a 1s a boot optimized
server storage (BOSS) device.

In some examples, 1n short, the storage device enumera-
tion computing module 208 can disable (or hide) each of the
remaining storage devices 2045H, . . ., 204n (other than the
storage device 204q) from the OS installer computing mod-
ule 206. Thus, only changes are needed to the BIOS 210,
making such enumeration of the storage device 204 inde-
pendent of the OS 212—only the storage device 204a 1s
presented to the OS 1nstaller computing module 206, e.g.,
the BOSS device.

The storage device enumeration computing module 208
can determine that an OS 1nstallation mode 214 provided by
the BIOS 210 1s enabled. The BIOS 210 can provide a set up
option for the OS installation mode 214 for the storage
device 204a (e.g., the BOSS device) to a user of the
information handling system 202. The user can provide user
input selecting/enabling the OS 1nstallation mode 214 for the
storage device 204a. In some examples, the information
handling system 202 can provide an intelligent platform
management interface (IPMI) command (such as part of an
IPMI boot option command) to enable the OS 1nstallation
mode 214 (e.g., remotely enable the OS 1nstallation mode
214).

In some examples, after determining that the OS instal-
lation mode 214 provided by the BIOS 210 is enabled, the
storage device enumeration computing module 208 can reset
the mformation handling system 202. That is, the storage
device enumeration computing module 208 can reset, or
power ofl/on (power cycle), the information handling sys-
tem 202.

In some 1implementations, the storage device enumeration
computing module 208, 1n response to determining that the
OS 1nstallation mode 214 i1s enabled, exposes only the
storage device 204q to the OS installer computing module
206. For example, the storage device enumeration comput-
ing module 208, 1n response to determining that the OS
installation module 214 1s enabled, exposes only the BOSS
device to the OS 1nstaller computing module 206. Further-
more, the storage device enumeration computing module
208, i response to determining that the OS installation
module 214 1s enabled, also disables the remaining storage
devices 204b, . . . , 204n to the OS staller computing
module 206. For example, the storage device enumeration
computing module 208 disables (or hides) all of the remain-
ing storage devices 204 from the OS installer computing
module 206, including redundant array of mnexpensive disks
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(RAID) controllers and/or host bus adapter (HBA) of the
information handling system 202. As a result, the storage
device 204a can be enumerated as the first enumerated
storage device.

In some examples, after exposing only the storage device
204a (e.g. the BOSS device) to the OS mstaller computing
module 206, the OS 1nstaller computing module 206 1nstalls
the OS 212 on the storage device 204q (the first enumerated
storage device). That 1s, the OS 1nstaller computing module
206 makes the OS ready for execution by the information
handling system 202 by installing the OS 212 on the storage
device 204a.

In some examples, the information handling system 202
can be rebooted (power cycled). After the information
handling system 202 1s rebooted, the remaining storage
devices 204 can be restored to the OS installer computing
module 206. That 1s, the remaining storage devices 204 can
be re-enabled to their original state, and detectable by the OS
istaller computing module 206.

In some examples, after the information handling system
202 1s rebooted, the OS installation mode 214 1s disabled.
That 1s, the OS 1nstallation module 214 can be automatically
disabled upon rebooting (power cycle) of the information
handling system 202.

In some 1implementations, the storage device enumeration
computing module 208 can adjust the BIOS 210 and the OS
212 to facilitate enumeration of the storage devices 204. In
short, the storage device enumeration computing module
208 can notify the OS 1nstaller computing module 206 of the
storage device 204a for enumeration as the first enumerated
storage device.

Specifically, the storage device enumeration computing
module 208 can determine that a logical unit number (LUN)
216 1s set by the BIOS 210 as the first enumerated storage
device. The LUN 216 can identily a specific storage device
204, a RAID set of the storage devices 204, or a partition of
a storage device 204. The BIOS 210 can provide an option
to the user of the information handling system 202 to set the
LUN 216 which the OS 212 sets as the first enumerated
storage device. In some examples, when specifying the LUN
216, an umique identifier (UID) 1s set for the first enumerated
storage device. For example, the UID 1s set for the BOSS
device, with the details/data associated with the LUN 216
attached to the UID. For example, an example format for the
logical device UID can be ‘“<Unique Label>::PCI ID of the
device:: <device>:Controller:Target:LUN’.

The storage device enumeration computing module 208,
in response to determining that the LUN 216 1s set by the
BIOS 210 as the first enumerated storage device, can take
the following actions. Specifically, the BIOS 210 can pro-
vide the first enumerated storage device and the data asso-
ciated with the LUN 216 to the OS installer computing
module 206. For example, using an advanced configuration
and power 1ntertace (ACPI), the BIOS 210 provides device
identification objects, including the UID, to the OS installer
computing module 206. The OS installer computing module
206 can fetch the data associated with the LUN 216 based
on the UID. Specifically, the OS 1nstaller computing module
206, after reading all the available storage device 204, reads
the UID for the storage device 204qa (e.g., the BOSS device),
reads the UID unique label, and {fetches the peripheral
component interconnect (PCI) identifier (ID) and LUN data.
The OS mstaller computing module 206 parses the LUN
data. Specifically, the OS installer computing module 206
parses the LUN data using the Controller:Target:LUN data
provided via the ACPI. The OS installer computing module
206 assigns, based on the parsing, the LUN 216 as the first
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enumerated storage device for the OS 212. That 1s, the OS
installer computing module 206 assigns the specific LUN
216 as the first enumerated storage device (e.g., /dev/sda for
SCSI devices 1n Linux). In some examples, after assigning,
the LUN 216 as the first enumerated storage device for the
OS 212, the OS mstaller computing module 206 1nstalls the
OS 212 on the first enumerated storage device (the LUN
216). That 1s, the OS nstaller computing module 206 makes
the OS ready for execution by the information handling
system 202 by installing the OS 212 on the first enumerated
storage device (the LUN 216).

FIG. 5 illustrates an example table 500 for the UID for
cach of the storage devices 204. The table 500 can include,
for each storage device 204, the UID 502, the PCI ID 504,
and C:T:L 506.

In some examples, the BIOS 210 can generate a runtime
variable including the LUN data and the UID. For example,
the runtime variable can be an unified extensible firmware
interface (UEF]) variable that 1s provided by the BIOS 210.

The OS 1nstaller computing module 206 can access the
runtime variable to 1nstall the OS 212 on the first enumerated
storage device. For example, the OS 1nstaller computing
module 214 can access the UEFI runtime variable during
installation of the OS 212 on the first enumerated storage
device, or after installation of the OS 212 on the first
enumerated storage device. For example, a Linux OS can
obtain the UEFI vanable via sysis.

In some examples, the BIOS can generate a system
management BIOS (SMBIOS) construct including the LUN
data and the UID. The OS installer computing module 206
can access the SMBIOS construct to install the OS 212 on
the first enumerated storage device.

FIG. 3 1llustrates a flowchart depicting selected elements
of an embodiment of a method 300 for storage device
enumeration in the mformation handling system 202. The
method 300 may be performed by the information handling
system 100, the computing environment 200, the informa-
tion handling system 202, the OS 1nstaller computing mod-
ule 206, and/or the storage device enumeration computing
module 208 with reference to FIGS. 1, 2, and 5. It 1s noted
that certain operations described in method 300 may be
optional or may be rearranged 1n diflerent embodiments.

A user selects the storage device 2044 (the boot device, or
BOSS device) via the OS 1nstallation mode 214 of the BIOS
210 (302). The information handling system 202 resets
(304). The storage device enumeration computing module
208 determines whether the OS installation mode 214 1is
enabled (306). When the storage device enumeration com-
puting module 208 determines that the OS 1nstallation mode
214 1s not enabled, the mmformation handling system 202
performs a normal boot (308). When the storage device
enumeration computing module 208 determines that the OS
installation mode 214 1s enabled, the storage device enu-
meration computing module 208 identifies which storage
device 204 1s selected as the first enumerated storage device
(310). The storage device enumeration computing module
208 exposes only the storage device 2044 to the OS installer
computing module 206, and disables the remaining storage
devices 204 to the OS 1nstaller computing module 206 (312).
The storage device enumeration computing module 208
clears the OS installation mode 214 (314). The OS nstaller
computing module 206 detects the first enumerated storage
device 204 and deploys the OS 212 to the first enumerated
storage device 204 (316). The information handling system
202 1s reset (318).

FIG. 4 1llustrates a flowchart depicting selected elements
of an embodiment of a method 400 for storage device
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enumeration 1n the iformation handling system 202. The
method 400 may be performed by the information handling
system 100, the computing environment 200, the informa-
tion handling system 202, the OS installer computing mod-
ule 206, and/or the storage device enumeration computing,
module 208 with reference to FIGS. 1, 2, and 5. It 1s noted
that certain operations described 1n method 400 may be

optional or may be rearranged 1n diflerent embodiments.
The BIOS 210 provides a list of LUNs present in the

information handling system 202 (402). The BIOS 210,
using ACPI, provides device identification objects, includ-
ing the UID, to the OS mstaller computing module 206
(404). The OS installer computing module 206 reads all
available storage devices 204, fetches and parses the LUN
data associated with the UID (406). The OS installer com-
puting module 206 assigns the specific LUN associated with
the UID as the first enumerated storage device (e.g., as Disk
O/sda) (408).

FIG. 6 1llustrates a flowchart depicting selected elements
of an embodiment of a method 600 for storage device
enumeration in the mformation handling system 202. The
method 600 may be performed by the information handling,
system 100, the computing environment 200, the informa-
tion handling system 202, the OS 1installer computing mod-
ule 206, and/or the storage device enumeration computing,
module 208 with reference to FIGS. 1, 2, and 5. It 1s noted
that certain operations described in method 600 may be
optional or may be rearranged 1n different embodiments.

The BIOS 210 can generate a runtime variable including,
the LUN data and the UID (602). The OS installer comput-
ing module 206 can access the runtime variable to install the
OS 212 on the first enumerated storage device 204 (604).

FIG. 7 1llustrates a flowchart depicting selected elements
of an embodiment of a method 700 for storage device
enumeration in the mformation handling system 202. The
method 600 may be performed by the information handling,
system 100, the computing environment 200, the informa-
tion handling system 202, the OS 1installer computing mod-
ule 206, and/or the storage device enumeration computing,
module 208 with reference to FIGS. 1, 2, and 5. It 1s noted
that certain operations described in method 700 may be
optional or may be rearranged 1n different embodiments.

The BIOS can generate a system management BIOS
(SMBIOS) construct including the LUN data and the UID
(702). The OS staller computing module 206 can access
the SMBIOS construct to install the OS 212 on the first
enumerated storage device 204 (704).

FIG. 8 1llustrates a flowchart depicting selected elements
of an embodiment of a method 800 for storage device
enumeration in the mformation handling system 202. The
method 800 may be performed by the information handling,
system 100, the computing environment 200, the informa-
tion handling system 202, the OS 1installer computing mod-
ule 206, and/or the storage device enumeration computing,
module 208 with reference to FIGS. 1, 2, and 5. It 1s noted
that certain operations described in method 800 may be
optional or may be rearranged 1n different embodiments.

The storage device enumeration computing module 208
identifies the plurality of storage devices 204 of the infor-
mation handling system 202 (802). In some examples, the
BIOS 210 of the information handling system 202 1s asso-
ciated with a first enumeration order of the storage devices
204. The storage device enumeration computing module 208
enumerates the storage devices 204 such that a storage
device 204a of the plurality of the storage devices 204 is
enumerated as the first enumerated storage device for both
the BIOS 210 and an operation system (OS) 212 of the
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information handling system 202 (804). The storage device
enumeration computing module 208 determines that that an
OS installation mode 214 provided by the BIOS 210 is
cnabled (806). The storage device enumeration computing
module 208, in response to determining that the OS 1nstal-
lation mode 214 provided by the BIOS 210 is enabled, 1)
exposes only the storage device 204a to an OS installer
computing module 206, and 11) disables the remaining
storage devices 204 to the OS staller computing module
206 (808). The storage device enumeration computing mod-
ule 208 determines that a logical unit number (LUN) 216 1s
set by the BIOS 210 as the first enumerated storage device
(810). In some examples, the storage device enumeration
computing module 208 sets an unique 1dentifier (UID) for
the storage device 204a. In response to determining that that
the logical umit number (LUN) 216 1s set by the BIOS 210
as the first enumerated storage device 204, the OS 1nstaller
computing module 206 fetches data associated with the
LUN 216 based on the UID (812). Further, the OS installer
computing module 206 parses the LUN data (814). Further,
the OS 1nstaller computing module 206 assigns, based on the
parsing, the LUN 216 as the first enumerated storage device
for the OS 212 (816). The OS 1nstaller computing module
206 1nstalls the OS 212 on the first enumerated storage
device 204a.

The above disclosed subject matter 1s to be considered
illustrative, and not restrictive, and the appended claims are
intended to cover all such modifications, enhancements, and
other embodiments which fall within the true spirit and
scope of the present disclosure. Thus, to the maximum
extent allowed by law, the scope of the present disclosure 1s
to be determined by the broadest permissible interpretation
of the following claims and their equivalents, and shall not
be restricted or limited by the foregoing detailed description.

Herein, “or” 1s 1inclusive and not exclusive, unless

or
expressly indicated otherwise or indicated otherwise by
context. Therefore, herein, “A or B” means “A, B, or both,”
unless expressly indicated otherwise or indicated otherwise
by context. Moreover, “and” 1s both joint and several, unless
expressly indicated otherwise or indicated otherwise by

context. Therefore, herein, “A and B” means “A and B,
jomtly or severally,” unless expressly indicated otherwise or
indicated other-wise by context.

The scope of this disclosure encompasses all changes,
substitutions, variations, alterations, and modifications to the
example embodiments described or 1llustrated herein that a
person having ordinary skill in the art would comprehend.
The scope of this disclosure 1s not limited to the example
embodiments described or illustrated herein. Moreover,
although this disclosure describes and 1llustrates respective
embodiments herein as including particular components,
clements, features, functions, operations, or steps, any of
these embodiments may include any combination or permu-
tation of any of the components, elements, features, func-
tions, operations, or steps described or illustrated anywhere
herein that a person having ordinary skill in the art would
comprehend. Furthermore, reference 1n the appended claims
to an apparatus or system or a component of an apparatus or
system being adapted to, arranged to, capable of, configured
to, enabled to, operable to, or operative to perform a
particular function encompasses that apparatus, system,
component, whether or not it or that particular function 1s
activated, turned on, or unlocked, as long as that apparatus,
system, or component 1s so adapted, arranged, capable,
configured, enabled, operable, or operative.
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What 1s claimed 1s:

1. A computer-implemented method, including:

identifying a plurality of storage devices of an informa-
tion handling system, whereimn a basic input/output
system (BIOS) of the information handling system 1s
associated with a first enumeration order of the storage
devices, and an operating system (OS) of the informa-
tion handling system 1s associated with a second enu-
meration order of the storage devices, wherein the first
enumeration order and the second enumeration order
are different;

enumerating the storage devices such that a particular
storage device of the plurality of the storage devices 1s
enumerated as the first enumerated storage device for

both the BIOS and the OS of the information handling

system based on the first enumeration order of the
BIOS, wherein the first enumerated storage device 1s a
partition of the particular storage device and 1dentified
as diskO, including:
determining that an OS 1nstallation mode provided by
the BIOS 1s enabled;
in response to determining that the OS installation
mode provided by the BIOS is enabled, 1) exposing
only the particular storage device, that 1s the first
enumerated storage device based on the first enu-
meration order of the BIOS, to an OS installer
computing module, and 11) disabling the remaining,
storage devices of the plurality of storage devices to
the OS installer computing module;
determining that a logical unit number (LUN) 1s set by
the BIOS as the first enumerated storage device,
including setting a unique identifier (UID) for the
particular storage device;
in response to determining that the LUN 1s set by the
BIOS as the first enumerated storage device:
tetching, by an OS 1nstaller computing module, data
associated with the LUN based on the UID;
parsing, by the OS nstaller computing module, the
[LUN data; and
assigning, by the OS installer computing module,
based on the parsing, the LUN as the first enu-
merated storage device for the OS.

2. The computer-implemented method of claim 1, further
comprising aiter exposing the particular storage device to
the OS 1nstaller computing module, installing, by the OS
installer computing module, the OS on the first enumerated
storage device.

3. The computer-implemented method of claim 1, further
comprising after assigning the LUN as the first enumerated
storage device for the OS, installing, by the OS installer
computing module, the OS on the first enumerated storage
device.

4. The computer-implemented method of claim 1,
wherein the particular storage device 1s a boot optimized
server storage device.

5. The computer-implemented method of claim 1, after
rebooting the information handling system, restoring the
remaining storage devices of the plurality of storage devices
to the OS 1nstaller computing module.

6. The computer-implemented method of claim 1, after
rebooting the information handling system, disabling the OS
installation mode provided by the BIOS.

7. The computer-implemented method of claim 1, further
comprising;

generating, by the BIOS, a runtime variable including the

LLUN data and the UID:; and

5

10

15

20

25

30

35

40

45

50

55

60

65

12

accessing, by the OS mstaller computing module, the
runtime variable to 1nstall the OS on the first enumer-
ated storage device.

8. The computer-implemented method of claim 1, turther
comprising aiter determining that the OS 1nstallation mode
provided by the BIOS 1s enabled, resetting the information
handling system.

9. The computer-implemented method of claim 1, further
comprising;

generating, by the BIOS, a system management BIOS
(SMBIOS) construct including the LUN data and the
UID; and

accessing, by the OS mstaller computing module, the
SMBIOS construct to install the OS on the first enu-
merated storage device.

10. An information handling system, comprising:

a memory media storing instructions;

a processor 1 communication with the memory media to
execute the mstructions to perform operations compris-
ng:
identifying a plurality of storage devices of an infor-

mation handling system, wherein a basic mput/out-
put system (BIOS) of the information handling sys-
tem 1s associated with a first enumeration order of
the storage devices, and an operating system (OS) of
the information handling system 1s associated with a
second enumeration order ol the storage devices,
wherein the first enumeration order and the second
enumeration order are different:
enumerating the storage devices such that a particular
storage device of the plurality of the storage devices
1s enumerated as the first enumerated storage device
for both the BIOS and the OS of the information
handling system based on the first enumeration order
of the BIOS, wherein the first enumerated storage
device 1s a partition of the particular storage device
and 1dentified as diskO, including:
determining that an OS 1nstallation mode provided by
the BIOS 1s enabled;
in response to determining that the OS installation
mode provided by the BIOS is enabled, 1) exposing
only the particular storage device, that 1s the first
enumerated storage device based on the first enu-
meration order of the BIOS, to an OS installer
computing module, and 11) disabling the remaining
storage devices of the plurality of storage devices to
the OS installer computing module;
determining that a logical unit number (LUN) 1s set by
the BIOS as the first enumerated storage device,
including setting a unique identifier (UID) for the
particular storage device;
in response to determiming that the LUN 1is set by the
BIOS as the first enumerated storage device:
tetching, by an OS installer computing module, data
associated with the LUN based on the UID:;
parsing, by the OS nstaller computing module, the
[LUN data; and
assigning, by the OS installer computing module,
based on the parsing, the LUN as the {first enu-
merated storage device for the OS.

11. The information handling system of claim 10, the
operations further comprising after exposing the particular
storage device to the OS 1nstaller computing module, 1nstall-
ing, by the OS nstaller computing module, the OS on the
first enumerated storage device.

12. The information handling system of claim 10, the
operations further comprising after assigning the LUN as the
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first enumerated storage device for the OS, installing, by the
OS mstaller computing module, the OS on the first enumer-
ated storage device.
13. The information handling system of claim 10, wherein
the particular storage device 1s a boot optimized server
storage device.
14. The information handling system of claim 10, the
operations further after rebooting the information handling
system, restoring the remaiming storage devices of the plu-
rality of storage devices to the OS installer computing
module.
15. The information handling system of claim 10, the
operations further after rebooting the information handling
system, disabling the OS installation mode provided by the
BIOS.
16. The information handling system of claim 10, the
operations further comprising:
generating, by the BIOS, a runtime variable including the
LLUN data and the UID; and

accessing, by the OS installer computing module, the
runtime variable to install the OS on the first enumer-
ated storage device.
17. The information handling system of claim 10, the
operations further comprising after determining that the OS
installation mode provided by the BIOS 1s enabled, resetting
the information handling system.
18. The information handling system of claim 10, the
operations further comprising;:
generating, by the BIOS, a system management BIOS
(SMBIOS) construct including the LUN data and the
UID; and

accessing, by the OS installer computing module, the
SMBIOS construct to install the OS on the first enu-
merated storage device.

19. A non-transitory computer-readable medium storing
soltware comprising instructions executable by one or more
computers which, upon such execution, cause the one or
more computers to perform operations comprising:

identifying a plurality of storage devices of an informa-

tion handling system, whereimn a basic nput/output
system (BIOS) of the information handling system 1s
associated with a first enumeration order of the storage
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devices, and an operating system (OS) of the informa-
tion handling system 1s associated with a second enu-
meration order of the storage devices, wherein the first
enumeration order and the second enumeration order
are different;

enumerating the storage devices such that a particular

storage device of the plurality of the storage devices 1s
enumerated as the first enumerated storage device for
both the BIOS and the OS of the information handling
system based on the first enumeration order of the
BIOS, wherein the first enumerated storage device 1s a
partition of the particular storage device and 1dentified
as diskO, including:
determining that an OS 1installation mode provided by
the BIOS 1s enabled;
in response to determining that the OS installation
mode provided by the BIOS is enabled, 1) exposing
only the particular storage device, that 1s the first
enumerated storage device based on the first enu-
meration order of the BIOS, to an OS installer
computing module, and 11) disabling the remaining
storage devices of the plurality of storage devices to
the OS 1nstaller computing module;
determining that a logical unit number (LUN) 1s set by
the BIOS as the first enumerated storage device,
including setting a unique identifier (UID) for the
particular storage device;
in response to determimng that the LUN 1is set by the
BIOS as the first enumerated storage device:
tetching, by an OS nstaller computing module, data
associated with the LUN based on the UID:;
parsing, by the OS 1nstaller computing module, the
[LLUN data; and
assigning, by the OS installer computing module,
based on the parsing, the LUN as the first enu-
merated storage device for the OS.

20. The computer readable medium of claim 19, the
operations further comprising after exposing the particular
storage device to the OS 1nstaller computing module, 1nstall-
ing, by the OS staller computing module, the OS on the
first enumerated storage device.
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