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SYSTEMS AND METHODS FOR
INTERACTING AND INTERFACING WITH
AN ARTIFICIAL INTELLIGENCE SYSTEM

FIELD

The present disclosure relates generally to computing
devices 1ncluding artificial intelligence systems and/or
machine-learned models. More particularly, the present dis-
closure relates to systems and methods particularly suited
for interacting and/or interfacing with an artificial intelli-
gence system.

BACKGROUND

Handheld or otherwise portable devices that include or
otherwise leverage artificial intelligence systems have many
applications. Examples include performing operations asso-
ciated with a “personal assistant,” such as answering ques-
tions posed by a user of the device, anticipating questions
posed by the user, providing suggestions to the user, and the
like. Conventional form factors for such devices, however,
lack mechanisms for the artificial intelligence system to
interact with the physical world and/or communicate infor-
mation to the user in an eflicient or intuitively understand-
able way. Additionally, such devices can undesirably collect
data (e.g., audio or visual information) at times when the
user may prefer that the device not do so. Such data
collection can undermine the user’s confidence or trust in the
device and reduce the usability or eflectiveness of the
device.

SUMMARY

Aspects and advantages of embodiments of the present
disclosure will be set forth 1 part 1n the following descrip-
tion, or can be learned from the description, or can be
learned through practice of the embodiments.

One example aspect of the present disclosure 1s directed
to computing system that includes a camera; a light-emitting,
device; an artificial intelligence system that comprises one
or more machine-learned models; one or more processors;
and one or more non-transitory computer-readable media
that collectively store instructions that when executed by the
one or more processors cause the computing system to:
obtain an 1mage of a scene captured by the camera; generate
an attention output that describes at least one region of the
scene that includes a subject of a processing operation
performed by the artificial intelligence system; and control
the light-emitting device to emait light onto or adjacent the at
least one region of the scene that includes the subject of the
processing operation performed by the artificial intelligence
system.

Another example aspect of the present disclosure 1s
directed to a hand-held computing device. The device has an
clongated, cylindrical body having a first end and a second
end that 1s opposite the first end along a longitudinal axis of
the body. The device has a display screen positioned at the
first end of the body. The device has one or more processors
and one or more non-transitory computer-readable media
that collectively store instructions that when executed by the
one or more processors cause the hand-held computing
device to: receive data descriptive of a virtual object,
wherein the virtual object has a virtual location 1n three-
dimensional space; display a portion of the virtual object on
the display screen, wherein the portion of the virtual object
displayed on the display screen has a virtual location that 1s
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along a projection of the longitudinal axis from the second
end of the body at a current pose of the body; and, 1n
response to movement of the body from the current pose to
a new pose, update the display screen such that the display
screen displays a new portion of the virtual object that has
a virtual location that 1s along the projection of the longi-
tudinal axis from the second end at the new pose of the body.

Another example aspect of the present disclosure 1is
directed to a computing system that includes an elongated,
cylindrical body having an end; a screen disposed adjacent
the end; a machine-learned model configured to produce an
output and a confidence value associated with the output;
one or more processors; and one or more non-transitory
computer-readable media that collectively store instructions
that when executed by the one or more processors cause the

computing system to display a confidence graphic on the
screen that graphically describes the confidence value asso-
ciated with the output of the machine-learned model.

Another example aspect of the present disclosure 1is
directed to a computing system that includes: a machine-
learned model configured to recerve an mput; one or more
processors; and one or more non-transitory computer-read-
able media that collectively store instructions that when
executed by the one or more processors cause the computing
system to: selectively collect information about a surround-
ing environment; mput at least a portion of the collected
information into the machine-learned model as the put;
selectively switch from one of a plurality of data collection
modes to another of the plurality of data collection modes,
the data collection modes 1including a permissible collection
mode and a prohibited collection mode, wherein 1 the
permissible collection mode, the computing system 1s per-
mitted to collect information from the surrounding environ-
ment, and wherein in the prohibited collection mode, the
computing system 1s prohibited from collecting information
from the surrounding environment; and provide an indica-
tion of a current data collection mode of the computing
system, the current data collection mode being selected from
the plurality of data collection modes.

Other aspects of the present disclosure are directed to
various systems, apparatuses, non-transitory computer-read-
able media, user interfaces, and electronic devices.

These and other features, aspects, and advantages of
various embodiments of the present disclosure will become
better understood with reference to the following description
and appended claims. The accompanying drawings, which
are incorporated in and constitute a part of this specification,
illustrate example embodiments of the present disclosure
and, together with the description, serve to explain the
related principles.

BRIEF DESCRIPTION OF THE DRAWINGS

Detailed discussion of embodiments directed to one of
ordinary skill 1n the art 1s set forth 1n the specification, which
makes reference to the appended figures, 1n which: Example
drawings are attached. A brief description of the drawings 1s
provided below:

FIG. 1A depicts a block diagram of an example comput-
ing system that provides user interface mechanisms for
interacting and/or interfacing with an artificial intelligence
system according to example embodiments of the present
disclosure.

FIG. 1B depicts a block diagram of an example comput-
ing device according to example embodiments of the present
disclosure.
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FIG. 1C depicts a block diagram of an example comput-
ing device according to example embodiments of the present
disclosure.

FIG. 2A depicts a block diagram of a simplified example
artificial intelligence system according to example embodi-
ments ol the present disclosure.

FIG. 2B depicts a block diagram of a simplified example
artificial intelligence system according to example embodi-
ments of the present disclosure.

FI1G. 2C depicts a block diagram of a simplified example
artificial intelligence system according to example embodi-
ments of the present disclosure.

FIG. 3 depicts an example computing system having an
clongated, cylindrical body according to example embodi-
ments of the present disclosure.

FIG. 4A depicts a hand of a user holding an example
computing system emitting light according to example
embodiments of the present disclosure.

FIG. 4B depicts a hand of a user holding an example
computing system emitting light onto a scene according to
example embodiments of the present disclosure.

FIG. SA depicts an example computing system having an
clongated, cylindrical body and a display screen that is
displaying a confidence graphic according to example
embodiments of the present disclosure.

FIG. 5B depicts example confidence graphics according
to example embodiments of the present disclosure.

FIGS. 6 A and 6B depict a perspective view of an example
computing system including a body having a first portion
that 1s moveable relative to a second portion in a first state
and second state, respectively, according to example
embodiments of the present disclosure.

FIGS. 6C and 6D depict an example computing system
providing an indication of two different data collection
modes.

FIG. 7A depicts a hand of a user manipulating an example
computing system having a display screen for displaying
visual information to the user according to example embodi-
ments ol the present disclosure.

FIG. 7B depicts a simplified diagram of a method for
displaying visual information to a user using the example
computing system of FIG. 7A according to example embodi-
ments ol the present disclosure.

FIG. 8A depicts a perspective view ol an example com-
puting system including a docking device i an opened
configuration according to example embodiments of the
present disclosure.

FIG. 8B depicts a perspective view ol an example com-
puting system including a docking device 1n a closed con-
figuration according to example embodiments of the present
disclosure.

FIG. 9A depicts another example computing system
including a display screen disposed on a circumierential
surface of a body of the computing system according to
example embodiments of the present disclosure.

FIG. 9B depicts the computing system of FIG. 9A being
held 1n the hand of a user.

FIG. 10A depicts a perspective view of the computing
system of FIGS. 9A and 9B including a docking device 1n a
first configuration according to example embodiments of the
present disclosure.

FIG. 10B depicts a perspective view of the computing
system of FIGS. 9A and 9B including a docking device 1n a
second configuration according to example embodiments of
the present disclosure.
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FIGS. 11A through 11C depict an example computing
system providing indications of a variety of different data
collection modes.

FIG. 12 depicts a block diagram of an example method for
communicating information about a subject of a processing
operation performed by an artificial intelligence system
according to example embodiments of the present disclo-
sure.

FIG. 13 depicts a block diagram of an example method for
communicating visual information to a user of a computing
device according to example embodiments of the present
disclosure.

FIG. 14 depicts a block diagram of an example method for
providing an indication of a current data collection mode
associated with a computing system according to example
embodiments of the present disclosure.

Reference numerals that are repeated across plural figures
are intended to identily the same features in various 1mple-
mentations.

DETAILED DESCRIPTION

Overview

Example aspects of the present disclosure are directed to
computing systems and hand held devices that include or
otherwise leverage an artificial intelligence system and/or
are configured to provide user interface mechanisms that
would be particularly suited for interacting and/or interfac-
ing with an artificial intelligence system. In particular,
aspects of the present disclosure are directed to a hand-held
device that has the form factor of a writing pen or stylus and
which includes an on-device artificial intelligence system
that leverages various features of the device to intelligently
interact with the user and/or other aspects of the physical
environment. For example, in some implementations, the
artificial 1intelligence system can include one or more
machine-learned models and can be configured to serve as a
“personal assistant,” such as by answering questions, pro-
viding suggestions, or other actions which may, for example,
be based on a contextual understanding of the user’s current
environment and/or desires. To facilitate the various features
described herein, the device can collect information about its
current environment, such as audio and video recordings.
Importantly, the user can be provided with controls allowing
the user to make an election as to both if and when the
device, programs, or features described herein may enable
collection of user information (e.g., audio recordings, video,
images). In addition, certain data may be treated 1n one or
more ways before it 1s stored or used, so that personally
identifiable information i1s removed. For example, a user’s
identity may be treated so that no personally identifiable
information can be determined for the user. Thus, the user
may have control over what information 1s collected about
the user, how that information 1s used, and what information
1s provided to the user.

As one example feature that enables intelligent interaction
with the user and other humans, in some 1mplementations,
the device can 1nclude and control a light-emitting device to
indicate a “gaze” of the artificial intelligence system 1n the
real world. For example, the device can use the light-
emitting device as a pointer to draw the user’s attention to
a particular object. Alternatively or additionally, the user can
mampulate the orientation of the light-emitting device to
select a certain object to bring to the attention of the artificial
intelligence system.
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More particularly, 1n some implementations, a computing,
device (e.g., hand-held device) can include a camera (e.g.,
wide angle or wide field of view camera), a light-emitting
device, such as a laser emitter or projector, for example, and
an artificial intelligence system, as described. The comput-
ing device can obtain an 1image ol a scene captured by the
camera and can generate an attention output that describes at
least one region of the scene that includes a subject of a
processing operation performed by the artificial intelligence
system. For example, the subject of the processing operation
can be an object being recognized, analyzed, or that is
associated with an output of the artificial intelligence sys-
tem, such as an answer to a question posed by the user or the
response to a command 1ssued by the user. The device can
control the light-emitting device to emit light onto or adja-
cent at least one region of the scene that includes the subject
of the processing operation performed by the artificial
intelligence system.

The light emitted onto or adjacent the scene can indicate
the subject of the artificial intelligence system’s “focus™ or
“attention” to a user of the computing device. The user 1s
thus provided with feedback as to the focus of the system.
If the focus of the system 1s not the focus required by the
user, using the feedback provided by the light emitted onto
or adjacent the scene the user can manipulate the device such
as to cause it to provide the focus as required by the user, e.g.
by the user orienting the device so the focus required by the
user 1s more central and/or larger 1n a field of view of a
camera of the device. Additionally, the emaitted light can also
indicate a result or output of the artificial intelligence
system. For example, the artificial intelligence system can be
configured to select a region of the scene 1n response to a
query presented by the user of the computing device. For
instance, the user can present a question or command about
the scene to the computing device (e.g., by speaking a
question), and the artificial intelligence system can produce
an attention output that answers or attempts to answer the
user’s question or command.

As an example, the user can direct the camera of the
computing device to a group of objects. The artificial
intelligence system can produce an attention output associ-
ated with at least one of the objects, and the computing
device can control the emitted light onto or adjacent a region
of the scene such that the emitted light indicates the status
of the artificial intelligence system’s analysis or recognition
with respect to at least one of the objects. As another
example, the user can ask a question about which object (or
objects) within the scene satisiy a criteria, and the comput-
ing device can emit light 1n a manner that indicates at least
one object that the artificial intelligence system has selected
in response to the question.

As another example, the user can direct the camera of the
computing device towards a surface having writings or
marking on the surface. The artificial intelligence system can
emit light on to the surface 1n a manner that shows that the
artificial intelligence system has recognized and/or inter-
preted the wrnitings or markings. For instance, the emitted
light could outline, underline, or otherwise identily one or
more of the writing or markings, which could indicate an
answer to a question about the writings or markings.

In some implementations, the artificial intelligence sys-
tem can include a machine-learned selection model config-
ured to receive the image of the scene and, 1n response,
provide the attention output that describes the at least one
region of the scene that includes the subject. The machine-
learned selection model can include an object recognition
model and the region of the scene can include at least one
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object recognized by the object recognition model. As an
example, the object recognition model can be tramned to
recognize objects depicted in the image and output infor-
mation 1dentitying the objects and their respective locations
in the image. The artificial intelligence system can select one
or more of the objects to produce the attention output (e.g.,
in response to a question or command from the user). Other
types or forms of computer vision can be used 1n addition or
alternatively to the object recognition model.

In some implementations, the computing device can
include an elongated, cylindrical body that houses the cam-
era, light-emitting device, artificial intelligence system, one
or more processors, and/or memory. As an example, the
clongated, cylindrical body can be roughly the size of a pen
or stylus such that the computing device can be easily held
in a hand of the user. In other implementations, the com-
puting device can include a body having any suitable size
and shape that 1s easily held in the hand of the user.

In some implementations, the camera can be disposed
adjacent a first end of the elongated, cylindrical body. The
user can orient the elongated, cylindrical body as desired to
point the camera. Such a configuration can allow the user to
casily direct the “attention™ of the artificial intelligence
system as the user desires. In some embodiments, the
light-emitting device can be disposed adjacent the camera at
the first end of the elongated, cylindrical body. As an
example, the camera can include an outermost lens or cover,
and the light-emitting device can be disposed behind the
outermost lens or cover such that the light-emitting device 1s
not visible to the user from the exterior of the elongated
cylindrical body.

In some implementations, the computing device can be
configured to adjust a direction ol emission of the light
relative to the computing device such that, when the com-
puting device (and therefore the light-emitting device) 1s
moved relative to the scene, the light continues to be emitted
onto or adjacent the at least one region of the scene that
includes the subject. As an example, the user can adjust the
position of the computing device relative to the scene, for
example, to better view a display screen of the computing
device. Despite the movement of the computing device
(1including the light emitting device), the computing device
can adjust the direction of the light emission such that the
light continues to indicate the subject of the operation
performed by the artificial intelligence system.

In further examples, the user can position the computing
device such that the camera of the computing device has the
user’s face within 1ts field of view. The user can speak (e.g.,
out loud or silently, moving lips only) and the artificial
intelligence system can perform lip-reading or other forms
of speech processing (e.g., audio processing in combination
with the captured imagery of the lips) to determine what the
user has said. In another example, the computing device can
perform face or biometric authentication to enable the user
to perform or access certain actions or data. In yet further
examples, the computing device can include a RADAR
system to 1dentily gestures performed adjacent to but with-
out touching the device. The device can also include touch
interfaces at various locations, including, for example, at an
end of the body.

According to another aspect of the present disclosure, 1n
some 1mplementations, the computing device can be part of
a larger system that includes a docking device. The docking
device and the computing device can be configured to
wirelessly communicate with each other. The docking
device can be configured to be coupled with the body of the
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computing device. As an example, the docking device can be
configured to recerve or otherwise attach or connect to the
body.

In some 1mplementations, magnetic connections are used
to physically hold the body to the docking device. For
example, 1n some implementations, only magnetic connec-
tions are used so that the body easily snaps 1n and out of
connection with the docking device. In some 1mplementa-
tions, the docking device can fold around the body of the
computing device.

In some 1mplementations, the docking device can include
a display screen. The docking device can be configured to
display an output of the artificial intelligence system on the
display screen of the docking device. The docking device
can be configured such that, when the body of the computing
device 1s coupled with the docking device, the display screen
of the docking device 1s positioned proximate the display
screen of the body of the computing device. The computing
device can be configured to produce a display on both the
display screen of the body and the display screen of the
docking device in an extended display manner. For example,
a display object or image can be displayed across both
screens such that the display screen of the docking device
acts as an extended display area of the screen on the body of
the computing device.

In some 1mplementations, the display screen of the body
can provide a condensed visual or graphical interface, and
when the body 1s connected to the docking device, the
computing device can automatically switch display modes
such that the display screen of the docking device displays
an uncondensed visual or graphical interface. Thus, the
docking device can provide additional screen real estate that
enables deeper interactions. Furthermore, in implementa-
tions 1n which the docking device can fold around the body
of the computing device, a flexible display can be used so
that the display also folds around the body of the computing,
device, thereby creating a multi-sided display.

In other implementations, 1n addition or alternatively to
the docking device, the computing device can extend or
project display information onto other display screens (e.g.,
including screens to which the device 1s not physically
connected). Thus, the computing device can push experi-
ences to partner screens for richer information. The com-
puting device can also select and control other devices in the
world (e.g., Internet of Things devices), 1f enabled to do so.

As another example feature that enables intelligent inter-
action with the user, 1n some 1implementations, the comput-
ing device can provide a key hole interface. The key hole
interface can provide a quick window 1nto a virtual or digital
object or experience.

More particularly, in some implementations, a hand-held
computing device can include a relatively small display
screen (e.g., positioned at the end of an elongated, cylindri-
cal body). The hand-held computing device can receive data
descriptive of a virtual object that has a virtual location 1n
three-dimensional space. The hand-held computing device
can display a portion of the virtual object on the display
screen. The portion of the virtual object displayed on the
display screen can have a virtual location that 1s along a
projection of the longitudinal axis from the second end of the
body at a current pose of the body. In response to movement
of the body from the current pose to the new pose, the device
can update the display screen such that the display screen
displays a new portion of the virtual object that has a virtual
location that 1s along the projection of the longitudinal axis
from the second end at the new pose of the body.
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Thus, the computing device may provide the user with a
small window or “key hole” 1nto a virtual environment that
1s larger than the display screen. The computing device may
create the illusion that the virtual object 1s remaining sta-
tionary at the virtual location when the computing device
and display screen are moved. The user can then move the
computing device to display different portions of the virtual
object as the user desires.

Using this feature, the user can quickly and efliciently
view the contents of a virtual object that 1s relatively large
compared with the display screen. For example, the elon-
gated, cylindrical body of the hand-held computing device
can be roughly the size of a pen or stylus such that the
computing device can be easily held 1n a hand of the user.
The display screen can be disposed at the first end of the
body and housed within the elongated, cylindrical body. For
istance, the display screen can have an outer lens or cover
that faces outward along the longitudinal axis of the body at
the first end of the elongated, cylindrical body. The display
screen can generally be smaller than the body. For example,
a ratio of a length of the body to a diameter of the display
screen can range from 3 to 30, 1n some embodiments from
4 to 20, in some embodiments from 5 to 10.

This configuration can also allow the user to privately or
semi-privately view the virtual object in a public location.
The small size of the display can inhibit or prevent bystand-
ers from easily viewing the virtual object.

The virtual object can include a variety of suitable objects.
As an example, the virtual object can include text, such as
a line of text. The virtual object can also comprise an 1mage,
3-D object, and/or environment. The virtual object can
include any visual information for display to the user.

As another example feature that enables intelligent inter-
action with the user, 1n some 1implementations, the comput-
ing device can provide signals (e.g., display signals) that
indicate a confidence of the artificial intelligence system 1n
its decisions, understanding, or other outputs. For example,
the computing device can include a machine-learned model
configured to produce an output and a confidence value
associated with the output. The computing device can dis-
play a confidence graphic on 1ts display screen that graphi-
cally describes the confidence associated with the output of
the machine-learned model.

The confidence graphic can communicate the confidence
of the artificial intelligence system with respect to a present
operation or task 1n a manner that 1s easily interpreted and/or
understood by the user. As examples, the confidence graphic
can 1nclude a shape density, a color combination, and/or a
shape movement characteristic that describes the confidence
output by the machine-learned model. As the machine-
learned model performs an analysis, the confidence graphic
can change to retlect a changing confidence level associated
with the output. For example, the confidence level of the
artificial intelligence system can increase as the machine-
learned model converges on a likely answer or solution to
the question or analysis being performed. The hand-held
computing device can update the display of the confidence
graphic to convey this change 1n status to the user. Other
confidence signals can be used as well such as vibratory
signals (e.g., frequency of vibration indicative of confii-
dence), audio signals (e.g., pitch indicative of confidence),
and/or other signals, in addition or alternatively to confi-
dence, the device can also use different signals or graphics
to mdicate varying levels of urgency.

The use of confidence signals such as confidence graphics
can 1mprove the eflectiveness of the artificial intelligence
system. For example, the user can be able to easily evaluate
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the rehability of an output of the artificial intelligence
system. The user can also be able to quickly assess whether
the artificial intelligence system 1s converging on an answer
or solution to a question. This may permit the user to
estimate a remaining time until the artificial intelligence
system has drawn a reliable conclusion. The user may also
be able to deduce from the confidence graphic when the
artificial intelligence system 1s not likely to converge on an
answer or solution 1n a reasonable time period. The user can
then re-phrase the question, pose a different question, assign
a new task to the artificial intelligence system, troubleshoot
the problem, or the like.

According to another aspect of the present disclosure, the
user can be able to control data collection by the computing,
device 1n an easy and intuitive manner. The device may also
learn to automatically switch its data collection modes based
on context or other information. More particularly, the
computing device can selectively collect information about
a surrounding environment (e.g., recording audio or captur-
ing 1mages/video) and can input at least a portion of the
collected information into one or more machine-learned
models. The device can selectively switch from one of a
plurality of data collection modes to another of the plurality
of data collection modes. The data collection modes can
include a permissible collection mode and a prohibited
collection mode. In the permissible collection mode, the
computing device can be permitted to collect information
from the surrounding environment. In the prohibited collec-
tion mode, the computing device can be prohibited from
collecting mformation from the surrounding environment.
The computing device can provide an indication of its
current data collection mode to the user.

The user may be able to 1nstruct the computing device to
switch between modes, such as by voice command or other
input. For instance, the user can instruct the computing
device to switch to the prohibited collection mode when the
user would prefer that the computing device refrain from
collecting data. In some implementations, placing the device
into prohibited collection mode does not necessarily include
blocking or otherwise inhibiting the data collection compo-
nents of the device (e.g., camera), but instead controls the
processing capability of the device such that data 1s not
actively collected and stored by the device. The computing
device can indicate its current status to the user such that the
user (and potentially other surrounding individuals) can
quickly verily that the computing device has switched to the
prohibited collection mode as structed. Providing the
indication of the current data collection mode can increase
the user’s confidence in his control over when the computing,
device collects data (e.g., records audio or captures visual
information) and when the computing device 1s not permit-
ted to do so. These features may make the user may be more
comiortable with and/or trusting of the computing device,
making 1t more efllective, for example at performing per-
sonal assistant tasks.

The computing device can be configured to provide the
indication of the current data collection mode 1n a variety of
ways. As an example, the computer system can display a
graphic that describes or i1s indicative of the current data
collection mode of the computing device. Each data collec-
tion mode can have an associated graphic, such that the user
of the computing device can 1dentily the current data col-
lection mode based on the displayed graphic. As another
example, the computing device can be configured to deac-
tivate the screen such that the screen i1s free of a graphical
display to indicate the current data collection mode. For
instance, deactivating the screen can indicate that the com-
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puting device 1s 1n the prohibited collection mode, such that
the user knows that the computing device 1s not collecting
information.

As another example feature that enables intelligent inter-
action with the user and other humans, 1n some 1implemen-
tations, the computing device can include one or more
physically manipulable components that enable the user to
casily alter the outward appearance of the device. As one
example, the device can include a first portion that can be
selectively placed over or removed to reveal a second
portion of the device, thereby acting as a “hood.” As another
example, the second portion of the device can be insertable
within the first portion so that the second portion 1s no longer
outwardly visible. These and other similar interactions with
the device can provide clear social signals to other persons
in the vicinity of the device. Thus, the user can quickly
disconnect the artificial intelligence system from sensors and
can show others that they have done so.

More particularly, in some implementations, the comput-
ing device can be switched between modes by physically
mampulating an aspect of a body of the computing device.
As an example, the computing device can include a body
having an elongated, cylindrical shape. The body can
include a first portion and a second portion, which can be
moveable relative to the first portion. The computing device
can be configured to detect movement of the second portion
relative to the first portion and switch from one of the
plurality of data collection modes to another of the plurality
ol data collection modes based on detecting such movement.
For example, the second portion can be configured to
translate or slide along a longitudinal axis of the elongated,
cylindrical body relative to the first portion. As another
example, the second portion can be configured to rotate
(e.g., about the longitudinal axis) relative to the first portion.
As a further example, the second portion may include a
button that 1s pressed to switch the computing device
between modes.

In some 1mplementations, movement of the second por-
tion relative to the first portion can cause a region of the
cylindrical body to be either displayed or become obscured.
The region of the cylindrical body that 1s displayed or
obscured can be indicative of the current data collection
mode of the computing device. As an example, the second
portion may be slidable away from the first portion along the
longitudinal axis of the elongate, cylindrical body to reveal
a previously obscured region of the first portion. The pre-
viously obscured region can have a diflerent appearance
(e.g., be differently colored, patterned, textured, or illumi-
nated) than surrounding regions of the first portion of the
body. This may provide a clear visual indication to the user
of the current data collection mode of the computing device.

As another example, the second portion can be retractable
within the first portion. The second portion can be generally
cylindrical and include a display screen disposed on at least
a portion of an outer circumierential surface. When the
second portion 1s retracted at least partially within the first
portion, some or all of the second portion can be obscured
from view by the first portion. For instance, the portion that
1s obscured can include some or all the display screen.

These features can provide the user with a clear visual cue
and/or tactile feedback about when the computing device 1s
permitted to collect information. The user can more easily
instruct the computing device to switch between modes and
verily that the switch has been completed as instructed. The
user can also easily communicate to others nearby that the
computing device 1s not listening or recording. This com-
munication ability may improve the usability and efliciency
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of the computing device, for example, for performing tasks
associated with a “personal assistant.” The computing

device can be configured to perform any suitable task,
however, not limited to those generally associated with a
personal assistant.

As one example, aspects of the systems and methods of
the present disclosure can be included or otherwise
employed within the context of an application, a browser
plug-in, or 1n other contexts. Thus, in some 1mplementa-
tions, the models of the present disclosure can be included
in or otherwise stored and implemented by a user computing
device such as hand-held computing device. As yet another
example, the models can be included in or otherwise stored
and 1mplemented by a server computing device that com-
municates with the user computing device according to a
client-server relationship. For example, the models can be
implemented by the server computing device as a portion of
a web service (e.g., a web email service).

With reference now to the Figures, example embodiments
of the present disclosure will be discussed 1n further detail.

Example Devices and Systems

FIG. 1A depicts a block diagram of an example comput-
ing system 100 that provides user interface mechanisms for
interacting and/or interfacing with an artificial intelligence
system according to example embodiments of the present
disclosure. The system 100 includes a user computing
device 102, a server computing system 130, and a training
computing system 150 that are communicatively coupled
over a network 180.

The user computing device 102 can be any type of
computing device, such as, for example, a personal com-
puting device (e.g., laptop or desktop), a mobile computing,
device (e.g., smartphone or tablet), a gaming console or
controller, a wearable computing device, an embedded com-
puting device, or any other type ol computing device. In
exemplary embodiments, the user computing device 102 1s
a hand-held device.

The user computing device 102 includes one or more
processors 112 and a memory 114. The one or more pro-
cessors 112 can be any suitable processing device (e.g., a
processor core, a microprocessor, an ASIC, a FPGA, a
controller, a microcontroller, etc.) and can be one processor
or a plurality of processors that are operatively connected.
The memory 114 can include one or more non-transitory
computer-readable storage mediums, such as RAM, ROM,
EEPROM, EPROM, flash memory devices, magnetic disks,
etc., and combinations thereof. The memory 114 can store
data 116 and instructions 118 which are executed by the
processor 112 to cause the user computing device 102 to
perform operations.

The user computing device 102 can store or include an
artificial intelligence system 119 that can include one or
more machine-learned models 120. For example, the
machine-learned models 120 can be or can otherwise
include various machine-learned models such as neural
networks (e.g., deep neural networks) or other multi-layer
non-linear models. Neural networks can include recurrent
neural networks (e.g., long short-term memory recurrent
neural networks), feed-forward neural networks, or other
forms of neural networks. Other machine-learned models
can be used as well. Example artificial intelligence systems
119 are discussed with reference to FIGS. 2A through 2C.

In some 1mplementations, the one or more artificial 1ntel-
ligence systems 119 or models 120 used thereby can be
received from the server computing system 130 over net-
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work 180, stored 1n the user computing device memory 114,
and the used or otherwise implemented by the one or more
processors 112. In some implementations, the user comput-
ing device 102 can implement multiple parallel instances of
a single artificial intelligence system 119 (e.g., to perform
parallel operations across multiple 1nstances of the artificial
intelligence systems 119).

More particularly, the artificial intelligence system 119
may be configured to leverage various features (e.g., display
screens, light-emitting devices, and/or physical attributes) of
the user computing device 102 to intelligently interact with
the user and/or other aspects of the physical environment.
For example, the user computing device 102 can include and
control a light-emitting device to indicate a “gaze” of the
artificial intelligence system 119 in the real world. As
another example, the user computing device 102 can provide
a key hole interface using the display 124. The key hole
interface can provide a quick window 1nto a virtual or digital
object or experience. As a further example, the user com-
puting device 102 can provide signals (e.g., on the display
124) that indicate a confidence of the artificial intelligence
system 119 1n 1ts decisions, understanding, or other outputs.
As a yet further example, the user computing device 102 can
be configured to selectively switch from one of a plurality of
data collection modes to another of the plurality of data
collection modes (e.g., a prohibited data collection 1n which
the artificial intelligence system 119 1s prohibited from
collecting data about the environment of the user computing
device 102). The user computing device 102 may provide an
indication of 1ts current data collection mode. For 1nstance,
the user computing device 102 can provide such an indica-
tion using the display 124 and/or by selectively displaying or
obscuring a portion of a body of the computing device 102.
These and other similar interactions with the device can
provide clear social signals to other persons i1n the vicinity
of the device. For example, the user can quickly disconnect
the artificial intelligence system 119 from sensors and can
show others that they have done so.

Additionally or alternatively, one or more artificial intel-
ligence systems 140 and/or machine-learned models 142 can
be mcluded 1n or otherwise stored and implemented by the
server computing system 130 that communicates with the
user computing device 102 according to a client-server
relationship. For example, the artificial intelligence systems
140 and/or machine-learned models 142 can be i1mple-
mented by the server computing system 140 as a portion of
a web service. Thus, one or more artificial intelligence
systems 119 and/or one or more models 120 can be stored
and implemented at the user computing device 102 and/or
one or more artificial intelligence systems 140 and/or one or
more models 142 can be stored and implemented at the
server computing system 130.

The user computing device 102 can also include one or
more user input component 122 that recerves user mnput. For
example, the user mput component 122 can be a touch-
sensitive component (e.g., a touch-sensitive display screen
or a touch pad) that 1s sensitive to the touch of a user 1input
object (e.g., a finger or a stylus). The touch-sensitive com-
ponent can serve to implement a virtual keyboard. Other
example user input components mclude a microphone, a
traditional keyboard, or other means by which a user can
enter a communication.

The server computing system 130 includes one or more
processors 132 and a memory 134. The one or more pro-
cessors 132 can be any suitable processing device (e.g., a
processor core, a microprocessor, an ASIC, a FPGA, a
controller, a microcontroller, etc.) and can be one processor
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or a plurality of processors that are operatively connected.
The memory 134 can include one or more non-transitory

computer-readable storage mediums, such as RAM, ROM,
EEPROM, EPROM, flash memory devices, magnetic disks,
etc., and combinations thereof. The memory 134 can store
data 136 and instructions 138 which are executed by the
processor 132 to cause the server computing system 130 to
perform operations.

In some 1mplementations, the server computing system
130 includes or 1s otherwise implemented by one or more
server computing devices. In instances 1 which the server
computing system 130 includes plural server computing
devices, such server computing devices can operate accord-
ing to sequential computing architectures, parallel comput-
ing architectures, or some combination thereof.

As described above, the server computing system 130 can
store or otherwise include one or more artificial intelligence
systems 140 and/or machine-learned models 142. For
example, the models 142 can be or can otherwise include
vartous machine-learned models such as neural networks
(e.g., deep recurrent neural networks) or other multi-layer
non-linear models. Example models 142 are discussed with
retference to FIGS. 2A through 2C.

The server computing system 130 can train the models
142 via interaction with the training computing system 150
that 1s communicatively coupled over the network 180. The
training computing system 150 can be separate from the
server computing system 130 or can be a portion of the
server computing system 130.

The training computing system 150 includes one or more
processors 152 and a memory 154. The one or more pro-
cessors 152 can be any suitable processing device (e.g., a
processor core, a microprocessor, an ASIC, a FPGA, a
controller, a microcontroller, etc.) and can be one processor
or a plurality of processors that are operatively connected.

The memory 154 can include one or more non-transitory
computer-readable storage mediums, such as RAM, ROM,
EEPROM, EPROM, flash memory devices, magnetic disks,
etc., and combinations thereof. The memory 154 can store
data 156 and instructions 158 which are executed by the
processor 152 to cause the training computing system 150 to
perform operations. In some 1mplementations, the training
computing system 150 includes or 1s otherwise implemented
by one or more server computing devices.

The training computing system 150 can include a model
tramner 160 that trains the machine-learned models 142
stored at the server computing system 130 using various
training or learning techniques, such as, for example, back-
wards propagation of errors. In some i1mplementations,
performing backwards propagation of errors can include
performing truncated backpropagation through time. The
model trainer 160 can perform a number of generalization
techniques (e.g., weight decays, dropouts, etc.) to improve
the generalization capability of the models being trained.
The model trainer 160 can perform supervised training or
unsupervised training.

In particular, the model trainer 160 can train one or more
machine-learned models 142 of an artificial intelligence
system 140 based on a set of tramning data 162. In some
implementations, the artificial intelligence system 140 can
be configured to serve as a “personal assistant,” such as by
answering questions, providing suggestions, or other actions
which may, for example, be based on a contextual under-
standing of the user’s current environment and/or desires. As
such, the machine-learned models 142 may be trained using
training data 162 that includes information about the user’s
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interactions with computing devices
responses to those interactions.

In some implementations, if the user has provided con-
sent, the training examples can be provided by the user
computing device 102 (e.g., based on communications pre-
viously provided by the user of the user computing device
102). Thus, 1n such implementations, the model 120 pro-
vided to the user computing device 102 can be trained by the
training computing system 150 on user-specific communi-
cation data received from the user computing device 102. In
some 1nstances, this process can be referred to as personal-
izing the model. For example, the artificial intelligence
system 119 can adapt or learn based on the user’s prefer-
ences, past requests, past instructions, feedback, and/or the
like.

The model trainer 160 includes computer logic utilized to
provide desired functionality. The model trainer 160 can be
implemented in hardware, firmware, and/or software con-
trolling a general purpose processor. For example, 1n some
implementations, the model trainer 160 includes program
files stored on a storage device, loaded into a memory, and
executed by one or more processors. In other implementa-
tions, the model trainer 160 includes one or more sets of
computer-executable instructions that are stored in a tan-
gible computer-readable storage medium such as RAM hard
disk or optical or magnetic media.

The network 180 can be any type of communications
network, such as a local area network (e.g., intranet), wide
area network (e.g., Internet), or some combination thereof
and can include any number of wired or wireless links. In
general, communication over the network 180 can be carried
via any type ol wired and/or wireless connection, using a
wide variety of communication protocols (e.g., TCP/IP,
HTTP, SMTP, FTP), encodings or formats (e.g., HIML,
XML), and/or protection schemes (e.g., VPN, secure HT'TP,
SSL).

FIG. 1A 1llustrates one example computing system that
can be used to implement the present disclosure. Other
computing systems can be used as well. For example, 1n
some 1mplementations, the user computing device 102 can
include the model trainer 160 and the training dataset 162.
In such implementations, the models 120 can be both trained
and used locally at the user computing device 102. In some
of such implementations, the user computing device 102 can
implement the model trainer 160 to personalize the models
120 based on user-specific data. For example, the artificial
intelligence system 119 can adapt or learn based on the
user’s prelferences, past requests, past instructions, feedback,
and/or the like. Feedback can be mined in real-time. Thus,
training and/or inference can be performed on device or in
the cloud.

FIG. 1B depicts a block diagram of an example comput-
ing device 10 that performs according to example embodi-
ments of the present disclosure. The computing device 10
can be a user computing device or a server computing
device.

The computing device 10 includes a number of applica-
tions (e.g., applications 1 through N). Each application
contains 1ts own machine learning library and machine-
learned model(s). For example, each application can include
a machine-learned model. Example applications include a
text messaging application, an email application, a dictation
application, a virtual keyboard application, a browser appli-
cation, etc.

As 1llustrated in FIG. 1B, each application can commu-
nicate with a number of other components of the computing
device, such as, for example, one or more sensors, a context
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manager, a device state component, and/or additional com-
ponents. In some implementations, each application can
communicate with each device component using an API
(e.g., a public API). In some implementations, the API used
by each application 1s specific to that application.

FIG. 1C depicts a block diagram of an example comput-
ing device 50 that performs according to example embodi-
ments of the present disclosure. The computing device 50
can be a user computing device or a server computing
device.

The computing device 50 includes a number of applica-
tions (e.g., applications 1 through N). Each application 1s in
communication with a central intelligence layer. Example
applications include a text messaging application, an email
application, a dictation application, a virtual keyboard appli-
cation, a browser application, etc. In some implementations,
cach application can communicate with the central intelli-
gence layer (and model(s) stored therein) using an API (e.g.,
a common API across all applications).

The central intelligence layer includes a number of
machine-learned models. For example, as illustrated 1n FIG.
1C, a respective machine-learned model (e.g., a model) can
be provided for each application and managed by the central
intelligence layer. In other implementations, two or more
applications can share a single machine-learned model. For
example, 1n some 1implementations, the central intelligence
layer can provide a single model (e.g., a single model) for all
of the applications. In some implementations, the central
intelligence layer 1s included within or otherwise imple-
mented by an operating system of the computing device 50.

The central intelligence layer can communicate with a
central device data layer. The central device data layer can
be a centralized repository of data for the computing device
50. As 1llustrated 1n FIG. 1C, the central device data layer
can communicate with a number of other components of the
computing device, such as, for example, one or more sen-
sors, a context manager, a device state component, and/or
additional components. In some implementations, the cen-
tral device data layer can communicate with each device
component using an API (e.g., a private API).

Example Model Arrangements

FIG. 2A depicts a block diagram of an example artificial
intelligence system 200 according to example embodiments
of the present disclosure. In some implementations, the
computing system may be configured to control a light-
emitting device to indicate a “gaze” of the artificial intelli-
gence system 200 1n the real world. For example, the device
can use the light-emitting device as a pointer to draw the
user’s attention to a particular object. Alternatively or addi-
tionally, the user can manipulate the orientation of the
light-emitting device to select a certain object to bring to the
attention of the artificial intelligence system.

More specifically, the artificial intelligence system 200
may be configured to select, categorize, analyze, or other-
wise perform a processing operation with respect to an
image 204 of a scene. For example, the artificial intelligence
system 200 may include a selection model 202 that 1s trained
to receive an 1mage 204 of a scene and, in response, provide
an attention output 206 that describes at least one region of
the scene that includes a subject of the processing operation
performed by the artificial intelligence system 200. The
computing system may be configured to control the light-
emitting device to emit light onto or adjacent the at least one
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region ol the scene based on the attention output 206, for
example as explained below with reference to FIGS. 4A and
4B.

FIG. 2B depicts a block diagram of another example
artificial intelligence system 220 according to example
embodiments of the present disclosure. The artificial intel-
ligence system 220 1s similar to the artificial intelligence
system 200 of FIG. 2A except that the artificial intelligence
system 220 further includes an object recognition model
228. The object recognition model 228 may be configured to
receive an 1image 224 of a scene and, 1n response, provide a
recognition output 230 that describes a region of the image
224. For example, the recognition output 230 may describe
a category, a label, a characteristic, and/or a location within
the image 224 associated with the image 224. The selection
model may be configured to receive the recognition output
230 and, 1n response, provide an attention output 226 that
describes at least one region of the scene that includes a
subject of the processing operation performed by the artifi-
cial intelligence system 200. For example, the attention
output 226 can describe the location of a region of the image
224 1n response to a question or command from the user.
Alternatively, the attention output 226 can describe a region
of the image 224 that the selection model 222 has deter-
mined as important, relevant, or responsive to a question/
command posed by the user or an anticipated desire of the
user. The computing system may be configured to control
the light-emitting device to emit light onto or adjacent the
region(s) of the scene described by the attention output 226,
for example as explained below with reference to FIGS. 4A
and 4B.

FIG. 2C depicts a block diagram of another example
artificial intelligence system 230 according to example
embodiments of the present disclosure. The artificial intel-
ligence system 250 may include a machine-learned model
252 that i1s configured to receive an input 254, and 1n
response to recerving the input 254 generate an output 256
and a confidence value 258 associated with the output 256.
The machine-learned model 252 may be any suitable type of
model. Similarly, the input 254 and output 256 may be any
type of information associated with the functions of the
computing device, including “personal assistant” functions,
for example.

The confidence value 258 may describe a confidence level
associated with the output 256 generated by the machine-
learned model 252. As an example, the confidence value 258
may describe a degree of convergence on a solution to a
question posed by the user. As another example, the output
256 may be selected from a set of candidate solutions, and
the confidence value 258 may describe a relative confidence
(e.g., a probability, a weight, etc.) associated with the output
256 as compared with the remainder of the set of candidate
solutions.

In some implementations, the computing system may
display a confidence graphic that graphically describes the
confidence value associated with the output of the machine-
learned model. As examples, the confidence graphic may
include at least one of a shape density, a color combination,
or a shape movement characteristic that describes the con-
fidence value output by the machine-learned model. Aspects
of displaying the confidence graphic are described 1n greater
detail below with reference to FIGS. 5A and 5B.

FIG. 3 depicts an example computing device 300 having
an elongated, cylindrical body 301 according to example
embodiments of the present disclosure. As an example, the
clongated, cylindrical body 301 can be roughly the size of a
pen or stylus such that the computing device 300 can be
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casily held 1n a hand of the user. The elongated, cylindrical
body 301 can include two cylindrical portions of different
diameters that are connected together by a tapered portion.
The tapered portion can be frustoconical in shape, with
diameters at 1ts ends equal to the respective diameters of the
cylindrical portions. The tapered portion may be located
approximately centrally along the length of the cylindrical
body 301. More than half of the length of the body 301 can
be cylindrical. In other implementations, however, the body
301 of the computing device 300 can have any suitable size
and shape.

The elongated, cylindrical body 301 can include various
devices, portions, and/or features configured to collect or
transmit information to user of the device 300. For example,
the body 301 may include a first portion 302 and a second
portion 304 that 1s moveable (illustrated by arrow 306)
relative to the first portion 302. The computing device 300
can be configured to detect movement of the second portion
304 relative to the first portion 302 and perform various
operations based on detecting such movement. For example,
the computing device 300 may be configured to switch
between data collection modes, for example, as described
with reference to FIGS. 6 A through 6D and FIG. 14. The
computing device 300 can also include a camera 308 (e.g.,
wide angle or wide field of view camera) disposed adjacent
a first end 309 of the elongated, cylindrical body 301. A
light-emitting device 310, such as a laser emitter or projec-
tor, may be disposed adjacent the camera 308. As an
example, the camera 308 can include an outermost lens or
cover, and the light-emitting device 310 can be disposed
behind the outermost lens or cover such that the light-
emitting device 310 i1s not visible to the user from the
exterior of the elongated cylindrical body 301. The comput-
ing device may also include a microphone 312 and/or a
speaker. A display 314 may be disposed adjacent a second
end 313 of the body 301.

Referring to FIGS. 4A and 4B, 1n some implementations,
the computing device 400 can control the light-emitting
device 412 to indicate a “gaze” of the artificial intelligence
system 1n the real world. In some implementations, the
computing device 400 may generally be configured similarly
to the computing device 300 of FIG. 3. The body 401 of the
computing device 400 can be held in a hand 416 of the user
be pointed as desired. The computing device 400 can use the
light-emitting device 410 as a pointer to draw the user’s
attention to a particular object, for example by projecting
emitted light 418 onto or adjacent the object. A camera 408
can be located adjacent the light-emitting device 410, for
cxample as explained above with reference to FIG. 3.
Alternatively or additionally, the user can manipulate the
orientation of the light-emitting device 410 to select a
certain object to bring to the attention of the artificial
intelligence system.

As a simplified example, 1n some implementations, light-
emitting device 410 may include a laser emitter, and the
emitted light 418 can include a variety of suitable shapes
formed by the emitted laser beams. For example, the emitted
light 418 can include one or more focus indicators 420, 422
and a target indicator 424. The target indicator 424 can be
located proximate a central location of the subject of the
processing operation performed by the artificial intelligence
system. The focus indicators 420, 422 can be located proxi-
mate outer bounds or edges of the object or region of the
scene that 1s the subject of the processing operation per-
formed by the artificial intelligence system. It should be
understood that the target indicator 424 and focus indicators
420, 422 are merely one simplified example of the emitted
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light 418. The emitted light 418 can be shaped or configured
in any suitable manner including projecting information
(e.g., shapes, text, images, videos) on an object or objects 1n
the scene 450.

Referring to FIG. 4B, the computing device 400 can
control the light-emitting device 410 to emit light onto or
adjacent at least one region of a scene 450 that includes the
subject of the processing operation performed by the artifi-
cial itelligence system. The computing device 400 can
obtain an 1mage of the scene 450 captured by the camera 406
and can generate an attention output that describes at least
one region of the scene that includes a subject of a process-
ing operation pertormed by the artificial intelligence system.
The subject of the processing operation can be an object
being recogmzed, analyzed, or that 1s associated with an
output of an artificial intelligence system, such as an answer
to a question posed by the user or the response to a command
issued by the user.

As an example, the user can direct the camera 408 of the
computing device 400 towards a group of objects (e.g., a
container 426, a plant 428, and a lamp 430). The artificial
intelligence system can produce an attention output associ-
ated with at least one of the objects 426, 428, 430, and the
computing device 400 can control the emitted light 418 onto
or adjacent a region of the scene 450 such that the emaitted
light 418 indicates a subject of the artificial intelligence
system’s “focus.”

The computing device 400 can control the emitted light
418 such that the target indication 424 1s on or near a subject
of the processing operation performed by the artificial
intelligence system. In this example, container 426 may be
the subject processing operation performed by the artificial
intelligence system. The focus indicators 420, 422 may be
located near outer edges of the container 426 to indicate the
scope or range of the subject.

The artificial intelligence system can be configured to
select the object or region of the scene 450 1n response to a
query presented by the user of the computing device 400.
For instance, the user can present a question or command
about the scene 450 to the computing device 400 (e.g., by
speaking a question), and the artificial intelligence system
can produce an attention output that answers or attempts to
answer the user’s question or command.

As another example, the user can ask a question about
which object 426, 428, 430 (or objects) within the scene 4350
satisfies a criteria, and the computing device 400 can emit
light 1n a manner that indicates at least one object (e.g., the
container 426) that the artificial intelligence system has
selected 1n response to the question.

As another example, the user can direct the camera 408 of
the computing device 400 towards a surface having writings
or marking on the surface. The computing device 400 can
emit light on to the surface 1n a manner that shows that the
artificial intelligence system has recognized and/or inter-
preted the wrnitings or markings. For instance, the emitted
light could outline, underline, or otherwise identily one or
more of the writing or markings, which could indicate an
answer to a question about the writings or markings.

In some 1mplementations, the light-emitting device 410
can include a projector. The projector can be configured to
project images 1n a similar manner as a display screen. For
example, the projector may be capable of projecting graph-
ics such as videos, 1images, interactive displays, etc. The
graphics can describe a variety of information.

As another example, the user may point the computing
device 400 at an object, and may optionally speak a request
for information about the object. The computing device 400
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may recognize the object and collect meta-data associated
with the object. The computing device 400 may display a
graphic on or adjacent the object describing the meta-data.
For instance, the user can point the computing device 400 at
a book, and the light-emitting device 410 can project book
reviews on a surface near the book or on a cover of the book.
Referring again to FIG. 4B, as another example, the user
could ask “What type of plant 1s this?” and the computing
device 400 could control the light-emitting device 410 to
project onto a region of the scene (e.g., onto a side of the
container 426) a the name of the plant species, and option-
ally other information including local stores selling the plant
species, distances to the closest stores, cost, care nstruc-
tions, etc. As yet another example, for an edible object, the
projected information could include nutritional information
(e.g., caloric content) and/or allergy information.

In some implementations, the computing device 400 can
be configured to adjust a direction of emission of the light
418 relative to the computing device 400 such that, when the
computing device 400 (and therefore the light-emitting
device 410) 1s moved relative to the scene 450, the light 418
continues to be emitted onto or adjacent the at least one
region of the scene 450 that includes the subject (e.g., the
container 426). As an example, the user can adjust a position
of the computing device 400 relative to the scene, for
example, to better view the display screen 414 of the
computing device 400. Despite the movement of the com-
puting device 400 (including the light-emitting device 410),
the computing device 400 can adjust the direction of the
light emission such that the light 418 continues to indicate
the subject (e.g., the container 426) of the operation per-
formed by the artificial intelligence system.

In some implementations, the computing device 400 (e.g.,
the artificial intelligence system) can be configured to access
information from the user’s calendar, contacts, or other
personal imnformation (1f the user has granted permission for
the computing device 400 to do so). The computing device
400 can project one or more graphics describing such
information on or adjacent objects 1n a meaningtul way. For
instance, the user can point the computing device 400 at a
clock, and the computing device 400 can project graphics
describing upcoming events (e.g., meetings, appointments,
etc.) from the user’s calendar next to the time that event 1s
scheduled. The graphics can include information about the
event, such as name, description, etc.

FIG. 5A depicts an example computing device 500 having
an elongated, cylindrical body 501 and a display screen 514
that 1s displaying a confidence graphic according to example
embodiments ol the present disclosure. FIG. 3B depicts
example confidence graphics according to example embodi-
ments of the present disclosure. In some 1mplementations,
the computing device 500 may generally be configured in a
similar manner as the computing device 300 of FIG. 3.

The confidence graphic can describe a confidence of the
artificial intelligence system 1n 1ts decisions, understanding,
or other outputs. For example, the computing device 500 can
include a machine-learned model configured to produce an
output and a confidence value associated with the output, for
example as described above with reference to FIG. 2C. The
computing device 500 can display a confidence graphic on
its display screen 514 that graphically describes the confi-
dence associated with the output of the machine-learned
model.

The confidence graphic can communicate the confidence
of the artificial intelligence system 1n a manner that is easily
interpreted and/or understood by the user. As examples, the
confidence graphic can include a shape density, a color
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combination, and/or a shape movement characteristic that
describes the confidence output by the machine-learned
model. As the machine-learned model performs an analysis,
the confidence graphic can change to reflect a changing
confidence level associated with the output. For example,
the confidence level of the artificial intelligence system can
increase as the machine-learned model converges on a likely
answer or solution to the question or analysis being per-
formed. The hand-held computing device can update the
display of the confidence graphic to convey this change 1n
status to the user.

Referring to FIG. 5B, as an example, a single, stationary,
and/or small shape 552 (e.g., a stationary central dot) may
indicate a high confidence or convergence on a solution. A
plurality of shapes 554 may indicate that the artificial
intelligence system has a low confidence or has not yet
converged on a solution. Aspects of the shapes 554 (e.g.,
color, size, location) may change to display additional
metrics associated with the confidence. For instance, the
shapes 554 may rotate (e.g., about a center of the display
screen), and the speed of such rotation may indicate a rate
of convergence. Once a confidence threshold has been
reached and/or the artificial intelligence system has con-
verged on a solution, a single shape 5352 may be displayed.
Alternatively, the shapes 554 may be rearranged 1n a con-
figuration 556, which can be indicative of a status of the
artificial intelligence system (e.g., convergence, non-con-
vergence, etc.) The size, number, and movement of the
shapes may be varied to represent various metrics associated
with the confidence of the artificial intelligence system. As
an example, small, numerous shapes 358 may represent that
the artificial intelligence system requires more information
(e.g., contextual information) before a solution can be
reached. It should be understood that many other variations
or combinations are possible within the scope of this dis-
closure.

Other confidence signals can be used as well such as
vibratory signals (e.g., frequency of vibration indicative of
confidence), audio signals (e.g., pitch indicative of confi-
dence), and/or other signals, in addition or alternatively to
confidence, the device can also use different signals or
graphics to 1indicate varying levels of urgency.

The use of confidence signals such as confidence graphics
can 1mprove the eflectiveness of the artificial intelligence
system. For example, the user can be able to easily evaluate
the reliability of an output of the artificial intelligence
system. The user can also be able to quickly assess whether
the artificial intelligence system 1s converging on an answer
or solution to a question. This may permit the user to
estimate a remaining time until the artificial intelligence
system has drawn a reliable conclusion. The user may also
be able to deduce from the confidence graphic when the
artificial itelligence system 1s not likely to converge on an
answer or solution 1n a reasonable time period. The user can
then re-phrase the question, pose a different question, assign
a new task to the artificial intelligence system, troubleshoot
the problem, or the like.

According to another aspect of the present disclosure, the
user can be able to control data collection by the computing
device 1n an easy and intuitive manner. The device may also
learn to automatically switch its data collection modes based
on context or other information. More particularly, the
computing device can selectively collect information about
a surrounding environment (e.g., recording audio or captur-
ing 1mages/video) and can input at least a portion of the
collected information into one or more machine-learned
models. The device can selectively switch from one of a
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plurality of data collection modes to another of the plurality
of data collection modes. The data collection modes can
include a permissible collection mode and a prohibited
collection mode. In the permissible collection mode, the
computing device can be permitted to collect information
from the surrounding environment. In the prohibited collec-
tion mode, the computing device can be prohibited from
collecting mformation from the surrounding environment.
The computing device can provide an indication of 1its
current data collection mode to the user.

Referring to FIGS. 6A and 6B, 1n some implementations,
the computing device 600 can be switched between modes
by physically manipulating an aspect of a body 601 of the
computing device. In some implementations, the computing
device 600 may generally be configured 1n a similar manner
as the computing device 300 of FIG. 3. The computing
device 600 can include a body 601 having an elongated,
cylindrical shape. The body 601 can include a first portion
602 and a second portion 604, which can be moveable
relative to the first portion 602. The computing device 600
can be configured to detect movement of the second portion
604 relative to the first portion 602 and switch from one of
the plurality of data collection modes to another of the
plurality of data collection modes based on detecting such
movement. For example, the second portion 604 can be
configured to translate or slide (represented by arrow 606)
along a longitudinal axis of the elongated, cylindrical body
relative to the first portion 602. As another example, the
second portion 604 can be configured to rotate (e.g., about
the longitudinal axis) relative to the first portion. As a further
example, the body 601 may include a button that 1s pressed
to switch the computing device between modes.

In some 1mplementations, movement of the second por-
tion 604 relative to the first portion 602 can cause a region
605 of the cylindrical body to be either displayed or become
obscured. The region 603 of the cylindrical body 601 that 1s
displayed or obscured can be indicative of the current data
collection mode of the computing device. For example,
referring to FIG. 6B, the second portion 604 may be slidable
away from the first portion 602 along a longitudinal axis of
the elongate, cylindrical body 601 (represented by arrow
606) to reveal a previously obscured region 605 of the first
portion 602. The previously obscured region 605 can have a
different appearance (e.g., be differently colored, patterned,
textured, or illuminated) than surrounding regions of the first
portion 602 of the body 601. This may provide a clear visual
indication to the user of the current data collection mode of
the computing device 600.

For example, FIG. 6 A can 1llustrate the computing system
600 in the permissible collection mode. The region 605 can
be obscured, and the display screen 610 can display a
graphic. FIG. 6B can illustrate the computing system 600 1n
a “hooded” mode, which can correspond with the prohibited
collection mode. In the *“hooded” mode, the previously
obscured region 605 can be displayed, and the display screen
614 can be free of any graphics or turned off completely. The
second portion 604 can partially obscure the display screen
614 and/or a camera, which may be located behind the
display screen 614.

FIGS. 6C and 6D illustrate another example computing
system 650 according to example embodiments of the
present disclosure. The computing system 650 can include a
first portion 652 and a second portion 654 that can be
retractable (1llustrated by arrows 656 ) within the first portion
652. The second portion 654 can be generally cylindrical
and include a display screen 658 disposed on at least a
portion of an outer circumiferential surface of the second
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portion 654. When the second portion 654 1s retracted at
least partially within the first portion 652, for example as
illustrated in FIG. 6D, some or all of the second portion 654
can be obscured from view by the first portion 652, includ-
ing, for mstance, the some or all the display screen 658.

These features can provide the user with a clear visual cue
and/or tactile feedback about when the computing device
602, 650 1s permitted to collect information. The user can
more easily mstruct the computing device 602, 650 to switch
between modes and verity that the switch has been com-
pleted as instructed. The user can also easily communicate
to others nearby that the computing device 602, 650 1s not
listening or recording. This communication ability may
improve the usability and efliciency of the computing device
602, 650, for example, for performing tasks associated with
a “personal assistant.” The computing device 602, 650 can
be configured to perform any suitable task, however, not
limited to those generally associated with a personal assis-
tant.

In some 1implementations, the computing device 600, 650
may be configured to perform or continue operations when
in the prohibited collection mode, yet not be permitted to
collect data about the environment around the device 600,
650. The computing device 600, 650 may still be permitted
to communicate wireless, including connecting to the Inter-
net and/or a local network, and the artificial intelligence
system may be permitted to perform computations. How-
ever, the device 600, 650 and/or the artificial intelligence
system may be blocked from accessing one or more sensors
(e.g., microphone, camera, etc.) configured to collect infor-
mation about the environment around the device 600, 650.
As an example, the user may ask a question or give a
command to the device 600, 650, and then switch the device
600, 650 to the prohibited collection mode. While 1n the
prohibited collection mode, the artificial intelligence system
may still be permitted to analyze the question or command,
reference various on-device database, and/or Internet-based
operations such as queries, purchases, orders, etc. For
instance, the user may ask the device 600, 650 to purchase
movie tickets at the nearest theater for a specific movie. The
user may then switch the device 600, 650 to prohibited
collection mode (e.g., by physically mampulating one or
more portions of the device) such that the user the device
600, 650 can no longer collect audio or video information.
The device 600, 650 may then purchase the movie tickets
while 1n the prohibited collection mode.

Referring to FIGS. 7A and 7B, in some implementations,
the computing device 700 can provide a “key hole inter-
face.” In some 1mplementations, the computing device 700
may generally be configured in a similar manner as the
computing device 300 of FIG. 3. The key hole interface can
provide a quick window 1nto a virtual or digital object or
experience. FIG. 7A depicts a hand 716 of a user manipu-
lating an example computing device 700 having a display
screen 714 for displaying visual information to the user
according to example embodiments of the present disclo-
sure. F1G. 7B depicts a simplified diagram of a method for
displaying visual information to a user using the example
computing device 700 of FIG. 7A according to example
embodiments of the present disclosure.

More particularly, in some 1mplementations, the hand-
held computing device 700 can include a relatively small
display screen 714 (e.g., positioned at the end of an elon-
gated, cylindrical body). The hand-held computing device
700 can recerve data descriptive of a virtual object 732 (e.g.,
text, an 1mage, a 3-D object, a 3-D environment that has a
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virtual location in three-dimensional space, etc.). In this
example, the virtual object 732 includes a single line of text.

The hand-held computing device 700 can display a por-
tion of the virtual object 732 on the display screen 714. The
portion of the virtual object 732 displayed on the display
screen 714 can have a virtual location that 1s along a
projection of the longitudinal axis from the second end 713
of a body 701 of the computing device 700 at a current pose
of the body 701 of the device 700. In response to movement
(represented by arrow 734) of the body 712 from the current
pose to the new pose, the device 700 can update the display
screen 714 such that the display screen 714 displays a new
portion of the virtual object 708 that has a virtual location
that 1s along the projection of the longitudinal axis from the
second end at the new pose of the body 701.

Thus, the computing device 700 can provide the user with
a small window or “key hole” 1into a virtual environment that
1s larger than the display screen 714. The computing device
700 can create the illusion that the virtual object 732 is
remaining stationary at the virtual location when the com-
puting device 700 and display screen 714 are moved. The
user can then move the computing device 700 to display
different portions of the virtual object 732 as the user
desires. For example, as illustrated 1n FIGS. 7A and 7B, the
user may move the computing device 700 to the right
(represented by arrow 734) to view the entire virtual object
732.

Using this feature, the user can quickly and efliciently
view the contents of a virtual object 708 that 1s relatively
large compared with the display screen 706. For example,
the body 712 of the hand-held computing device 704 may
have an elongated, cylindrical shape and can be roughly the
s1ze of a pen or stylus such that the computing device 704
can be easily held in a hand 702 of the user. The display
screen 714 can be disposed at the second end 713 of the body
701 and housed within the elongated, cylindrical body 701,
for example as described with reference to FIG. 3. For
instance, the display screen 714 can have an outer lens or
cover that faces outward along the longitudinal axis of the
body 701 at the second end 713 of the elongated, cylindrical
body 701. The display screen 714 can generally be smaller
than the body 701. For example, a ratio of a length of the
body 701 to a diameter of the display screen 714 can range
from 3 to 30, 1n some embodiments from 4 to 20, in some
embodiments from 5 to 10.

This configuration can also allow the user to privately or
semi-privately view the virtual object 1n a public location.
The small size of the display screen 714 can inhibit or
prevent bystanders from easily viewing the virtual object
732. Additionally, 1n some implementations, the display
screen 714 may be configured as a narrow angle display such
that the contents of the display screen 714 can only eflec-
tively be viewed from a vantage point that 1s approximately
tangent to the display screen 714. The display screen 714
may include a coating or structure that obscures the content
of the display screen 714 when viewed from angles greater
than a threshold angle with respect to the longitudinal axis
of the body 701 (e.g., about 20 degrees). Such a feature may
allow only the user to privately or semi-privately view the
contents of the display screen 714 in a public place, for
example.

The virtual object 732 can include a variety of suitable
objects. As an example, the virtual object 732 can include
text, such as a line of text, for example as 1llustrated 1n FIG.
7A. The virtual object 732 can also comprise an 1image, 3-D
object, environment. The virtual object 732 can include any
visual mformation for display to the user, however.
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Referring to FIG. 8A, according to another aspect of the
present disclosure, 1n some implementations, a computing
device 800 can be part of a larger system 836 that includes
a docking device 838. In some 1implementations, the com-
puting device 800 may generally be configured 1n a similar
manner as the computing device 300 of FIG. 3. The docking
device 838 and the computing device 800 can be configured
to wirelessly communicate with each other. The docking
device 838 can be configured to be coupled with the body
801 of the computing device 800. As an example, the
docking device 838 can be configured to receive or other-
wise attach or connect to the body 801.

For example, FIG. 8A depicts a perspective view ol an
example computing system 800 including a docking device
838 1n an opened configuration according to example
embodiments of the present disclosure. FIG. 8B depicts a
perspective view of an example computing system 836
including a docking device 838 in a closed configuration
according to example embodiments of the present disclo-
sure.

The docking device 838 may be configured to receive or
otherwise couple with the computing device 800. For
example, the docking device 838 may be foldable from the
opened configuration illustrated 1n FIG. 8A to the closed
configuration illustrated in FIG. 8B. The docking device 838
may include a base layer 840 and one or more protruded
regions 842, 844. In the closed configuration, the docking
device 838 may be configured to retain the computing
device 800 1n a space formed between the base layer 840 and
the protruded regions 842, 844.

In some 1implementations, magnetic connections are used
to physically hold the computing device 800 to the docking
device 838. For example, magnetic connections can be used
in addition to the docking device 838 mechanically retaining
the computing device 800 (e.g., by folding around the body
of the computing device 800 as 1llustrated in FIGS. 8A and
8B). In other implementations, only magnetic connections
are used so that the body 801 of the computing device 800
casily snaps 1 and out of connection with the docking
device 838.

Retferring to FIG. 8B, in some implementations, the
docking device 838 can include a display screen 846. The
docking device 838 can be configured to display an output
of the artificial intelligence system on the display screen 846
of the docking device 838. The docking device 838 can be
configured such that, when the body 801 of the computing
device 800 1s coupled with the docking device 838, the
display screen 846 of the docking device 838 1s positioned
proximate a display screen 814 of the computing device 800.
The computing device 800 can be configured to produce
display information on both the display screen 814 of the
computing device 800 and the display screen 846 of the
docking device 838 1n an extended display manner. For
example, a display object or image can be displayed across
both screens such that the display screen 814 of the docking
device 838 acts as an extended display area of the screen 814
of the computing device 800.

In some implementations, the display screen 814 of the
computing device 800 can provide a condensed visual or
graphical interface, and when the body 801 of the computing
device 800 1s connected to the docking device 838, the
computing device 800 can automatically switch display
modes such that the display screen 814 of the docking device
838 displays an uncondensed visual or graphical interface.
Thus, the docking device 838 can provide additional screen
real estate that enables deeper interactions. Furthermore, in
implementations in which the docking device 838 can fold
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around the body 801 of the computing device 800, a flexible
display 814 can be used so that the display 814 also folds
around the body 801 of the computing device 800, thereby
creating a multi-sided display.

In other implementations, 1n addition or alternatively to
the docking device 838, the computing device 800 can
extend or project display information onto other display
screens (e.g., including screens to which the device 1s not
physically connected). Thus, the computing device 800 can
push experiences to partner screens for richer information.
The computing device 800 can also select and control other
devices 1n the world (e.g., Internet of Things devices), 1f
enabled to do so.

FIG. 9A depicts an example computing device 900
including a display screen 914 disposed on a circumierential
surface of a body of the computing system 900 according to
example embodiments of the present disclosure. In some
embodiments, a body 901 of the computing device 900 may
include a first portion 902 and a second portion 904 that 1s
rotatable (illustrated by arrow 908) relative to the first
portion 902. The computing system may be configured to
detect movement of the second portion 904 relative to the
first portion 902 and switch from one of the plurality of data
collection modes to another of the plurality of data collec-
tion modes based on detecting such movement, for example
as described above with reference to FIG. 3. FIG. 9B depicts
the computing device 900 of FIG. 9A being held in a hand
916 of a user.

FIG. 10A depicts a perspective view ol a computing
system 1000 including a computing device 1002, for
example as shown in FIGS. 9A and 9B. The computing
system 1000 also includes a docking device 1004 1n a first
configuration according to example embodiments of the
present disclosure. The docking device 1004 may be con-
figured to couple with the docking device 1004 1n a variety
of different configurations. For example, the docking device
1004 may be foldable about a middle portion 1006, such that
first and second portions 1008, 1110 are arranged in parallel
with each other. The docking device 1004 may be configured
to couple to a body 1001 of the computing device 1002
between respective ends of the first and second portions
1008, 1110 of the docking device 1002. A display screen
1012 may be disposed on an outside surface of the docking
device 1004 that extends on each of the first portion 1008,
second portion 1010, and the middle portion 1006.

FIG. 10B depicts a perspective view of the computing
device 1006, for example as shown 1 FIGS. 9A and 9B,
including a docking device 1004 1n a second configuration
according to example embodiments of the present disclo-
sure. In some implementations, the docking device 1004
may be configured to be arranged into the second configu-
ration in which the docking device 1004 1s generally flat or
unifolded. The docking device 1004 may be configured to
couple to a body 1001 of computing device 1002 along or
proximate an edge of the docking device 1004. A display
screen 1012 may be disposed on an outer surface of the
docking device 1004. The docking device 1004 may be
adjustable between the first and second configurations.

FIGS. 11A through 11C depict an example computing
device 1100 providing indications of a variety of different
data collection modes. The computing device 1100 may
include a display screen 1106. The computing device 1100
may be configured to provide an indication of its current data
collection mode to the user by altering the content of the
display screen 1106, manner in which a graphic 1s displayed
on the display screen 1106, and/or selectively turning the
display screen 1106 on or ofl. For example, referring to FIG.
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11A, the computing device 1100 may be configured to turn
the display screen 1106 ofl when the computing device 1100

1s 1n a prohibited collection mode, for example as discussed
above with reference to FIGS. 6 A and 6B. Referring to FIG.
11B, the computing device 1100 may be configured to
provide a graphic on the display screen 1106 to indicate that
the computing device 1s 1n a permitted collection mode. The
graphic may be clearly displayed in the permitted collection
mode.

In some implementations, the computing device 1100
may display a graphic on the display screen 1106, or apply
a filter to the graphics displayed on the screen 1106, having
a blurry, frosted, or fogged appearance to indicate a third
data collection mode. As an example, the third data collec-
tion mode may correspond to an intermediate data collection
mode, 1n which the computing device 1100 1s permitted to
detect (e.g., “listen” for) certain cue words or phrases
associated with the user asking a question or giving a
command to the computing device 1100. Other audio 1nfor-
mation that the computing device 1100 receives can be
discarded without being recorded or analyzed. When the
computing device 1100 detects the cue word(s), the com-
puting device 1100 may switch a different mode. For
example, the user may say “wake up” to switch from the
intermediate data collection mode to the permissible data
collection mode.

The user may also switch the computing device 1100
between the various modes by physically manipulating the
body of the computing device 1100, for example, by rotating
the second portion 1104 relative to the first portion 1102
(represented by arrow 1108 in FIGS. 11 A through 11C), for
example as described with reference to FIG. 9A.

The display screen 1106 can also provide information
(e.g., confidence information) by displaying a number of
different bands of color. The width and/or location of the
bands of color can provide diflerent meanings or informa-
tion.

Example Methods

FIG. 12 depicts a block diagram of an example method for
communicating information about a subject of a processing
operation performed by an artificial intelligence system
according to example embodiments of the present disclo-
sure. Although FIG. 12 depicts steps performed 1n a par-
ticular order for purposes of illustration and discussion, the
methods of the present disclosure are not limited to the
particularly illustrated order or arrangement. The various
steps of the method 1200 can be omitted, rearranged,
combined, and/or adapted 1n various ways without deviating
from the scope of the present disclosure.

The method 1200 may include, at (1202), obtaining an
image of a scene from a camera. For example, the user may
point a hand-held computing device including the camera at
the scene, and the camera may capture the image of the
scene. The computing device may include a camera disposed
adjacent an end of the device for example, for example as
described with reference to FIGS. 3, 4A, and 4B.

The method 1200 may include, at (1204), generating an
attention output that describes at least one region of the
scene that includes a subject of a processing operation
performed by an artificial intelligence system. For example,
the computing device may include an artificial intelligence

system as described with reference to FIGS. 2A, 2B, 4A, and
4B.

The method 1200 may include controlling a light-emitting,
device to emit light onto or adjacent the at least one region
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of the scene that includes the subject of the processing
operation performed by the artificial intelligence system, for
example as described with reference FIGS. 4A and 4B. In
some 1mplementations, the method may include adjusting a
direction of emission of the light relative to the computing 5
system such that the light continues to be emitted onto or
adjacent the at least one region of the scene that includes the
subject when the light-emitting device 1s moved relative to
the scene

FIG. 13 depicts a block diagram of an example method 10
1300 for communicating visual information to a user of a
computing device according to example embodiments of the
present disclosure. Although FIG. 13 depicts steps per-
formed 1n a particular order for purposes of illustration and
discussion, the methods of the present disclosure are not 15
limited to the particularly illustrated order or arrangement.
The various steps of the method 1300 can be omitted,
rearranged, combined, and/or adapted in various ways with-
out deviating from the scope of the present disclosure.

The method 1300 may include, at (1302), receiving data 20
descriptive of a virtual object, wherein the virtual object has
a virtual location 1n three-dimensional space. For example,

a computing device may include an artificial intelligence
system and/or a machine learned model that 1s configured to
provide information that describes the virtual object. For 25
instance, the virtual object may include a line of text, and the
artificial intelligence system may output the line of text in
response to a query from the user of the device.

The method 1300 may include, at (1304), displaying a
portion of the virtual object on the display screen. The 30
portion of the virtual object displayed on the display screen
can have a virtual location that 1s along a projection of the
longitudinal axis from the second end of the body at a
current pose of the body. For example, the computing device
may be configured to display the virtual object as described 35

with reference to FIGS. 7A and 7B.

The method 1300 may include, at (1306), updating the
display screen such that the display screen displays a new
portion of the virtual object that has a virtual location that 1s
along the projection of the longitudinal axis from the second 40
end at the new pose of the body 1n response to movement of
the body from the current pose to a new pose, for example
as described with reference to FIGS. 7A and 7B.

FIG. 14 depicts a block diagram of an example method
1400 for providing an indication of a current data collection 45
mode associated with a computing system according to
example embodiments of the present disclosure. Although
FIG. 14 depicts steps performed 1n a particular order for
purposes of 1llustration and discussion, the methods of the
present disclosure are not limited to the particularly illus- 50
trated order or arrangement. The various steps of the method
1400 can be omitted, rearranged, combined, and/or adapted
in various ways without deviating from the scope of the
present disclosure.

The method 1400 may include, at (1402), selectively 55
collecting information about a surrounding environment.
For example, a computing device may include a micro-
phone, camera, or the like. The computing system may
include an artificial intelligence system, and the computing
system (e.g., artificial intelligence system) may be config- 60
ured to selectively collect audio, video, images, etc. from the
environment surrounding the computing device.

The method 1400 may include, at (1402), selectively
switching from one of a plurality of data collection modes to
another of the plurality of data collection modes. For 65
example, the plurality of data collection modes may 1nclude
a prohibited collection mode, a permissible collection mode,
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and/or an intermediate collection mode as described above,
for example with reference to FIGS. 6 A through 7D and 11 A

through 11C. The computing device may be configured to
switch between modes automatically or 1 response to a
command or indication received from the user, including, for
example, detecting movement of a second portion relative to

a first portion of a body of the computing device, as
described above.

The method 1400 may include, at (1402), providing an
indication of a current data collection mode of the comput-
ing system, the current data collection mode being selected
from the plurality of data collection modes. For example, the
indication may include a graphic displayed on a display
screen of the computing device. The indication may also
include displaying a previously obscured region of the body
of the device. The previously obscured region can have a
different appearance (e.g., be differently colored, patterned,
textured, or 1lluminated) than surrounding regions of the first
portion of the body.

The user may be able to instruct the computing device to
switch between modes, such as by voice command or other
input. For instance, the user can instruct the computer
system to switch to the prohibited collection mode when the
user would prefer that the computing device refrain from
collecting data. The computing device can indicate 1ts cur-
rent status to the user such that the user (and potentially
other surrounding individuals) can quickly verily that the
computing device has switched to the prohibited collection
mode as instructed. Providing the indication of the current
data collection mode can increase the user’s confidence 1n
his control over when the computing device collects data
(e.g., records audio or captures visual information) and
when the computing device 1s not permitted to do so. These
features may make the user may be more comiortable with
and/or trusting of the computing device, making 1t more
cllective, for example at performing personal assistant tasks.

The computing device can be configured to provide the
indication of the current data collection mode 1n a variety of
ways. As an example, the computer system can display a
graphic that describes or 1s indicative of the current data
collection mode of the computing device, for example as
described with reference to FIGS. SA and 3SB. Each data
collection mode can have an associated graphic, such that
the user of the computing device can identily the current
data collection mode based on the displayed graphic. As
another example, the computing device can be configured to
deactivate the screen such that the screen 1s Iree of a
graphical display to indicate the current data collection
mode. For instance, deactivating the screen can indicate that
the computing device 1s 1n the prohibited collection mode,
such that the user knows that the computing device 1s not
collecting information.

As another example feature that enables intelligent inter-
action with the user and other humans, in some implemen-
tations, the computing device can include one or more
physically manipulable components that enable the user to
casily alter the outward appearance of the device, for
example as described with reference to FIGS. 6 A through
6D, 9A, and 11A through 11C. As one example, the device
can include a first portion that can be selectively placed over
or removed to reveal a second portion of the device, thereby
acting as a “hood.” As another example, the second portion
of the device can be 1nsertable within the first portion so that
the second portion 1s no longer outwardly visible. These and
other similar interactions with the device can provide clear
social signals to other persons 1n the vicinity of the device.
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Thus, the user can quickly disconnect the artificial mtelli-
gence system from sensors and can show others that they
have done so.

Additional Disclosure

The technology discussed herein makes reference to serv-
ers, databases, software applications, and other computer-
based systems, as well as actions taken and information sent
to and from such systems. The inherent flexibility of com-
puter-based systems allows for a great variety of possible
configurations, combinations, and divisions of tasks and
functionality between and among components. For instance,
processes discussed herein can be implemented using a
single device or component or multiple devices or compo-
nents working in combination. Databases and applications
can be implemented on a single system or distributed across
multiple systems. Distributed components can operate
sequentially or in parallel.

While the present subject matter has been described in
detail with respect to various specific example embodiments
thereot, each example 1s provided by way of explanation,
not limitation of the disclosure. Those skilled 1n the art, upon
attaiming an understanding of the foregoing, can readily
produce alterations to, variations of, and equivalents to such
embodiments. Accordingly, the subject disclosure does not
preclude inclusion of such modifications, variations and/or
additions to the present subject matter as would be readily
apparent to one of ordinary skill in the art. For instance,
teatures 1llustrated or described as part of one embodiment
can be used with another embodiment to yield a still further
embodiment. Thus, it 1s intended that the present disclosure
cover such alterations, vanations, and equivalents.

What 1s claimed 1s:
1. A computing system, comprising:
a camera;
a light-emitting device having an adjustable direction of
emission;
an artificial intelligence system that comprises one or
more machine-learned models;
one or more processors; and
one or more non-transitory computer-readable media that
collectively store instructions that when executed by
the one or more processors cause the computing system
to:
obtain a query from a user;
obtain an 1mage ol a scene captured by the camera of
a computing device, wherein the scene comprises a
plurality of objects;
generate, by the artificial intelligence system and based
on the query and the image of the scene captured by
the camera, an attention output that describes at least
one region of the scene that includes a subject of a
processing operation performed by the artificial
intelligence system, wherein the attention output
indicates that the subject 1s responsive to the query,
wherein the subject comprises an object of the plu-
rality of objects selected based on the query; and
in response to generating the attention output;
adjust the direction of emission of the light-emitting
device relative to the computing device such that
the light-emitting device emits light onto or adja-
cent the at least one region of the scene that
includes the subject of the processing operation
performed by the artificial intelligence system;
and
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provide a plurality of focus indicators for display,
wherein the plurality of focus indicators indicate
outer bounds of the subject, and wherein the
plurality of focus indicators comprise a plurality
of emitted laser beams.

2. The computing system of claim 1, wherein the artificial
intelligence system comprises a machine-learned selection
model configured to receive the image of the scene and, in
response, provide the attention output that describes the at
least one region of the scene that includes the subject.

3. The computing system of claim 1, further comprising
an c¢longated, cylindrical body that houses the camera,
light-emitting device, artificial intelligence system, one or
more processors, and one or more non-transitory computer-
readable media.

4. The computing system of claim 1, wherein the one or
more machine-learned models comprise an object recogni-
tion model and the at least one region of the scene includes
at least one object recognized by the object recognition
model.

5. The computing system of claim 1, wherein the instruc-
tions further cause the computing system to adjust a direc-
tion of emission of the light relative to the computing system
such that the light continues to be emitted onto or adjacent
the at least one region of the scene that includes the subject
when the light-emitting device 1s moved relative to the
scene.

6. The computing system of claim 1, further comprising
a docking device configured to wirelessly communicate with
the one or more processors, the docking device comprising
a display screen.

7. The computing system of claim 1, wherein the opera-
tions further comprise:

determining a confidence value of the attention output;
and

providing a confidence signal associated with the confi-
dence value via at least one of a display screen, one or
more vibratory signals, or one or more auditory signals.

8. The computing system of claim 1, wherein the light
comprises one or more target indicators, wherein the one or
more target indicators are located on or near the subject.

9. The computing system of claam 1, wherein adjusting
the direction of emission of the light-emitting device relative
to the computing device comprises:

when the computing device 1s moved relative to the scene,
the direction of emission of the light-emitting device
relative to the computing device 1s adjusted such that
the light-emitting device continues to emit light onto or
adjacent the at least one region of the scene that
includes the subject of the processing operation per-
formed by the artificial intelligence system.

10. The computing system of claim 1, wherein the light
comprises a target indicator, wherein the target indicator 1s
associated with a central location of the subject of the
processing operation performed by the artificial intelligence
system.

11. A hand-held computing device, the device comprising;:

an elongated, cylindrical body having a first end and a
second end that 1s opposite the first end along a
longitudinal axis of the body;

a camera disposed adjacent the first end;

a light-emitting device disposed adjacent the camera at
the first end, wherein the light emitting device has an
adjustable direction of emission;

an artificial intelligence system that comprises one or
more machine-learned models;

one or more processors; and
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one or more non-transitory computer-readable media that
collectively store instructions that when executed by
the one or more processors cause the hand-held com-
puting device to:
obtain a query irom a user;
obtain an 1mage ol a scene captured by the camera,
wherein the scene comprises a plurality of objects;

generate, by the artificial intelligence system and based
on the query and the image of the scene captured by
the camera, an attention output that describes at least
one region of the scene that includes a subject of a
processing operation performed by the artificial
intelligence system, wherein the attention output
indicates that the subject 1s responsive to the query,
wherein the subject comprises an object of the plu-
rality of objects selected based on the query; and

in response to generating the attention output;

adjust the direction of emission of the light-emitting
device relative to the computing device such that the
light-emitting device emits light onto or adjacent the
at least one region of the scene that includes the
subject of the processing operation performed by the
artificial intelligence system; and

provide a plurality of focus indicators for display,
wherein the plurality of focus indicators indicate
outer bounds of the subject, and wherein the plurality
of focus indicators comprise a plurality of emitted
laser beams.

12. The device of claim 11, wheremn the elongated,
cylindrical body comprises a first portion and a second
portion, and wherein the second portion 1s moveable relative
to the first portion to switch between a permissible collection
mode and a prohibited collection mode; and

wherein the operations further comprise:
obtain data descriptive of a movement of the second

portion of the elongated, cylindrical body; and
switch from a prohibited collection mode to a permis-
sible collection mode.

13. The device of claim 11, wherein the elongated,
cylindrical body comprises two cylindrical portions of dii-
ferent diameters.

14. The device of claim 11, wheremn the elongated,
cylindrical body 1s an outer shell.

15. The device of claim 11, further comprising:

a docking device configured to be coupled with the
clongated, cylindrical body by folding the docking
device around the elongated, cylindrical body.

16. A computer-implemented method, the method com-

prising:
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obtaining, by a computing system comprising one or more

processors, a query irom a user;

obtaining, by the computing system, an 1image of a scene

captured by a camera of a computing device, wherein
the scene comprises a plurality of objects;

generating, by an artificial intelligence system and based

on the query and the image of the scene captured by the
camera, an attention output that describes at least one
region ol the scene that includes a subject of a pro-
cessing operation performed by the artificial intell:-
gence system, wherein the artificial intelligence system
comprises one or more machine-learned models,
wherein the attention output indicates that the subject 1s
responsive to the query, wherein the subject comprises
an object of the plurality of objects selected based on
the query; and

in response to generating the attention output;

adjusting, by the computing system, a direction of emis-

sion of a light-emitting device relative to the computing
device such that the light-emitting device emits light
onto or adjacent the at least one region of the scene that
includes the subject of the processing operation per-
formed by the artificial intelligence system; and
provide a plurality of focus indicators for display, wherein
the plurality of focus indicators indicate outer bounds
of the subject, and wherein the plurality of focus
indicators comprise a plurality of emaitted laser beams.

17. The method of claim 16, further comprising:

determiming, by the computing system, a confidence value

associated with the attention output; and

displaying, by the computing system, a confidence

graphic on a screen that graphically describes the
coniidence value, wherein the confidence graphic com-
prises at least one of a shape density, a color combi-
nation, or a shape movement characteristic that
describes the confidence value output by the machine-
learned model.

18. The method of claim 16, wherein the query comprises
a question; and wherein the attention output answers that
question.

19. The method of claim 16, wherein obtaining the query
from the user comprises:

obtaining, by the computing system, a plurality of face

images of a face of the user;

processing, by the computing system, the plurality of face

images with the artificial intelligence system to deter-
mine a query based on lip movements of the user.
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