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200 \
START

Display a first page of Preview ltems. 202

Classify the items in the list according to interest level of
the user viewing the results. 204

|dentify detailed information about those items that have a

correlation of interest above a predetermined threshold.
206

Automatically display internal and certain external item
detall pages for the selected items. 208

End

FIG. 2
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300 X

START

Collect images from camera and gaze detection, facial
recognition analysis. 302

Collect biometric data and analyze. 304

Listen to words spoken via microphone and use language
processing and sentiment analysis. 306

Analyze user profile (social media, manual requirements,
online history). 308

Correlate input data to user interest and sort the list of
items according to interest and non-interest. 310

End

FIG. 3
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1
SELECTING ITEMS OF INTEREST

BACKGROUND

Embodiments relate, generally, to the field of computing,
and more specifically to selection of an item from a list on

a webpage based on determination of a user’s interest 1n an
item.

It 1s very common for computer users to browse webpages

for information about a variety of aspects of daily life. The
vast amount of information available to the user 1s ire-
quently displayed 1n a list that requires filtering by the user.
The list usually includes previews of its contents that can be
used to learn more about the items on the list and assist the
user 1n this filtering. This preview information also typically
includes links that can be selected by the user to get more
details and make informed decisions about whether the 1tem
1s desired by the user.

SUMMARY
Embodiments of the present immvention disclose a com-
puter-implemented method for selecting items on a

webpage, including displaying a plurality of items to a user
on a first page on a display screen of an electronic device,
classitying each item of the plurality of 1items displayed on
the first page according to whether an item 1s of interest to
the user viewing the display screen, determining a correla-
tion factor between the user and each 1tem classified to be of
interest to the user, 1dentitying detailed information about at
least the first one of the plurality of items determined to have
a correlation factor above a predetermined threshold and
automatically displaying the identified detailed information
about a {irst one of the plurality of items without receiving
an mput indicating a selection of a first one of the plurality
of 1tems from a hand-operated imnput device.

In accordance with other embodiments, a computer pro-
gram product 1s provided for selecting 1tems on a webpage.
The computer program product comprises a computer read-
able storage device storing computer readable program code
embodied therewith, the computer readable program code
comprising program code executable by a computer to
perform a method. The method comprises displaying a
plurality of items to a user on a first page on a display screen
of an electronic device. Each item of the plurality of items
displayed on the first page 1s classified according to whether

an 1tem 1s of interest to the user viewing the display screen.
A correlation factor between the user and each 1tem classi-
fied to be of interest to the user 1s determined. The method
also 1includes, for at least the first one of the plurality of items
determined to have a correlation factor above a predeter-
mined threshold, identifying detailed information about a
first one of the plurality of items. The identified detailed
information about a first one of the plurality of items 1s
automatically displayed. The 1dentified detailed information
1s displayed without receiving an mput indicating a selection
of a first one of the plurality of 1tems from a hand-operated
input device.

In accordance with yet other embodiments, a computer
system 1s provided for selecting items on a webpage. The
computer system comprises one or more processors, one or
more computer-readable memories, one or more computer-
readable tangible storage media, and program instructions
stored on at least one of the one or more tangible storage
media for execution by at least one of the one or more
processors via at least one of the one or more memories. The
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2

computer system 1s capable of performing a method for
selecting 1items on a webpage.

This Summary 1s provided to introduce a selection of
concepts 1 a simplified form that are further described
below 1n the Detailed Description. This Summary 1s not
intended to identily key features or essential features of the

claimed subject matter, nor 1s 1t intended to be used as an aid
in determining the scope of the claimed subject matter.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 describes a block diagram of a computing system
that will be used to browse the Internet by a user, including
devices that will be used to learn characteristics from the
user according to an embodiment.

FIG. 2 shows a method for collecting information and
displaying a first webpage with a list of items, correlating the
user’s navigation ol the list with a set of characteristics
collected from the devices indicated in FIG. 1 as well as
other sources, and displaying a filtered list of items for the
user’s consideration according to an embodiment.

FIG. 3 shows a method used to process the user charac-
teristics according to an embodiment.

FIG. 4 shows an exemplary diagram depicting the custom
item selection process according to at least one embodiment:

FIG. 5 shows a block diagram of internal and external
components ol computers and servers depicted i FIG. 1
according to at least one embodiment.

FIG. 6 depicts a cloud computing environment according,
to an embodiment of the present invention.

FIG. 7 depicts abstraction model layers according to an
embodiment of the present invention.

DETAILED DESCRIPTION

Finding information online can entail a rather laborious
manual effort from the user. While a general search can be
simple, this may result in the generation of a large and
multi-paged list of items that must be filtered further. The
user must select the desired items from the list, which
frequently displays a preview of the items with a link to find
more details about the selected item. In a given search, users
may view many items to learn more and potentially compare
them (both inside and outside the website) before deciding
on a course of action. That makes this manual eflort not only
a greater mnconvenience but also makes the experience more
time consuming. Another aspect of known methods 1s that
the use of at least one hand 1s required to select a displayed
item of interest, €.g., to move a mouse, move a finger on a
track pad, or otherwise provide physical contact to an input
device. This aspect maybe a disadvantage for a user who 1s
unable to use his or her hands either because of paralysis,
pain, or simply because the person’s hands are simultane-
ously being used for another purpose. One way to ease this
burden 1s to make the system cognizant of a user’s specific
interests 1 a personalized and unique way so that the user
has a faster and more convenient experience.

According to one embodiment, a user wants to buy an
audio surround sound speaker system and navigates to a
retailer’s website. He starts browsing various speaker sys-
tems that are available for purchase and selects a category of
speaker systems which displays twenty speaker systems on
the first page and there are many more subsequent pages.
The web page may display an icon, thumbnail image, text,
or some combination as a preview for each item (“preview
item”). The preview 1tems may be displayed on the web page
in rows of four or five as one example. On the first page, the
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user does not like the first two speaker systems that are
shown 1n a particular row but does like the third option 1n the
same or another row. The website 1s configured so that when
a user clicks the preview item of interest, 1.e. the third 1item,
product details for the 1item of interest are displayed to him
on a separate screen. According to various embodiments, the
product details page for the 1tem of interest 1s dynamically
displayed. In addition, further product details are obtained
from sources other than the web site the user 1s viewing, e.g.
external websites, may be obtained and displayed. In various
embodiments, a determination of the user’s level of interest
in a displayed preview item may take into account external
tactors (Io'T devices and pattern history in conjunction with
big data sources). Advantageously, the user does not need
use his or her hands to select any link or external website
when he or she 1s iterested 1n an 1tem.

Embodiments of the present invention may be a system,
a method, and/or a computer program product at any pos-
sible technical detail level of integration. The computer
program product may include a computer readable storage
medium (or media) having computer readable program
instructions thereon for causing a processor to carry out
aspects of the present mvention.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an
instruction execution device. The computer readable storage
medium may be, for example, but 1s not limited to, an
clectronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium includes
the following: a portable computer diskette, a hard disk, a
random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium, as used herein,
1s not to be construed as being transitory signals per se, such
as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-
guide or other transmission media (e.g., light pulses passing
through a fiber-optic cable), or electrical signals transmitted
through a wire.

Computer readable program instructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network,
for example, the Internet, a local area network, a wide area
network and/or a wireless network. The network may com-
prise copper transmission cables, optical transmission fibers,
wireless transmission, routers, firewalls, switches, gateway
computers and/or edge servers. A network adapter card or
network interface 1n each computing/processing device
receives computer readable program instructions from the
network and forwards the computer readable program
istructions for storage i a computer readable storage
medium within the respective computing/processing device.

Computer readable program instructions for carrying out
operations of the present invention may be assembler
instructions, instruction-set-architecture (ISA) instructions,
machine instructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, con-
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4

figuration data for integrated circuitry, or etther source code
or object code written 1n any combination of one or more
programming languages, including an object oriented pro-
gramming language such as Smalltalk, C++, or the like, and
procedural programming languages, such as the “C” pro-
gramming language or similar programming languages. The
computer readable program instructions may execute
entirely on the user’s computer, partly on the user’s com-
puter, as a stand-alone software package, partly on the user’s
computer and partly on a remote computer or entirely on the
remote computer or server. In the latter scenario, the remote
computer may be connected to the user’s computer through
any type of network, including a local area network (LAN)
or a wide area network (WAN), or the connection may be
made to an external computer (for example, through the
Internet using an Internet Service Provider). In some
embodiments, electronic circuitry including, for example,
programmable logic circuitry, field-programmable gate
arrays (FPGA), or programmable logic arrays (PLA) may
execute the computer readable program instructions by
utilizing state information of the computer readable program
instructions to personalize the electronic circuitry, 1n order to
perform aspects of the present invention.

Aspects of the present invention are described herein with
reference to flowchart 1llustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the mvention. It will be
understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks in the
flowchart 1llustrations and/or block diagrams, can be 1mple-
mented by computer readable program instructions.

These computer readable program instructions may be
provided to a processor of a computer, or other program-
mable data processing apparatus to produce a machine, such
that the mstructions, which execute via the processor of the
computer or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function 1n a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
istructions which implement aspects of the function/act
specified 1n the flowchart and/or block diagram block or
blocks.

The computer readable program instructions may also be
loaded onto a computer, other programmable data process-
ing apparatus, or other device to cause a series ol operational
steps to be performed on the computer, other programmable
apparatus or other device to produce a computer 1mple-
mented process, such that the instructions which execute on
the computer, other programmable apparatus, or other
device implement the functions/acts specified in the flow-
chart and/or block diagram block or blocks.

The flowchart and block diagrams 1n the Figures illustrate
the architecture, functionality, and operation ol possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block 1n the flowchart
or block diagrams may represent a module, segment, or
portion ol instructions, which comprises one or more
executable 1nstructions for implementing the specified logi-
cal function(s). In some alternative implementations, the
functions noted 1n the blocks may occur out of the order
noted 1n the Figures. For example, two blocks shown in
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succession may, in fact, be accomplished as one step,
executed concurrently, substantially concurrently, 1n a par-
tially or wholly temporally overlapping manner, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality involved. It will also be
noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks i1n the block dia-
grams and/or flowchart illustration, can be implemented by
special purpose hardware-based systems that perform the
specified functions or acts or carry out combinations of
special purpose hardware and computer instructions.

Referring now to FIG. 1, a block diagram of a computing,
system that may be used to browse the Internet by a user 1s
described, including devices that may be used to learn
characteristics from the user according to at least one
embodiment. The networked computer environment 100
may include a client computing device 102 and web servers
110, 120, 130, interconnected via a communication network
140. According to at least one implementation, the net-
worked computer environment 100 may include a plurality
of client computing devices 102 of which only one 1s shown
for 1llustrative brevity.

The commumnication network 140 may include various
types of communication networks, such as a wide area
network (WAN), local area network (LAN), a telecommu-
nication network, a wireless network, a public switched
network and/or a satellite network. The communication
network 140 may include connections, such as wire, wire-
less communication links, or fiber optic cables. It may be
appreciated that FIG. 1 provides only an illustration of one
implementation and does not imply any limitations with
regard to the environments 1n which different embodiments
may be implemented. Many modifications to the depicted
environments may be made based on design and implemen-
tation requirements.

Client computing device 102 may include a web browser
106 displaying a internal website and commumnicating with
the web servers 110, 120, 130 via the communication
network 140, in accordance with one embodiment of the
invention. Client computing device 102 may be, {for
example, a mobile device, a telephone, a personal digital
assistant, a netbook, a laptop computer, a tablet computer, a
desktop computer, or any type of computing device capable
of running a program and accessing a network. As will be
discussed with reference to FIG. 5, the client computing
device 102 may include internal components 502a and
external components 504a, respectively.

The web server 110 may be a laptop computer, netbook
computer, personal computer (PC), a desktop computer, or
any programmable electronic device or any network of
programmable electronic devices capable of hosting and
running the custom selection program 112 and a database
114. The web servers 120, 130 may be a laptop computer,
netbook computer, personal computer (PC), a desktop com-
puter, or any programmable electronic device or any net-
work of programmable electronic devices capable of hosting
and running the website server software 122, 132. The web
servers 110, 120, 130 communicate with the client comput-
ing device 102 via the communication network 140, in
accordance with embodiments of the invention. As will be
discussed with reference to FIG. 5, the web servers 110, 120,
130 may each include mternal components 5025 and exter-
nal components 5045, respectively. As will be discussed
with reference to FIGS. 6 and 7, the web servers 110, 120,
130 may also operate 1n a cloud computing service model,
such as Software as a Service (SaaS), Platform as a Service
(PaaS), or Infrastructure as a Service (IaaS). The web servers
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6

110, 120, 130 may also be located 1n a cloud computing
deployment model, such as a private cloud, community
cloud, public cloud, or hybnd cloud.

According to the present embodiment, the custom selec-
tion program 112 may be a program capable of determiming
the mterest of a user 1n an 1tem based on eye detection and
facial recognmition, biometric data, sentiment from words
spoken and user history such as social media profiles and
posts or manually entered requirement. The custom selec-
tion process 1s explained 1n further detail below with respect
to FIG. 2.

Referring to FIG. 2, an operational flowchart illustrating
a custom 1tem selection process 200 1s depicted according to
at least one embodiment. At 202, user conducts a search for
information with the web browser 106 on the client com-
puting device 102. The web browser 106 1s connected to the
web server 120 and the user performs a search of the website
server software 122 to display a first page of items, the
results of the search. It should be appreciated that it 1s not
essential that the first page of preview 1tems be displayed 1n
response to a web browser search of websites. For example,
the first page of preview 1tems may be displayed 1n response
to an 1nternal search of a particular website. In addition, the
first page of preview 1tems may be displayed 1n response to
another command, such as selecting a category of items.

At 204, an interest level of the user 1n the 1items on the first
page 1s determined. According to one embodiment, the
custom 1tem selection program 112 interfaces with a camera
to collect images of the user to detect eye and body move-
ments of the user and conduct facial recognition that may
indicate interest of the user 1n certain items within the list of
results. Once interest 1s indicated by the user, additional
analysis techniques which are explaimned in further detail
below with respect to FIG. 3 are employed, such as analysis
of biometric data collected from a smart device on a user,
language processing and sentiment analysis of words spoken
by the user that are detected by a microphone and analysis
of the available online history of the user, including social
media posts and profiles, specific desires or requirements
entered manually by a user as well as Internet browsing
history. The custom item selection program 112 processes
these mputs and classifies the items in the first page of
results according to user interest.

At 206, detailed information about one or more of the
items that have been classified to be of 1nterest to the user 1s
identified. Detailed information for items classified to be of
interest to the user may be determined for items having a
correlation factor above a predetermined threshold. As one
example of a correlation factor, a Pearson correlation may be
calculated for the positively classified 1tems from 204. The
Pearson correlation may be used to establish a correlation
between a user and an item to determine the association
between the user and their interest in the item. Detailed
information 1s identified for only those items that have a
correlation factor above a predetermined threshold. A Pear-
son correlation coeflicient has a value between +1 and -1,
where 1 1s total positive linear correlation, O 1s no linear
correlation, and -1 1s total negative linear correlation. As
one example, the predetermined threshold may be +0.1.

Identifying detailed information for an item includes
identifying any product details page linked to the presenta-
tion 1tem displayed on the first web page. In addition, the
identifying detailed information may include searching vari-
ous data sources, like social media and web sites containing
information on the item. In one embodiment, the custom
item selection program 112 may interface with a program
that systematically searches the Internet, known as a “web
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crawler”, to find one or more appropriate web servers 130
from which 1t will pull information about the items.

Operation 206 may include deriving specific types of
details about the item that should be identified for the
classified items having a correlation factor above a prede-
termined threshold. The specific types of details to be
derived may be based on the type of item or a user profile
or both. The derived information may be compared with the
information on a predefined item details page. If any part or
subset of the derived information 1s missing on the item
details page, an Internet search may be performed to obtain
the missing information. For example, a user may be looking,
for a specific feature of the items, such as a mobile phone
that has a dual SIM, and that information 1s not available on
the default 1item details screen. The custom 1tem selection
program 112 could i1dentify the desired feature using natural
language processing techniques and perform a web search as
described. Additional description information from the top 3
websites which 1s missing in the default product details page
could be combined and appended to the product description
in the default product details page.

At 208, the custom i1tem selection program 112 automati-
cally displays the detailed information about a first one of a
plurality of items identified 1n 206. The 1dentified detailed
information may be displayed without receiving an input
indicating a selection of a first one of the plurality of items
from a hand-operated mput device. If it 1s determined that
the user 1s interested 1n a specific item, that will trigger
display of the detailed information page. Optionally, exter-
nal websites contaiming relevant detailed information may
also be displayed. As new data becomes available, the
system may automatically update the display of detailed
information so that the data 1s most current.

Referring to FIG. 3, an operational flowchart 1llustrating
a process 300 for classifying each item of a plurality of items
displayed on a first page according to whether an 1tem 1s of
interest to the user viewing the display screen 1s depicted
according to at least one embodiment. The process 300 may
correspond with operation 204. At 302, the custom item
selection program 112 may interface with a camera to
acquire 1mages of the user such that the user’s interest 1in the
current item 1n the search results can be determined. In some
embodiments, two or more cameras may be employed, e.g.,
a first camera built mnto a computer and a second camera
separate from the computer, e.g., an Internet-of-Things
(“IoT”) device having a camera. Two or more cameras may
be used to capture views from different angles or distances,
or different portions of a user. For example, one camera may
capture a user’s face and a second camera may capture a
user’s torso and arms. Images captured by the one or more
cameras may be used to analyze one or more of a facial
expression, an eye movement, or a body movement of the
user in the one or more 1mages of the user captured at a first
time.

In various embodiments, captured 1mages may be ana-
lyzed to detect the presence of a human face and to 1dentily
individuals. A machine learning-based face detection algo-
rithm may be employed. The orientation of the face and
particular facial features such as eyes, eyebrows, nose, and
mouth may be i1dentified. A determined orientation of the
face may be used to determine whether the user i1s looking
at the display or elsewhere. Eye tracking techniques may be
used to determine which item on the screen the user i1s
looking along at at a particular point in time. The 1tem on the
screen the user 1s looking at at a particular point in time may
be referred to as a “current” item. Image analysis of the
user’s eyes with respect to a current 1image may also be used

10

15

20

25

30

35

40

45

50

55

60

65

8

to determine the duration of the user’s gaze and whether the
user’s pupils are dilated, either of which may indicate
interest. Image analysis of a current 1mage may also be used
to determine whether the user’s facial expression corre-
sponds with interest in the current 1item. Image analysis may
be used to determine if a user’s gaze 1s directed to a
particular 1mage more than one time. Like longer view
duration, a user who focuses on a same i1tem two or more
times, e.g. repeated views, 1n either a single or two or more
viewing sessions, may be taken as an indication of user
interest 1n the item.

Real-time gesture analysis may also be performed via a
combination of one or more of edge detection, skin detec-
tion, and skeletal-based algorithms to determine if the user
has an 1nterest 1n the current item based on a body movement
or gesture of the user. A direction toward which a user 1s
facing may be determined. Gestures of the user may be
determined from the captured images. As one example,
distance and orientation of the user’s body relative to the
display may be determined. For example, 1t may be inferred
that the user 1s 1nterested in an 1tem the user 1s focused on
(as determined by eye tracking) from a user’s body, e.g.,
torso, leaning closer to or away from the display. A user’s
posture may indicate interest. As another example, a gesture
of the head or face may be determined, e.g., a hand or head
motion. For example, a user may nod or move their head
from side to side. A user may make a motion toward the item
with her hand. A gesture may include both the head and face.
This type of gesture may be referred to in the art as
“hand-over-face” gestures. Hand-over-face gestures may
take hand shape, hand action, and a facial region 1nto
account. Hand-over-face gestures may serve as aflective
clues. For example, a hand placed to various points on the
face, 1n various configurations may indicate choosing, think-
ing, evaluating, interest/evaluation, evaluation/skepticism,
deception or suspicion or boredom with an item being
viewed. See Interpreting Hand-Over-Face Gestures,
Mahmoud, Marwa; Robinson, Peter, Umversity of Cam-
bridge, 2011. For instance, a user stroking his chin using his
index finger and thumb may indicate choosing, which may
be used to infer interest. Any analysis results may be stored
in the database 114 for use 1n determining positive or
negative interest in future items or whether a current 1item 1s
ol interest to the user.

At 304, the custom 1item selection program 112 may
utilize mobile or wearable devices such as a smartphone or
a smartwatch that can provide certain biometric data (e.g.,
temperature or heartbeat) such that the user’s reaction to the
current 1tem 1n the search results can be determined. In an
embodiment, a wearable electronic device may communi-
cate with another computing device (e.g., via Bluetooth or
wireless connection). For example, a sudden increase 1n the
user’s heart rate may indicate excitement for the current
item. Any analysis results, including the time the biometric
data was captured, may be stored in the database 114 for
assistance in determining positive or negative interest in
future 1tems or for use 1n the interest level calculation. The
biometric data analysis results may be used in the classifi-
cation of each i1tem of the plurality of items displayed on the
first page to determine whether a current 1tem 1s of 1nterest
to the user.

At 306, the custom 1tem selection program 112 may
interface with a microphone to determine if the user has
spoken any words or made any sounds such that the user’s
interest in the current item can be determined. For example,
any parallel conversations (over phone or 1n person) while
browsing could be analyzed. Natural language processing
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(“NLP”) techniques may be used to convert the speech to
text and sentiment analysis could then be used on the text to
assess whether the context of the conversation relates to a
current item. If 1t 1s determined via eye tracking that the user
1s Tocused on a particular item and, at substantially the same
time, the user talks about the item with another person
nearby or on the phone, the user’s interest in the item may
be inferred, depending on the meaning and sentiment of the
spoken language, “this looks interesting.” It 1s not required
that the words uttered by a user be spoken to another person;
the user may talk to herself. Sentiment analysis of spoken
words may include volume and tone of the speaker. Any
analysis results may be stored in the database 114 for use 1n
determining positive or negative interest 1n future items or
whether a current item 1s of interest to the user.

At 308, the custom item selection program 112 may
interface with web servers to find an online history of the
user. Examples of available online historical data are pur-
chase history (the user has bought a particular product or
type of products more frequently), item category/attributes
(the user only considers buying electronic devices that have
fingerprint support), social network posts or profiles (the
user blogged or shared interest in a product over his/her
social network), IoT data (an IoT server in the cloud may
have information on what the user 1s interested 1n, based on
the data from his/her smart home and office). This online
historical data for the user may be analyzed and combined
to generate a user proflle containing a history of items
purchased or viewed by the user, and interests of the user
determined from social media. The profile data of the user
may be analyzed to determine product category or attribute
requirements of the user. Any analysis results may be stored
in the database 114 for use 1n determining positive or
negative 1mterest 1 future 1tems or whether a current item 1s
ol interest to the user.

At 310, each item of the plurality of 1tems displayed on
the first page 1s classified according to whether an 1tem 1s of
interest to the user 1s based on a machine learning classifi-
cation model that predicts interest of a user 1n each of the
plurality of items. One or more of the following machine
learning algorithms may be used: logistic regression, naive
Bayes, support vector machines, artificial neural networks,
and random {forests. In an embodiment, an ensemble learn-
ing technique 1s employed that uses multiple machine leamn-
ing algorithms together to assure better prediction when
compared with the prediction of a single machine learning
algorithm. The training data for the machine learning algo-
rithms may be collected from a single user. The machine
learning models may be used to determine a user’s 1nterest
in an 1tem 1n a personal, customized way to account for the
individual differences that exist in how people choose. In
some embodiments, training data 1s collected from a group
of users. In either case, traiming data 1s not collected unless
the user consents. The training data may include some or all
of the data collected 1n operations 302, 304, 306, and 308 of
process 300. The classification may be utilized to boost the
Pearson correlation score that 1s determined in 206 as to
whether a user will be mterested 1n an 1tem and seeing the
tull item details. The classification results may be stored 1n
the database 114 so that the data 1s most current, and the
output would always be up to date.

Referring now to FIG. 4, a diagram showing examples of
components or modules of a custom 1tem selection process,
¢.g., custom item selection program 112, and hardware
components according to at least one embodiment. Accord-
ing to one embodiment, the custom item selection program
112 may include correlation of inputs to user interest module
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424 which utilizes supervised machine learning 430 to
determine user interest 1 a list of i1tems based on two
calculations: classification of an item 1nto interested and not
interested categories 426 and determination of a correlation
factor 428, ¢.g., a Pearson correlation factor. In one embodi-
ment, the custom item selection program 112 may use the
facial recognition algorithms and analysis of eye and body
movements 402 described above with respect to operation
302. The custom 1tem selection program 112 may also
monitor biometric data of the user 406 as described above
with respect to operation 304. The custom item selection
program 112 may also analyze words spoken by the user for
sentiment or through language processing 412 as described
above with respect to operation 306. The custom item
selection program 112 may use user profile data 416 as
described above with respect to operation 308. The custom
item selection program 112 may utilize a camera 404 to take
images ol the user for use in the analysis of eye and body
movements 402. For instance, the user may indicate interest
in an 1tem based on where they look or certain gestures and
expressions. The custom item selection program 112 may
utilize a smartphone 408 and/or smartwatch 410 to retrieve
the user’s biometric data 406. For instance, the user may
indicate interest 1n an 1tem based on an elevation in heart rate
or breathing. The custom 1tem selection program 112 may
also utilize a microphone 414 to listen to words spoken by
a user. For 1nstance, a user may indicate interest in an item
through an audible sound or with certain words. The custom
item selection program 112 may also utilize online browsing
history 418, any preferences or requirements entered manu-
ally 418 or social media posts or profiles 420. For instance,
the user may have indicated interest in an 1tem through their
previous online activity. Classification 426 and the correla-
tion factor 428 components use the above information to
determine whether an item 1s of interest to the user as
described above with respect to operations 206 and 308. For
instance, a user may verbalize that they like a given 1tem and
also have an elevated heart rate when they view that item.
The custom item selection program 112 may classity the
given 1tem as of interest to the user and calculate a Pearson
correlation factor that 1s above a threshold.

Retferring to FIG. 5, a block diagram 1s shown of the
internal and external components of the client computing
device 102, the internal web server 110 and external web
server 120 depicted 1n FIG. 1 1n accordance with an embodi-
ment of the present imnvention. It should be appreciated that
FIG. 5 provides only an 1illustration of one implementation
and does not mmply any limitations with regard to the
environments in which different embodiments may be
implemented. Many modifications to the depicted environ-
ments may be made based on design and implementation
requirements.

The data processing system 502, 504 is representative of
any electronic device capable of executing machine-read-
able program instructions. The data processing system 502,
504 may be representative of a smartphone, a computer
system, PDA, or other electronic devices. Examples of
computing systems, environments, and/or configurations
that may represented by the data processing system 502, 504
include, but are not limited to, personal computer systems,
server computer systems, thin clients, thick clients, hand-
held or laptop devices, multiprocessor systems, micropro-
cessor-based systems, network PCs, minicomputer systems,
and distributed cloud computing environments that include
any of the above systems or devices.

The client computing device 102, the internal web server
112 and the external web server 120 may include respective
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sets of internal components 502a, b and external components
504q,b illustrated in FIG. 5. Each of the sets of internal
components 302 include one or more processors 320, one or
more computer-readable RAMs 522, and one or more com-
puter-readable ROMs 524 on one or more buses 526, and
one or more operating systems 528 and one or more com-
puter-readable tangible storage devices 330. The one or
more operating systems 528, the web browser 106 and the
custom selection program 110A 1n the client computing
device 102, the custom selection program 110B 1in the
internal web server 112 and the website server software 124
are stored on one or more of the respective computer-
readable tangible storage devices 530 for execution by one
or more of the respective processors 520 via one or more of
the respective RAMs 3522 (which typically include cache
memory). In the embodiment 1llustrated 1n FIG. 5, each of
the computer-readable tangible storage devices 330 1s a
magnetic disk storage device of an internal hard dnive.
Alternatively, each of the computer-readable tangible stor-
age devices 330 1s a semiconductor storage device such as

ROM 524, EPROM, flash memory or any other computer-

readable tangible storage device that can store a computer
program and digital information.

Each set of internal components 502q, b also includes an
R/W drive or mterface 532 to read from and write to one or
more portable computer-readable tangible storage devices
538 such as a CD-ROM, DVD, memory stick, magnetic
tape, magnetic disk, optical disk or semiconductor storage
device. A software program, such as the custom selection
program 112 can be stored on one or more of the respective
portable computer-readable tangible storage devices 538,
read via the respective R/W drive or interface 532 and
loaded 1nto the respective hard drive 330.

Each set of iternal components 502q,6 also includes
network adapters or mtertfaces 536 such as a TCP/IP adapter
cards, wireless Wi-F1 interface cards, or 3G or 4G wireless
interface cards or other wired or wireless communication
links. The web browser 106 1n the client computing device
102, the custom selection program 112 in the internal web
server computer 110 and the website server software 122 1n

the external web server computer 120 can communicate with
external computers via a network (for example, the Internet,
a local area network or other, wide area network) and
respective network adapters or interfaces 336. From the
network adapters or interfaces 536, the web browser 106 in
the client computing device 102, the custom selection pro-
gram 112 in the internal web server computerl10 and the
website server software 122 1n the external web server 120
are loaded 1nto the respective hard drive 530. The network
may comprise copper wires, optical fibers, wireless trans-
mission, routers, firewalls, switches, gateway computers
and/or edge servers.

Each of the sets of external components 504a,b can
include a computer display monitor 544, a keyboard 542,
and a computer mouse 534. External components 504a,b can
also include touch screens, virtual keyboards, touch pads,
pointing devices, and other human interface devices. Each of
the sets of mnternal components 502q,b also includes device
drivers 340 to interface to computer display monitor 544,
keyboard 542, and computer mouse 334, as well as a camera
546 and microphone 548. The device drivers 340, R/W drive
or interface 532, and network adapter or interface 536
comprise hardware and software (stored 1n storage device
530 and/or ROM 524). It should be understood that the

keyboard 544, mouse 534, a touch screen, touchpad or any
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other device that a user would operate by hand to provide
input to the computer may collectively be known as “hand-
operated input devices.”

It 1s to be understood that although this disclosure
includes a detailed description on cloud computing, imple-
mentation of the teachings recited herein are not limited to
a cloud computing environment. Rather, embodiments of the
present 1nvention are capable of being implemented in
conjunction with any other type of computing environment
now known or later developed.

Cloud computing 1s a model of service delivery for
enabling convenient, on-demand network access to a shared
pool of configurable computing resources (e.g., networks,
network bandwidth, servers, processing, memory, storage,
applications, virtual machines, and services) that can be
rapidly provisioned and released with minimal management
ellort or interaction with a provider of the service. This cloud
model may include at least five characteristics, at least three
service models, and at least four deployment models.

Characteristics are as follows:

On-demand self-service: a cloud consumer can unilater-
ally provision computing capabilities, such as server time
and network storage, as needed automatically without
requiring human interaction with the service’s provider.

Broad network access: capabilities are available over a
network and accessed through standard mechanisms that
promote use by heterogeneous thin or thick client platforms
(e.g., mobile phones, laptops, and PDAs).

Resource pooling: the provider’s computing resources are
pooled to serve multiple consumers using a multi-tenant
model, with different physical and virtual resources dynami-
cally assigned and reassigned according to demand. There 1s
a sense ol location independence in that the consumer
generally has no control or knowledge over the exact
location of the provided resources but may be able to specity
location at a higher level of abstraction (e.g., country, state,
or datacenter).

Rapid elasticity: capabilities can be rapidly and elastically
provisioned, 1n some cases automatically, to quickly scale
out and rapidly released to quickly scale 1n. To the consumer,
the capabilities available for provisioning often appear to be
unlimited and can be purchased 1n any quantity at any time.

Measured service: cloud systems automatically control
and optimize resource use by leveraging a metering capa-
bility at some level of abstraction appropriate to the type of
service (e.g., storage, processing, bandwidth, and active user
accounts ). Resource usage can be monitored, controlled, and
reported, providing transparency for both the provider and
consumer of the utilized service.

Service Models are as follows:

Software as a Service (SaaS): the capability provided to
the consumer 1s to use the provider’s applications runnming on
a cloud infrastructure. The applications are accessible from
various client devices through a thin client interface such as
a web browser (e.g., web-based e-mail). The consumer does
not manage or control the underlying cloud infrastructure
including network, servers, operating systems, storage, or
even 1mdividual application capabilities, with the possible
exception of limited user-specific application configuration
settings.

Platform as a Service (PaaS): the capability provided to
the consumer 1s to deploy onto the cloud infrastructure
consumer-created or acquired applications created using
programming languages and tools supported by the provider.
The consumer does not manage or control the underlying
cloud infrastructure including networks, servers, operating
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systems, or storage, but has control over the deploved
applications and possibly application hosting environment
configurations.

Infrastructure as a Service (IaaS): the capability provided
to the consumer 1s to provision processing, storage, net-
works, and other fundamental computing resources where
the consumer 1s able to deploy and run arbitrary software,
which can include operating systems and applications. The
consumer does not manage or control the underlying cloud
infrastructure but has control over operating systems, stor-
age, deployed applications, and possibly limited control of
select networking components (e.g., host firewalls).

Deployment Models are as follows:

Private cloud: the cloud infrastructure 1s operated solely
for an organization. It may be managed by the organization
or a third party and may exist on-premises or oil-premises.

Community cloud: the cloud infrastructure 1s shared by
several organizations and supports a specific community that
has shared concerns (e.g., mission, security requirements,
policy, and compliance considerations). It may be managed
by the organizations or a third party and may exist on-
premises or oll-premises.

Public cloud: the cloud infrastructure 1s made available to
the general public or a large industry group and 1s owned by
an organization selling cloud services.

Hybrid cloud: the cloud infrastructure 1s a composition of
two or more clouds (private, community, or public) that
remain unique entities but are bound together by standard-
1zed or proprietary technology that enables data and appli-
cation portability (e.g., cloud bursting for load-balancing
between clouds).

A cloud computing environment 1s service oriented with
a focus on statelessness, low coupling, modularity, and

semantic interoperability. At the heart of cloud computing 1s
an infrastructure that includes a network of interconnected
nodes.

Referring now to FIG. 6, illustrative cloud computing
environment 650 1s depicted. As shown, cloud computing
environment 650 includes one or more cloud computing
nodes 610 with which local computing devices used by
cloud consumers, such as, for example, personal digital
assistant (PDA) or cellular telephone 654A, desktop com-
puter 6548, laptop computer 654C, and/or automobile com-
puter system 654N may communicate. Nodes 610 may
communicate with one another. They may be grouped (not
shown) physically or virtually, in one or more networks,
such as Private, Community, Public, or Hybrid clouds as
described hereinabove, or a combination thereof. This
allows cloud computing environment 650 to ofler infrastruc-
ture, platforms and/or software as services for which a cloud
consumer does not need to maintain resources on a local
computing device. It 1s understood that the types of com-
puting devices 6534 A-N shown 1 FIG. 6 are intended to be
illustrative only and that computing nodes 610 and cloud
computing environment 650 can communicate with any type
of computerized device over any type of network and/or
network addressable connection (e.g., using a web browser).

Referring now to FIG. 7, a set of functional abstraction
layers provided by cloud computing environment 650 (FIG.
6) 1s shown. It should be understood in advance that the
components, layers, and functions shown i FIG. 7 are
intended to be illustrative only and embodiments of the
invention are not limited thereto. As depicted, the following
layers and corresponding functions are provided:

Hardware and software layer 710 includes hardware and
software components. Examples of hardware components
include: mainframes 711; RISC (Reduced Instruction Set
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Computer) architecture based servers 712; servers 713;
blade servers 714; storage devices 715; and networks and
networking components 716. In some embodiments, soft-
ware components iclude network application server soft-
ware 717 and database software 718.

Virtualization layer 730 provides an abstraction layer
from which the following examples of virtual entities may
be provided: virtual servers 731; virtual storage 732; virtual
networks 733, including virtual private networks; virtual
applications and operating systems 734; and virtual clients
735.

In one example, management layer 750 may provide the
functions described below. Resource provisioning 751 pro-
vides dynamic procurement of computing resources and
other resources that are utilized to perform tasks within the
cloud computing environment. Metering and Pricing 752
provide cost tracking as resources are utilized within the
cloud computing environment, and billing or 1nvoicing for
consumption ol these resources. In one example, these
resources may include application soitware licenses. Secu-
rity provides identity vernification for cloud consumers and
tasks, as well as protection for data and other resources. User
portal 753 provides access to the cloud computing environ-
ment for consumers and system administrators. Service level
management 754 provides cloud computing resource allo-
cation and management such that required service levels are
met. Service Level Agreement (SLA) planning and fulfill-
ment 755 provide pre-arrangement for, and procurement of,
cloud computing resources for which a future requirement 1s
anticipated 1n accordance with an SLA.

Workloads layer 770 provides examples of functionality
for which the cloud computing environment may be utilized.
Examples of workloads and functions which may be pro-
vided from this layer include: mapping and navigation 771;
soltware development and lifecycle management 772; vir-
tual classroom education delivery 773; data analytics pro-
cessing 774; transaction processing 775; and custom i1tem
selection 776. Custom 1tem selection 776 may relate to
selection and automatic display of information relevant to
items based on interest level determined from user data,
including available 1mages, biometric data, spoken words or
user history.

The descriptions of the various embodiments of the
present invention have been presented for purposes of
illustration but are not intended to be exhaustive or limited
to the embodiments disclosed. Many modifications and
variations will be apparent to those of ordinary skill 1in the
art without departing from the scope of the described
embodiments. The terminology used herein was chosen to
best explain the principles of the embodiments, the practical
application or techmnical improvement over technologies
found in the marketplace, or to enable others of ordinary
skill in the art to understand the embodiments disclosed
herein.

What 1s claimed 1s:

1. A computer-implemented method for selecting 1tems on
a webpage, the method comprising:

displaying a plurality of 1tems to a user on a first page on

a display screen of an electronic device;
determining whether an 1tem 1s interesting to the user by
analyzing physical characteristics of the user;
classitying each item of the plurality of items displayed
on the first page based on a determined 1nterest to the
user;
determining a correlation factor between the user and the
item when the 1tem 1s classified as interesting to the
user;
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for at least the first one of the plurality of items deter-
mined to have a correlation factor above a predeter-
mined threshold, identitying detailed information about
a first one of the plurality of 1items; and

automatically displaying the identified detailed informa-
tion about a first one of the plurality of items without
receiving an input indicating a selection of a first one of
the plurality of items from a hand-operated input
device.

2. The method of claim 1 wherein the analyzing the
physical characteristics of the user further comprises:

capturing one or more 1mages of the user with a camera;
and

identifying user interest from the one or more 1images of
the user, wherein the physical characteristics of the user
include at least one of a group consisting of: a facial
expression of the user, an eye movement of the user,
and a body movement of the user.

3. The method of claim 1 wherein the analyzing the
physical characteristics of the user further comprises:

recording audio from the user with a microphone; and

identifying user interest from recorded audio using natural
language processing and sentiment analysis, wherein
the physical characteristics of the user include words
from the user or audible sounds from the user.

4. The method of claim 1 wherein the analyzing the
physical characteristics of the user further comprises:

capturing biometric data from the user at the first time;
and

identifying user interest from the biometric data captured
at the first time.

5. The method of claiam 1 wheremn the determiming

whether the 1s 1nteresting to the user further comprises:
obtaining profile data of the user, wherein the profile data
1s selected from a group consisting of: a history of 1tems
purchased or viewed by the user, interests of the user
determined from social media, product category
requirements, and attribute requirements of the user;
and

identifying user interest from the profile data of the user.

6. The method of claam 1 wherein the classitying each
item of the plurality of items displayed on the first page
based on the determined interest to the user 1s based on a
machine learning classification model that predicts interest
of the user 1n each 1tem of the plurality of items.

7. The method of claim 1 wherein the determining a
correlation factor between the user and each item classified
as 1nteresting to the user includes calculating a Pearson
correlation factor between the user and the 1tem classified as
interesting to the user.

8. The method of claim 1 wherein the webpage 1s included
in a first website and the identified detailed information
includes detailed information from the first website along
with detailed information collected from a second web site
about the first one of the plurality of items.

9. A computer program product for making personalized
selections from a list of search items on a webpage, the
computer program product comprising;

a computer readable storage device having program
istructions embodied therewith, the program instruc-
tions executable by a processor to cause the processor
to perform a method comprising:
displaying a plurality of 1items to a user on a first page

on a display screen of an electronic device;
determining whether an 1tem 1s interesting to the user
by analyzing physical characteristics of the user;
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classitying each item of the plurality of items displayed
on the first page based on a determined interest to the
user;
determining a correlation factor between the user and
the 1item when the 1tem 1s classified as interesting to
the user;
for at least the first one of the plurality of items
determined to have a correlation factor above a
predetermined threshold, identifying detailed infor-
mation about a first one of the plurality of items; and
automatically displaying the i1dentified detailed infor-
mation about a first one of the plurality of items
without recerving an mput indicating a selection of a
first one of the plurality of items from a hand-
operated 1nput device.
10. The computer program product of claim 9 wherein the
analyzing the physical characteristics of the user further
COmMprises:

capturing one or more 1images of the user with a camera;

and

identifying user interest from the one or more 1mages of

the user, wherein the physical characteristics of the user
include at least one of a group consisting of: a facial
expression of the user, an eye movement of the user,
and a body movement of the user.

11. The computer program product of claim 9 wherein the
analyzing the physical characteristics of the user further
COmMprises:

recording audio from the user with a microphone; and

identifying user interest from recorded audio using natural

language processing and sentiment analysis, wherein
the physical characteristics of the user include words
from the user or audible sounds from the user.

12. The computer program product of claim 9 wherein the
analyzing the physical characteristics of the user further
COmprises:

capturing biometric data from the user at the first time;

and

identifying user interest from the biometric data captured

at the first time.

13. The computer program product of claim 9, wherein
the determining whether the item 1s interesting to the user
further comprises:

obtaining profile data of the user, wherein the profile data

1s selected from a group consisting of: a history of items
purchased or viewed by the user, interests of the user
determined from social media, product category
requirements, and attribute requirements of the user;
and

identifying user interest from the profile data of the user.

14. The computer program product of claim 9 wherein the
classitying of each item of the plurality of items displayed
on the first page based on the determined interest to the user
1s based on a machine learning classification model that
predicts interest of the user 1n each item of the plurality of
items.

15. The computer program product of claim 9 wherein the
determining a correlation factor between the user and each
item classified as interesting to the user includes calculating
a Pearson correlation factor between the user and the item
classified as interesting to the user.

16. The computer program product of claim 9 wherein the
webpage 1s mcluded 1 a first website and the i1dentified
detailed information includes detailed information from the
first website along with detailed information collected from
a second web site about the first one of the plurality of 1tems.
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without receiving an input indicating a selection of a
first one of the plurality of items from a hand-
operated input device.
18. The computer system of claim 17 wherein the ana-
> lyzing the physical characteristics of the user further com-
Prises:
capturing one or more images of the user with a camera;

17. A computer system for making personalized selections
from a list of search items on a webpage, the computer
system comprising:

one Or more processors, one or more computer-readable

memories, one or more computer-readable tangible
storage media, and program instructions stored on at
least one of the one or more tangible storage media for
execution by at least one of the one or more processors

via at least one of the one or more memories, wherein _ and | | |
the computer system is capable of performing a method 0 identifying user interest from the one or more 1mages of
comprising; the user captured, wherein the physical characteristics

displaying a plurality of 1items to a user on a first page
on a display screen of an electronic device;

of the user include at least one of a group consisting of:
a facial expression of the user, an eye movement of the

determining whether an 1tem 1s interesting to the user
by analyzing physical characteristics of the user;

classitying each 1tem of the plurality of 1items displayed
on the first page based on a determined interest to the
user;

determining a correlation factor between the user and

the 1tem when the 1tem 1s classified as interesting to

the user;

for at least the first one of the plurality of items
determined to have a correlation factor above a
predetermined threshold, 1dentifying detailed infor-
mation about a first one of the plurality of 1tems; and

automatically displaying the identified detailed infor-
mation about a first one of the plurality of items S I T

user, and a body movement of the user.

19. The computer system of claim 17 wherein the clas-
sitying of each item of the plurality of items displayed on the
first page based on the determined interest to the user i1s
based on a machine learning classification model that pre-
dicts interest of the user 1 each item of the plurality of
b0 1tems.

20. The computer system of claim 17 wherein the deter-

mining a correlation factor between the user and each item

classified as interesting to the user includes calculating a

Pearson correlation factor between the user and the item
25 classified as interesting to the user.
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