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GESTURE RECOGNITION IN
CONTROLLING MEDICAL HARDWARE OR
SOFTWARE

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Provisional
Application No. 63/001,072 filed on Mar. 27, 2020, the
disclosure of which 1s hereby incorporated by reference
herein 1n 1ts entirety.

BACKGROUND

Many healthcare proifessionals routinely engage in vari-
ous tasks that require repetitive movements. In many cases,
these tasks cause the healthcare professionals to incur 1nju-
ries from poor posture or excessive load manipulation due to
device location, patient position, or other environmental
tactors. Additionally, several tasks require interaction with
potentially unsterile devices while the healthcare profession-
als are 1n sterile environments. As a consequence, the risk of
infection may be unnecessarily increased for patients while
the tasks are being performed

It 1s with respect to these and other general considerations
that the aspects disclosed herein have been made. Also,
although relatively specific problems may be discussed, 1t
should be understood that the examples should not be
limited to solving the specific problems identified 1n the
background or elsewhere in this disclosure.

SUMMARY

Examples of the present disclosure describe systems and
methods for using gesture recognition to control medical
hardware and software. In aspects, an activation signal may
be received by an input processing system, such as a gesture
recognition system, a voice recognition system, or a touch-
based system. After receiving the activation signal, user
input may be received by the mput processing system. The
user mput may be processed to determine a current or
applicable context. Based on the context, one or more
actions corresponding to the user input may be identified.
The mput processing system may then cause the identified
action(s) to be performed.

Aspects of the present disclosure provide a system com-
prising: at least one processor; and memory coupled to the
at least one processor, the memory comprising computer
executable 1nstructions that, when executed by the at least
one processor, performs a method comprising: collecting
sensor data associated with gesture input, wherein the ges-
ture mput corresponds to a user iteraction with one or more
medical components; determining an input context for the
gesture input using the sensor data, wherein the determining
comprises applying the sensor data to one or more gesture
recognition algorithms; correlating the gesture mput to one
or more actions, wherein the one or more actions correspond
to a set ol commands for interacting with the one or more
medical components; and causing automated performance
of the one or more actions by the one or more medical
components.

Aspects of the present disclosure further provide a method
comprising: detecting, by an input processing system, a
gesture from a user, wherein the gesture 1s intended to
manipulate one or more medical components, and wherein
the user does not make physical contact with the one or more
medical components during the gesture; collecting, by a
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2

gesture detection sensor of the input processing system,
sensor data associated with the gesture; applying the sensor
data to a gesture recognition algorithm to determine an 1nput
context for the gesture; based on the input context, corre-
lating the gesture with one or more actions, wherein the one
or more actions represent a manipulation of the one or more
medical components; and causing, by an input processing
system, the one or more medical components to automati-
cally perform of the one or more actions.

Aspects of the present disclosure further provide a com-
puter-readable media storing computer executable mnstruc-
tions that when executed cause a computing system to
perform a method comprising: receiving an input; determin-
ing the input 1s an activation signal; based on the activation
signal, activating an input detection mode; detecting, by the
activated 1mput detection mode, a gesture; collecting sensor
data associated with gesture, wherein the gesture corre-
sponds to a user interaction with one or more medical
components; applying the sensor data to one or more gesture
recognition algorithms to determine an mput context for the
gesture; based on the mput context, correlating the gesture
with one or more actions, wherein the one or more actions
represent a manipulation of the one or more medical com-
ponents; and causing the one or more medical components
to automatically perform of the one or more actions.

This Summary 1s provided to introduce a selection of
concepts 1 a simplified form that are further described
below 1n the Detailed Description. This Summary 1s not
intended to 1dentify key features or essential features of the
claimed subject matter, nor 1s 1t intended to be used to limat
the scope of the claimed subject matter. Additional aspects,
features, and/or advantages of examples will be set forth 1n
part 1in the description which follows and, in part, will be
apparent from the description, or may be learned by practice
of the disclosure.

BRIEF DESCRIPTION OF TH.

L1l

DRAWINGS

Non-limiting and non-exhaustive examples are described
with reference to the following figures.

FIG. 1 1illustrates an overview of an example system for
using gesture recognition to control medical hardware and
software, as described herein.

FIG. 2 1s a diagram of an example input processing
system for using gesture recognition to control medical
hardware and software, as described herein.

FIG. 3 1illustrates an example method for using gesture
recognition to control medical hardware and software, as
described herein.

FIG. 4A depicts an 1imaging system 1n a craniocaudal (CC)
imaging orientation.

FIG. 4B depicts an example hand gesture.

FIG. SA depicts an imaging system 1n a right mediolateral
oblique (RMLQO) imaging orientation.

FIG. 5B depicts another example hand gesture.

FIG. 6A depicts an imaging system in a leit mediolateral
oblique (LMLO) imaging orientation.

FIG. 6B depicts another example hand gesture.

FIG. 7 illustrates one example of a suitable operating
environment 1n which one or more of the present embodi-
ments may be implemented.

DETAILED DESCRIPTION

Many healthcare professionals are required to perform the
same (or similar) tasks or set of tasks routinely. Often, these
tasks require a specific set of physical movements or actions
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to be performed to accomplish the task. Over time, the
repeated performance of these physical movements or
actions may cause the healthcare professionals performing
the tasks to incur injuries or discomiort. As one example,
healthcare professionals may incur repetitive stress injuries
due to poor posture or excessive load manipulation while
controlling a medical device or software for an extended
time period. These 1njuries are often exacerbated by incon-
venient or awkward medical device location, patient posi-
tioming, or other environmental factors. Additionally, in
many instances, the tasks require the healthcare profession-
als to interact with objects that may be unsterile or may be
outside a sterile field. For mstance, during a surgical pro-
cedure, a healthcare professional operating in sterile field
may need to physically interact with a computing device
comprising medical software. The computing device may be
outside the sterile field. As a result, each physical interaction
with the computing device represents a scenario 1 which
contaminates may be mtroduced into the procedure.

To address such 1ssues with many healthcare professional
tasks, the present disclosure describe systems and methods
for using gesture recognition to control medical devices and
software. In aspects, an mput processing system may be
accessible to one or more healthcare professionals. The input
processing system may comprise or have access to various
hardware components and/or software components. For
example, the input processing system may comprise one or
more sensors, such as gesture detection sensor, acoustic
sensors, and touch-based sensors. One or more of the
sensors may be associated with an input recognition system,
such as a gesture recognmition system, a voice recognition
system, a touch-based system, etc. For example, an acoustic
sensor may be integrated 1n to a natural language under-
standing (NLU) system configured to interpret utterances
(and other sounds) received from one or more sources (€.g.,
users, software components, etc.).

In aspects, the mput processing system may receive an
activation signal from a source. The activation signal may be
detected by one or more sensors of the input processing
system. In response to receiving the activation signal, the
input processing system may activate one or more input
detection modes, systems, or applications. Example input
detection modes may include gesture recognition mode,
voice recognition mode, touch recognition mode, etc. Once
activated, the input detection mode(s) may receive user
input from one or more users. Examples of user input
include gestures, speech (or other sounds), touch input,
textual mnput, etc. Upon receiving the user input, the input
processing system may process the user mput to determine
an mput context. An iput context, as used herein, may relate
to (or otherwise indicate) an mput detection mode, an
application/service entry point (e.g., an application/service
used to provide, or associated with, the mput), a hardware
component or device, user settings or preferences, or other
user related information. Based on the determined input
context, the mput processing system may identily one or
more actions or events corresponding to the user mput. In
examples, the actions/events may represent a set of com-
mands or instructions for performing at least a portion of one
or more tasks. The input processing system may then cause
at least a subset of the identified actions/events to be
performed using hardware and/or software components
accessible to the mput processing system.

Accordingly, the present disclosure provides a plurality of
technical benefits including but not limited to: using gestures
and/or voice commands to control medical hardware and
software, implementing gesture-based and/or voice-based
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istructions or commands into existing medical devices,
determining current user/device context, mapping received
user mput to predefined actions/events, performing actions/
events based on user and/or device context, reducing the
occurrence ol healthcare professional mjuries, and decreas-
ing the likelihood of introducing contaminates during medi-
cal procedures or exams, among others.

FIG. 1 1illustrates an overview of an example system for
using gesture recognition to control medical devices and
soltware as described herein. Example system 100 as pre-
sented 1s a combination of interdependent components that
interact to form an integrated system for using gesture
recognition to control medical devices and software. Com-
ponents of the system may be hardware components (e.g.,
used to execute/run operating system (OS)) or software
components (e.g., applications, application programming
interfaces (APIs), modules, virtual machines, runtime librar-
ies, etc.) implemented on, and/or executed by, hardware
components of the system. In one example, example system
100 may provide an environment for software components
to run, obey constraints set for operating, and utilize
resources or lacilities of the system 100. For instance,
software may be run on a processing device such as a
personal computer (PC), mobile device (e.g., smart device,
mobile phone, tablet, laptop, personal digital assistant
(PDA), etc.), and/or any other electronic devices. In other
examples, the components of systems disclosed herein may
be distributed across multiple devices. For instance, input
may be entered on a first computing device and information
may be processed or accessed using one or more additional
computing devices.

As one example, the system 100 may comprise nput
processing system 102, hardware device 104, and software
system 106. One of skill in the art will appreciate that the
scale of systems such as system 100 may vary and may
include more or fewer components than those described 1n
FIG. 1. For instance, in some examples, the functionality
and components of hardware device 104 and software
system 106 may be mtegrated into a single hardware device
or computing system. Alternately, the functionality and
components of input processing system 102 may be distrib-
uted across multiple hardware devices or computing sys-
tems.

Input processing system 102 may be configured to collect
sensor data. In aspects, input processing system 102 may
comprise one or more sensor components. Each of the
sensor components may be configured to detect and/or
record data from one or more iput sources. For example, an
input source, such as user 108, may provide a speech-based
activation command to mput processing system 102. The
activation command may be detected by an acoustic sensor
of mput processing system 102. As another example, the
input provider may provide a gesture-based command to
input processing system 102. The activation command may
be detected by one or more cameras and/or motion detectors
of 1nput processing system 102. In some examples, input
processing system 102 may evaluate the detected sensor data
to determine whether the sensor data corresponds to a
recognized command or instruction. For instance, an acous-
tic sensor may provide detected speech data to an NLU
system accessible to mput processing system 102. The NLU
system may process the speech data to determine whether
the speech data corresponds to, for example, an activation
signal.

Input processing system 102 may be fturther configured to
control one or more 1mput detection modes. In aspects, input
processing system 102 may process collected sensor data by
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categorizing the sensor data into one or more iput catego-
ries. For example, the sensor data may categorized as a
gesture, speech, or touch-based data. Processing the sensor
data may further or alternately comprise determining an
input context for the sensor data. The mput context may
identity an application or device actively associated with
input processing system 102, or one or more user settings or
preferences. For example, the input context may identify an
application currently being used by a user. Based on a
determined input category and/or an input context, input
processing system 102 may activate one or more input
detection modes, such as a gesture recognition mode, a voice
recognition mode, or a touch recognition mode. Alternately,
the 1nput detection modes may be in an always-on state such
that the mput detection modes are ready to detect input
without requiring an activation signal or wake signal.

In aspects, mput processing system 102 may use the
selected input detection mode to process the sensor data. The
processing comprise evaluating one or more images or
videos 1n the sensor data to detect a gesture, a posture, a
body part, a body part orientation, a configuration of fea-
tures, or the like. Processing the sensor data may addition-
ally comprise evaluating recerved audio data to detect one or
more words or phrases. After processing the sensor data, the
selected mput detection mode may be used to compare the
processed sensor data to a list or mapping of actions or
events. Each action or event may represent a set of com-
mands or 1structions for performing at least a portion of one
or more tasks. Based on the comparison, input processing
system 102 one or more of the actions/events indicated by
the sensor data. For example, mput processing system 102
may process a set ol 1images corresponding to a recerved
gesture using a gesture recognition mode. The set of 1images
may be compared against a data store of stored images. The
comparison may indicate that the set of images correlates to
a specific action or function associated with a medical
device. Accordingly, the specific action or function may be
selected by the gesture recognition mode.

Input processing system 102 may further be configured to
cause one or more actions to be performed. In aspects, input
processing system 102 may be configured to communicate
with hardware device 104 and/or software system 106 via a
network or direct connection. Examples of hardware device
104 include medical 1maging devices (e.g., ultrasound
devices, x-ray device, magnetic resonance imaging (MRI)
devices, etc.) or components thereot (e.g., gantry, X-ray tube,
camera units, compression paddles, patient table/bed, etc.).
Examples of software system 106 include electronic medical
record (EMR) applications, medical image review soltware,
medical 1maging software, annotation utilities, workilow/
task management utilities, etc. In some aspects, mput pro-
cessing system 102 may provide a selected action/function
to hardware device 104 and/or software system 106. Upon
receiving the selected action/function, hardware device 104
and/or soitware system 106 may perform an action or event
indicated by the selected action/function. For example, 1n
response to receiving a gesture-based instruction, input
processing system 102 may provide a gantry movement
instruction to an x-ray device in communication with mput
processing system 102.

FIG. 2 illustrates an overview ol an exemplary input
processing system 200 for using gesture recognition to
control medical devices and software. In examples, 1mput
processing system 200 may be implemented into, or inter-
face with, one or more devices or systems, such as medical
devices and software. Input processing system 200 may be
implemented as a standalone system or application, an
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add-on to an existing system/application, or some combi-
nation thereof. For example, input processing system 200
may primarily (or exclusively) utilize components (e.g.,
sensors, user interfaces, etc.) of mput processing system
200, integrate such components 1nto existing systems/appli-
cations, or utilize such components of existing systems/
applications. In FIG. 2, mput processing device 200 com-
prises sensor(s) 202, activation engine 204, input
recognition engine 206, and action engine 208. One of skall
in the art will appreciate that iput processing system 200
may include more or fewer components than those described
in FIG. 2.

Sensor(s) 202 may be configured to detect and/or collect
input signals. In aspects, sensor(s) 202 may receirve input
signals from one or more input sources, such as users,
hardware components, or soltware components. For
example, sensor(s) 202 may detect a gesture or speech
provided by a healthcare professional. As another example,
sensor(s) 202 may detect the presence of a particular hard-
ware component, such as an ultrasound probe, a compres-
sion paddle, a gantry component, etc. As yet another
example, sensor(s) 202 may detect a state change 1ndication
(e.g., a power on, resume, or mnitiate function signal) from a
software component communication with mput processing
system 200. Example sensors include, but are not limited to,
imaging sensors, light sensors, radar sensors, acoustic sen-
sors, touchscreen sensors, proximity sensors, inertial sen-
sors, accelerometers, ambient temperature sensors, gyro-
sCOpIC sensors, magnetometers, GPS sensors, Wi-F1 sensors,
ctc. The detected sensor data may be stored 1n one or more
storage locations.

Activation engine 204 may be configured to activate a
mode of input detection. In aspects, sensor data collected by
sensor(s) 202 may be provided to activation engine 204.
Activation engine 204 may process the sensor data using one
or more 1nput classification techniques. For example, acti-
vation engine 204 may categorize the sensor data according
to the type of sensor that collected the sensor data (e.g.,
sensor data collected by a gesture detection sensor 1s cat-
cgorized as gesture data). Alternately, activation engine 204
may evaluate the sensor data using a machine learning (ML)
classification model or equation. For example, activation
engine 204 may provide speech-based sensor data to a
natural language understanding (NLU) system configured to
interpret utterances (and other sounds) received from one or
more sources. Based on the processed sensor data, activation
engine 204 may determine whether the sensor data corre-
sponds to a recognized activation request. The determination
may comprise comparing the sensor data to a list of known
“wake” gestures or words. A wake gesture or word, as used
herein, may refer to a command or occurrence that activates
one or more functions or interfaces of a device. It the sensor
data 1s determined to correspond to a wake gesture or word,
activation engine 204 may provide an activation request to
an mput detection/recognition component, such as input
recognition engine 206. The activation request may include
the type or category of the received sensor data.

Input recognition engine 206 may be configured to acti-
vate one or more input modes. In aspects, input recognition
engine 206 may recerve an activation request from, for
example, activation engine 204. The activation request may
cause mput recognition engine 206 to activate one or more
sensor functions/components, or to enable the receipt of
sensor data from sensors(s) 202. After the activating the
appropriate sensor functionality, user input may be detected
by the sensor functions/components of input recognition
engine 206 and/or sensor(s) 202. The user input may be
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provided to input recognition engine 206 for processing.
Processing the user mput may comprise categorizing the
user mput into one or more mput categories. For example,
input recognition engine 206 may use one or more ML
techniques to determine whether the user input 1s a gesture,
speech, or touch-based data. Processing the user input may
turther or alternately comprise determinming an input context
for the user mput. The mput context may identity or relate
to an application, service, or device associated with the user
input. For example, the input context may identily the
application that i1s active on a particular device or system
when the user mput was received. Based on the processed
user input, mput recognition engine 206 may select and/or
activate one or more mput recognition modes, such as a
gesture recognition mode, a voice recognition mode, or a
touch recognition mode. In some examples, each nput
recognition mode may correspond to an input recognition
engine type. For example, a gesture input recognition mode
may use a gesture recognition engine. In other examples,
multiple 1mput recognition modes may use the same input
recognition engine.

In aspects, input recognition engine 206 may provide the
user input (and/or the corresponding processed user input
data) to the selected mput recognition mode. The mnput
detection mode may process the user mput to i1dentily a
corresponding command or istruction. Processing the sen-
sor data may comprise using one or more gesture recogni-
tion algorithms to evaluate one or more 1mages or videos to
detect a gesture, a posture, a body part, a body part orien-
tation, a configuration of features, or the like. Example
gesture recognition algorithms include 3D model-based
algorithms, skeletal-based algorithms, and appearance-
based algorithms and models. Processing the sensor data
may additionally comprise evaluating received audio data to
detect one or more words or phrases. Alter processing the
user input, the selected mput detection mode may compare
the processed user mput to one or more stored 1mage or
model templates. The stored templates may be organized
according to user input type and/or input context. For
example, the stored templates associated with gesture com-
mands for manipulating a hardware device may be stored in
a first file or location, and the stored templates associated
with gesture commands for manipulating a software appli-
cation may be stored mm a second file or location. In
examples, the stored templates may comprise 1mages rep-
resenting various body parts 1n various configurations and/or
orientations. The stored templates may also comprise a set of
commands or instructions corresponding to the images.
Based on the comparison of the processed user input to the
stored templates, input recognition engine 206 may select a
set of commands or instructions.

Action engine 208 may be configured to execute a
selected set of commands or 1structions. In aspects, action
engine 208 may have access to a set of commands or
instructions selected by input recognition engine 206. Action
engine 208 may execute the set of commands or instructions
to cause a corresponding action or event to occur. For
example, mput processing system 200 may be integrated
with a device such that executing a selected command/
instruction causes the device to be manipulated in a manner
indicated by the command/instruction. Alternately, action
engine 208 may transmit the command/instruction, or an
indication of the command/instruction, to a separate device
or software system. The separate device or software system
may then interpret the transmitted command/instruction
such that a local version of the command/instruction 1s
executed by the device or software.
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Having described various systems that may be employed
by the aspects disclosed herein, this disclosure will now
describe one or more methods that may be performed by
various aspects of the disclosure. In aspects, method 300
may be executed by an example system 100 of FIG. 1 or
iput processing system 200 of FIG. 2. In such aspects,
method 300 may be executed on a device comprising at least
one processor configured to store and execute operations,
programs, or instructions. However, method 300 1s not
limited to such examples. In other examples, method 300
may be performed by an application or service for using
gesture recognition to control medical devices and software.
In at least one example, method 300 may be executed (e.g.,
computer-implemented operations) by one or more compo-
nents of a distributed network, such as a web service/
distributed network service (e.g., cloud service).

FIG. 3 illustrates an example method 300 for using
gesture recognition to control medical devices and software.
The gesture recognition described in example method 300
may be implemented by an input processing system, such as
example system 100 or mput processing system 200. In
some examples, the mput processing system may provide
(or be associated with) a 2D or 3D environment comprising,
one or more virtualized objects, such as a virtual reality
(VR) environment, an augmented reality (AR) environment,
or a mixed reality (MR) environment. In such examples, the
input processing system may comprise a head-mounted
display (HMD) for presenting an environment comprising
two dimensional (2D) and/or three dimensional (3D) content
to a user. Gestures detected by the 1nput processing system
may enable manipulation of the content presented in the
HMD environment and/or manipulation of real world
objects 1n communication with the mput processing system.

Example method 300 begins at operation 302, where
input may be collected from one or more mput sources. In
aspects, one or more sensor components, such as sensor(s)
202, may be associated with an input processing system. The
sensor components may collect data (e.g., sensor data)
corresponding to input from one or more mput sources. As
one example, the sensor components may collect image data
corresponding to a user’s hand gesture. The 1image data may
comprise several images of the user’s hand in various
orientations and/or configurations during the hand gesture.
As another example, the sensor components may collect
speech data corresponding to a user utterance. The speech
data may comprise several speech frames that collectively
form the user utterance. As yet another example, the sensor
components may collect inertial data corresponding user
movement within an environment. The inertial data my
comprise force and positional data that may be used to
present objects 1 a virtual (or partly virtual) environment.

At operation 304, an input context may be determined for
the collected mput. In aspects, the sensor data corresponding
to the collected input may be provided to an input processing
component, such as mput recognition engine 206. The 1input
processing component may categorize the collected input
into one or more input categories using one or more cat-
egorization techniques. For example, input collected using a
gesture detection sensor may be categorized as gesture input,
whereas mput collected using an acoustic sensor may be
categorized as speech mput. Alternately, collected input may
be evaluated by applying the sensor data to one or more
input algorithms or models. For example, sensor data may
be applied to a gesture recognition model and a speech
recognition model. The recognition models may each pro-
vide an indication of whether the sensor data 1s recognizable
and/or compatible with the recognition model. Based on an
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indication from one or more of the recognition models, the
collected mput may be categorized accordingly.

In aspects, the mput processing component may also or
alternately determine an input context for the collected
input. The input context may be based on an active software
component, an 1dentified hardware component, user related
information, or some combination thereol. As one example,
a mammography 1mage review software application may be
determined to be the application that was active (e.g., 1n
focus) at the time the mput was collected. Accordingly, the
input context may be set to the software application, mam-
mography 1mage review, or a similar context. As another
example, a technologist may be manipulating an aspect of an
imaging device gantry proximate to the time the input was
collected. Accordingly, the mput context may be set to
gantry motion control or a similar context. As yet another
example, a healthcare professional may be interacting with
a virtual object within a virtualized environment (e.g., A VR,
AR, or MR environment). Accordingly, the input context
may be set to the virtual environment or the virtual object.
As still yet another example, a particular user may be
identified as providing the collected input. The user may be
associated with a user profile or a specific set of user
privileges 1ndicating hardware or soltware components
accessible to the user. Accordingly, the mnput context may be
set to one or more of the hardware or software components
indicated by the user profile/privileges.

At operation 306, collected mnput may be correlated to one
or more actions. In aspects, a set of input data (e.g., sensor
data, input category, and/or input context) may be evaluated
to determine one or more corresponding actions or events.
The evaluation may include the use of one or more gesture
and/or 1mage recognition algorithms or models, such as 3D
model-based algorithms, skeletal-based algorithms, and
appearance-based algorithms and models. In some aspects,
the gesture and/or 1mage recognition algorithms or models
may be used to compare features of the set of input data to
teatures of stored images or videos. For example, a set of
gesture commands may be stored for one or more software
and/or hardware components configured to be operable with
the gesture recognition techniques described herein. Each
gesture command may be associated with a sequence of
hand motions that may form the gesture command. Each
gesture command may also be associated with a correspond-
ing action. Images 1n a set of mput data for a received
gesture may be compared to the stored sequence of hand
motions. A gesture command for which the stored sequence
of hand motions most closely matches the images 1n the set
of input data may be identified. The action corresponding to
the gesture command may then be identified and/or selected.

In some aspects, the gesture and/or 1image recognition
algorithms or models may be used to correlate gesture input
to a specific software or hardware component. For example,
a user may interact with medical 1image review software
executing 1n a virtualized environment. Based on the inter-
action with the medical 1image review software, gesture
and/or movement input may be detected. The detected 1nput
may be assigned an mput category of “Gesture/Movement”™
and an mput context of “Virtual Environment—Image
Review Software.” The gesture/movement input data may
be provided to a 3D modelling algorithm. Based on the input
context, the 3D modelling algorithm may associate the
gesture/movement input with the medical 1mage review
software. The gesture/movement input may then be applied
to one or more actions associated with the medical image
review soltware (e.g., annotating an image, selecting a
next/previous image, enlarging/shrinking content, manipu-
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lating 3D aspects of 1mage review content, etc.). For
instance, the gesture/movement 1input may be correlated to a
set of commands for interacting with the medical image
review soltware. In this example, the gesture input may
represent a first set of commands 1 the medical image
review soiftware and a different set of commands in the
virtualized environment (e.g., when 1n the virtualized envi-
ronment, but not using the medical 1image review soltware).

At operation 308, one or more actions corresponding to
the collected mput may be performed. In aspects, a selected
action may be provided to an action execution component,
such as action engine 208. The action execution component
may execute a set of commands or instructions correspond-
ing to the selected action. For example, collected gesture
input may correspond to an action that controls the motion
of an 1maging device gantry. Upon determining the action
corresponding to the gesture input, the action execution
component may execute an instruction causing movement of
the gantry. Alternately, the action execution component may
transmit a command or instruction corresponding to the
selected action to a device or software system. The device or
soltware system may then execute a local version of the
command or instruction.

FIGS. 4A-6B depict an exemplary imaging system 400 1n
various 1maging orientations. The imaging system 400
includes a floor mount or base 404 for supporting the
imaging system 400 on a floor. The gantry 406 extends
upwards from the floor mount 404 and 1s rotatable to support
both the tube head 408 and a support arm 410. The tube head
408 and support arm 410 are configured to rotate discretely
from each other and may also be raised and lowered along
a Tace 412 of the gantry so as to accommodate patients of
different heights. An x-ray source 1s disposed within the tube
head 408. The support arm 410 includes a support platform
414 that includes therein an x-ray receptor and other com-
ponents (not shown). A compression arm 416 extends from
the support arm 410 and 1s configured to raise and lower
linearly (relative to the support arm 410) a compression
paddle 418 for compression of a patient breast during
imaging procedures. Together, the tube head 408 and sup-
port arm 410 may be referred to as a C-arm 409. A number
of interfaces and display screens are disposed on the 1mag-
ing system 400. These include a foot display screen 420, a
gantry interface 422, a support arm interface 424, and a
compression arm interface 426. In general the various inter-
faces 422, 424, and 426 may include one or more tactile
buttons, knobs, switches, as well as one or more display
screens, 1ncluding capacitive touch screens with graphic
user interfaces (GUIs) so as to enable user interaction with
and control of the imaging system 400. The various inter-
faces 422, 424, and 426 may additionally or alternately
include one or more 1mage capture sensors and/or motion
detectors (as described elsewhere herein).

In aspects, imaging system 400 may implement the ges-
ture recognition functionality described herein. As a specific
example, FIG. 4A depicts imaging system 400 1n a cranio-
caudal (CC) imaging orientation. In some examples, the CC
imaging orientation may represent the default or mitial
orientation for imaging system 400. Accordingly, C-arm 409
may be stored 1n the CC 1maging orientation when 1maging
system 400 1s powered ofl or mactive. Alternately, C-arm
409 may be stored 1n alternate configuration, and may be
oriented to the CC 1maging orientation when imaging
system 400 receives an activation signal intended to activate
gesture recognition functionality. In other examples, the CC
imaging orientation may correspond to one or more ges-
tures, such as the gesture depicted in FIG. 4B (e.g., display-
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ing an open-faced hand to imaging system 400). Although
specific gestures and orientations are described herein, one
skilled 1n the art will appreciate that other gestures and
corresponding orientations are contemplated. For instance, a
gesture-based system, such as American Sign Language,
may be used to orient support arm 410. Further, although
specific reference has been made herein to ornientation of
support arm 410, 1t will be appreciated that the movement
and/or orientation of other components of 1maging system
400 (and/or alternate medical devices) 1s contemplated. For
instance, the gesture recognition techniques used to control
movement of support arm 410 may also control movement
of C-arm 409, compression arm 216, and/or compression
paddle 218.

FIG. 5A depicts the imaging system 400 in a breast
positioning state for a right mediolateral oblique (RMLO)
imaging orientation. Imaging system 400 may orient support
arm 410 into the RMLO 1imaging orientation in response to
receiving gesture input from one or more 1nput sources, such
as a healthcare professional. As one example, a radiologist
interacting with imaging system 400 may perform the ges-
ture depicted in FIG. 5B (e.g., rotating the open-faced hand
depicted 1n FIG. 4B approximately 60 degrees clockwise).
Imaging system 400 may detect the gesture using one or
more of various interfaces 422, 424, and 426. As the gesture
1s being detected, 1imaging system 400 may rotate support
arm 510 1n real-time to approximately match the rotation 1n
the gesture. For instance, as the open-faced hand 1s rotated
clockwise through 15 degrees of the 60 degree arc, support
arm 3510 1s rotated clockwise approximately 15 degrees. In
another example, a radiologist interacting with 1maging
system 400 may perform an alternate gesture, such as
displaying a first to the imaging system 400. In such an
example, the 1image of the first may correspond to a pre-
defined orientation of support arm 3510. Upon detecting the
displayed first, imaging system 400 may compare the image
of the first to one or more stored 1images. The stored images
may each be mapped to (or otherwise correspond to) an
orientation of support arm 510. In response to 1dentifying a
stored 1mage that matches the image of the first, imaging
system 400 may orient support arm 510 to the orientation
mapped to the matched stored 1mage.

FIG. 6A depicts the imaging system 400 in a breast
positioning state for a left mediolateral oblique (LMLO)
imaging orientation. Imaging system 400 may orient support
arm 610 1into the LMLO 1maging orientation in response to
receiving gesture mput from one or more 1mput sources. For
example, a radiologist interacting with imaging system 400
may perform the gesture depicted 1n FIG. 6B (e.g., rotating,
the open-faced hand depicted 1n FIG. 4B approximately 60
degrees counter-clockwise). Imaging system 400 may detect
the gesture and may rotate support arm 610 to approximately
match the rotation in the gesture, as depicted 1n FIG. 5A.

FIG. 7 illustrates an exemplary suitable operating envi-
ronment for using gesture recognition to control medical
devices and software, as described in FIG. 1. In 1ts most
basic configuration, operating environment 700 typically
includes at least one processing umit 702 and memory 704.
Depending on the exact configuration and type of computing
device, memory 704 (storing, instructions to perform the
techniques disclosed herein) may be volatile (such as RAM),
non-volatile (such as ROM, flash memory, etc.), or some
combination of the two. This most basic configuration is
illustrated 1n FIG. 7 by dashed line 706. Further, environ-
ment 700 may also include storage devices (removable, 708,
and/or non-removable, 710) including, but not limited to,
magnetic or optical disks or tape. Similarly, environment
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700 may also have input device(s) 714 such as keyboard,
mouse, pen, voice mput, etc. and/or output device(s) 716
such as a display, speakers, printer, etc. Also included in the
environment may be one or more communication connec-
tions 712, such as LAN, WAN, point to point, etc. In
embodiments, the connections may be operable to facility
point-to-point communications, connection-oriented com-
munications, connectionless communications, etc.

Operating environment 700 typically includes at least
some form of computer readable media. Computer readable
media can be any available media that can be accessed by
processing unmt 702 or other devices comprising the oper-
ating environment. By way of example, and not limitation,
computer readable media may comprise computer storage
media and communication media. Computer storage media
includes volatile and nonvolatile, removable and non-re-
movable media implemented 1n any method or technology
for storage of information such as computer readable
istructions, data structures, program modules or other data.
Computer storage media includes, RAM, ROM, EEPROM,
flash memory or other memory technology, CD-ROM, digi-
tal versatile disks (DVD) or other optical storage, magnetic
cassettes, magnetic tape, magnetic disk storage or other
magnetic storage devices, or any other non-transitory
medium which can be used to store the desired information.
Computer storage media does not include communication
media.

Communication media embodies computer readable
instructions, data structures, program modules, or other data
in a modulated data signal such as a carrier wave or other
transport mechanism and includes any information delivery
media. The term “modulated data signal” means a signal that
has one or more of its characteristics set or changed 1n such
a manner as to encode information in the signal. By way of
example, and not limitation, communication media includes
wired media such as a wired network or direct-wired con-
nection, and wireless media such as acoustic, RF, infrared,
microwave, and other wireless media. Combinations of the
any of the above should also be included within the scope of
computer readable media.

The operating environment 700 may be a single computer
operating 1n a networked environment using logical connec-
tions to one or more remote computers. The remote com-
puter may be a personal computer, a server, a router, a
network PC, a peer device or other common network node,
and typically includes many or all of the elements described
above as well as others not so mentioned. The logical
connections may include any method supported by available
communications media. Such networking environments are
commonplace in oflices, enterprise-wide computer net-
works, intranets and the Internet.

The embodiments described herein may be employed
using soltware, hardware, or a combination of software and
hardware to implement and perform the systems and meth-
ods disclosed herein. Although specific devices have been
recited throughout the disclosure as performing specific
functions, one of skill mn the art will appreciate that these
evices are provided for illustrative purposes, and other
evices may be employed to perform the functionality
1sclosed herein without departing from the scope of the
1sclosure.

This disclosure describes some embodiments of the pres-
ent technology with reference to the accompanying draw-
ings, in which only some of the possible embodiments were
shown. Other aspects may, however, be embodied 1n many
different forms and should not be construed as limited to the
embodiments set forth herein. Rather, these embodiments
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were provided so that this disclosure was thorough and
complete and fully conveyed the scope of the possible
embodiments to those skilled in the art.

Although specific embodiments are described herein, the
scope ol the technology i1s not limited to those specific
embodiments. One skilled 1n the art will recogmze other
embodiments or improvements that are within the scope and
spirit ol the present technology. Therefore, the specific
structure, acts, or media are disclosed only as illustrative
embodiments. The scope of the technology 1s defined by the
tollowing claims and any equivalents therein.

What 1s claimed 1s:
1. A system comprising;:
at least one processor; and
memory coupled to the at least one processor, the memory
comprising computer executable instructions that,
when executed by the at least one processor, performs
a method comprising:

collecting sensor data associated with gesture input,
wherein the gesture mput corresponds to a user inter-
action with a medical imaging device having a plurality
of components associated therewith, and wherein each
component 1s configured to receive a corresponding
user operation that 1s different than the gesture mput;

determining whether each of the plurality of components
associated with the medical imaging device 1s active or
inactive for the gesture input based on elapsed time
between the corresponding user operation and the ges-
ture 1nput;
accessing one or more model templates for each active
component of the medical imaging device;

processing the gesture input with respect to the one or
more model templates for each active component to
determine a gesture command for an active component
of the medical imaging device; and

causing automated performance of the one or more

actions by the active component of the medical imaging
device based on the gesture command.

2. The system of claim 1, the method further comprising:

receiving an initial input;

determining the initial input 1s an activation signal;

based on the activation signal, activating an input detec-

tion mode; and

detecting, by the activated mput detection mode, the

gesture input.

3. The system of claim 2, wherein determining the nitial
input 1s an activation signal comprises comparing the mnitial
iput to a list of known wake gestures or wake words.

4. The system of claim 2, wherein the imitial iput 1s
gesture mput or audio 1nput.

5. The system of claim 1, wherein the sensor data 1s
collected using a sensor component operating 1n an always-
on state.

6. The system of claim 1, wherein:

the plurality of components associated with the medical

imaging device includes one or more hardware com-

ponents and one or more software components; and

the method further comprises:

storing first model templates for the one or more
hardware components, wherein different hardware
components are associated with diflerent first model
templates; and

storing second model templates for the one or more
software components,

wherein different software components are associated

with different second model templates.
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7. The system of claim 6, wherein the method further
COmMprises:

determining a hardware component 1s active based on

clapsed time between a detected user action of manipu-
lating the hardware component and the gesture input;
and

determining a soltware component 1s active based on

clapsed time between a detected user action of manipu-
lating the software component and the gesture iput.

8. The system of claim 1, wherein processing the gesture
input with respect to the one or more model templates for
cach active component includes comparing the gesture input
and the one or more model templates for each active
component with one or more gesture recognition algorithms,
wherein the one or more gesture recognition algorithms
comprise at least one of a 3D model-based algorithm, a
skeletal-based algorithm, and an appearance-based algo-
rithm.

9. The system of claim 8, wherein the sensor data com-
prises one or more 1mages of the gesture mput, and wherein
the one or more gesture recognition algorithms evaluate the
one or more 1mages and the one or more model templates to
determine a match which identifies at least one of a gesture,
a posture, a body part, a body part orientation, or a configu-
ration of features.

10. The system of claim 1, wherein the one or more model
templates include one or more stored images, and wherein
processing the gesture input includes comparing the gesture
input to the one or more stored 1mages.

11. The system of claim 1, wherein causing the automated
performance of the one or more actions comprises transmit-
ting the gesture command to the active component.

12. The system of claim 1, wherein the gesture mput 1s
provided by a user while the user 1s interacting with a
virtualized environment.

13. The system of claim 1, wherein the one or more
actions correspond to an automated physical movement of
the active component.

14. The system of claim 1, wherein the one or more
actions correspond to at least one of annotating an 1mage,
selecting an 1mage, modifying the scale of content, or
mampulating 3D aspects of content.

15. The system of claim 1, wherein the automated per-
formance of the one or more actions occurs without a user
making physical contact with the active component during
the gesture mput.

16. A method comprising:

detecting, by an input processing system, a gesture from

a user, wherein the gesture i1s intended to manipulate
one or more components associated with a medical
imaging device, and wherein the user does not make
physical contact with the one or more components
during the gesture;

collecting, by a gesture detection sensor of the input

processing system, sensor data associated with the
gesture;

applying the sensor data to a gesture recognition algo-

rithm to determine an 1nput context for the gesture, the
input context indicating whether each component of the
medical 1imaging device 1s active or inactive for the
gesture based on elapsed time between using each
component and collecting the sensor data associated
with the gesture;

based on the mput context, correlating the gesture with

one or more actions, wherein the one or more actions
represent a manipulation of the one or more compo-
nents associated with the medical imaging device; and
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causing, by an iput processing system, the one or more
components associated with the medical 1maging
device to automatically perform of the one or more
actions.

17. The method of claim 16, wherein the input context >
represents a soltware component that was 1n focus when the
gesture was detected.

18. The method of claim 16, wherein the input processing
system provides at least one of a virtual reality environment,
an augmented reality environment, and a mixed reality
environment.

19. The method of claim 16, wherein correlating the
gesture with one or more actions comprises applying one or
more machine learning techniques to the sensor data.

20. A system comprising:

at least one processor; and

memory coupled to the at least one processor, the memory

comprising computer executable instructions that,

when executed by the at least one processor, performs 20
a method comprising:

receiving an input;

determining the mput 1s an activation signal;

10
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based on the activation signal, activating an input detec-
tion mode;

detecting, by the activated input detection mode, a ges-
ture;

collecting sensor data associated with the gesture,
wherein the gesture corresponds to a user interaction
with one or more components associated with a medi-
cal imaging device;

applying the sensor data to one or more gesture recogni-
tion algorithms to determine an input context for the
gesture, the mput context indicating whether each
component of the medical imaging device 1s active or
iactive for the gesture based on elapsed time between
using each component and collecting the sensor data
associated with the gesture;

based on the mput context, correlating the gesture with
one or more actions, wherein the one or more actions
represent a manipulation of the one or more compo-
nents associated with the medical imaging device; and

causing the one or more components associated with the
medical imaging device to automatically perform of the
one or more actions.
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