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clients may be authenticated and the clients can communi-
cate securely with the server without exchanging encryption
keys. Ternary PUF characterization schemes may be used to
achieve acceptable authentication error rates.
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RESPONSE-BASED CRYPTOGRAPHY USING
PHYSICAL UNCLONABLE FUNCTIONS

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application claims priority to U.S. Provisional
Application 62/744,43°7 entitled “Response-Based Cryptog-

raphy with Physical Unclonable Functions™ and filed on Oct.
11, 2018.

BACKGROUND OF THE INVENTION

Physical unclonable functions (PUFs) that are unique to a
device allow an authentication system to challenge a client
secking authentication, receive a response generated by the
client using a PUF device, and then compare the received
with a stored response previously received from the client or
derived from characteristics of the PUF device and veritying
that the two responses match. PUF technologies take advan-
tage of unique characteristics of each device caused by
natural manufacturing variations unique to that device.
When clients seeking authentication have arrays of PUF
devices, a number of possible challenge responses may be
generated 1n response to varying challenges. The generation
of challenge responses may need to be reproducible, pre-
dictable, and easy to recognize during the authentication
process for the challenge-response authentication to be

useful.

BRIEF SUMMARY

In an example embodiment a method comprises selecting,
as an authentication challenge, a first enrollment challenge
retrieved from a database and belonging to a challenge-
response pair associated with a client device possessing a
physical-unclonable-function (“PUF”) array having a plu-
rality of PUF devices. The method turther comprises deter-
mimng an expected response to the authentication challenge
using an enrollment response belonging to the challenge-
response pair from the database previously generated in
response to the enrollment challenge by measuring physical
characteristics of PUF devices of a portion of the PUF array
identified by the enrollment challenge. The method further
comprises 1ssuing the authentication challenge to the client
device; recelving a message identifying a ciphertext from
the Cllent device; determining, using the c1phertext and a
server-generated encryption key, that a value of a difference
metric mndicating a degree of diflerence between the authen-
tication response and the expected response 1s less than a
predetermined maximum value of the difference metric; and
transmitting a notification to the client device indicating that
the client device has been successtully authenticated.

In some such embodiments the message 1dentifying the
ciphertext may 1dentify a transaction block belonging to a
blockchain. The method may further comprise retrieving the
transaction block i1dentified by the message from the block-
chain and selecting an expected authentication message
associated with the client device from the transaction block.
Determining that the value of the difference metric between
the authentication response and the expected response 15 less
than the predetermmed maximum value of the difference
metric may comprise deriving a cryptographic value using
the server-generated encryption key and determiming that the
cryptographic value matches the authentication message.

In another example embodiment, a device comprises a
processor, and memory coupled to the processor. The
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2

memory stores challenge-response pairs. Each challenge-
response pair 1s associated with one of a plurality of client
devices each having a respective physical-unclonable-tunc-
tion (“PUF”) array having pluralities of PUF devices. Each
challenge response pair includes an enrollment challenge
1ssued to an associated client device and an initial response
to that enrollment challenge obtained from the associated
client device and dertived from measurements of physical
characteristics of PUF devices belonging to the PUF array of
the associated client device.

The memory also stores executable instructions that,
when executed by the processor, cause the processor to
select, as an authentication challenge, a first enrollment
challenge belonging to a challenge-response pair associated
with a client device; and 1ssue the authentication challenge
to the client device; determine an expected response to the
authentication challenge using the 1nitial response belonging
to the challenge-response pair associated with the client
device; receive a ciphertext generated by the client device
with a client-generated encryption key; determine that the
authentication response 1s consistent with the expected
response using the recerved ciphertext; and transmit a noti-
fication to the client device indicating that the client device
has been successtully authenticated.

In another example embodiment, a system comprises a
processor, a physical-unclonable-function (“PUF”) array of
PUF devices, and memory coupled to the processor. The
memory stores instructions that, upon execution by the
processor, cause the processor to transmit an authentication
request to a server and receive an authentication challenge
from the server in response to the authentication request;
measure physical characteristics of PUF devices forming a
portion of the PUF array specified by the authentication
challenge; generate an authentication response based on the
measured physical characteristics and transmit the authen-
tication response to the server; derive an encryption key
from the authentication response; transmit an expected
authentication message to the server as a ciphertext
encrypted with the client-generated encryption key; and
encrypt further communication with the server using the
client-generated encryption key 1n response to receiving a
message confirming successtul authentication from the
Server.

The above features and advantages of the present mven-
tion will be better understood from the following detailed

description taken in conjunction with the accompanying
drawings.

BRIEF DESCRIPTION OF THE

DRAWINGS

The drawings described herein constitute part of this
specification and includes example embodiments of the
present invention which may be embodied 1n various forms.
It 1s to be understood that 1n some 1nstances, various aspects
of the mvention may be shown exaggerated or enlarged to
facilitate an understanding of the invention. Therelore,
drawings may not be to scale.

FIG. 1 depicts an enrollment procedure wherein a server
issues challenges to clients having PUF arrays and stores
responses to those challenges for use in subsequent authen-
tication of the clients, according to one embodiment.

FIG. 2 1s a block diagram of client devices with address-
able PUF generators (APGs), interacting with a server to
independent generates shared encryptions keys according to
one embodiment.
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FIG. 3 1s a block diagram of client devices with address-
able PUF generators (APGs), interacting with a server

having response-based cryptography (RBC engine accord-
ing to one embodiment.

FIG. 4 1s a block diagram depicting a procedure of
authenticating a client 1n the embodiment of FIG. 3

FIG. 5 1s a block diagram depicting turther details of the
authentication procedure of FIG. 4 1n some embodiments.

FIG. 6 1s a flow diagram illustrating the authentication
procedure of FIG. 5

FIG. 7 1s table showing estimates for the time required to
generate alternative responses according to embodiments
disclosed herein with varying computing resources.

FIG. 8 1s table 1llustrating performance characteristics of
embodiments herein using PUFs under various assumptions
of PUF error-rates.

FIG. 9 1s a graph showing measured challenge-response
pair (CRP) error for an of an SRAM-based PUF array PUF
array and corresponding performance levels of embodi-
ments herein utilizing such a PUF array.

DETAILED DESCRIPTION

The described features, advantages, and characteristics
may be combined 1n any suitable manner in one or more
embodiments. One skilled in the relevant art will recognize
that the invention may be practiced without one or more of
the specific features or advantages of a particular embodi-
ment. In other mstances, additional features and advantages
may be recognized 1n certain embodiments that may not be
present 1n all embodiments.

Reference throughout this specification to “one embodi-
ment,” “an embodiment,” or similar language means that a
particular feature, structure, or characteristic described in
connection with the embodiment 1s included 1n at least one
embodiment. Thus appearances of the phrase “in one
embodiment,” “in an embodiment,” and similar language
throughout this specification may, but do not necessarily, all
refer to the same embodiment. References to “users” refer
generally to individuals accessing a particular computing
device or resource, to an external computing device access-
ing a particular computing device or resource, or to various
processes executing in any combination of hardware, soft-
ware, or firmware that access a particular computing device
or resource. Similarly, references to a “server” refer gener-
ally to a computing device acting as a server, or processes
executing in any combination of hardware, soiftware, or
firmware that access control access to a particular computing
device or resource.

Conventional systems and methods for challenge-re-
sponse authentication have disadvantages. For example,
when the server and the client communicate over an imsecure
channel, both the challenges and the challenge responses
may be intercepted, providing information which may be
useful to an attacker. In addition, conventional PUF-based
challenge response systems may experience errors due to
nondeterministic behavior of individual devices in PUF
arrays. Even 1f these error rates are acceptable for authen-
tication purposes, they are often much too high for other
applications such as allowing two devices to agree on a
shared encryption key.

Accordingly, embodiments disclosed herein address these
and other shortcomings by using physical unclonable func-
tion (PUF) generators (APGs) with improved error rates to
enable simultaneous authentication of client devices and
generation of effectively-one-time encryption keys, thereby
allowing one or more devices to reliably exchange informa-
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4

tion securely over potentially insecure channels without
requiring excessive latencies and use ol computing
resources.

In the context of this disclosure, a challenge 1s any
information transmitted to an APG to cause production of an
expected response (referred to as a “challenge response™)
corresponding to that information. Challenge responses may
be generated by accessing devices (or ranges of devices) 1n
an array of PUF devices belonging to the APG. Along these
lines, a challenge may be mnput supplied to an APG which 1s
used to produce a response having one or more expected
values which depend upon characteristics” of the PUF array
belonging to the APG to which the challenge 1s 1ssued. The
appropriate challenge response may be derived from those
characteristics using instructions stored by the APG or other
processing circuitry, received by the APG or other process-
ing circultry and/or additional information supplied to the
APG or other processing circuitry (such as a password of a
user). In one simple non-limiting example, a challenge
might simply be returning the values stored by devices of a
PUF array at a specified address or range of addresses. In
other non-limiting examples, a challenge might include
instructions to perform a mathematical, logical, or other
operation(s) on those values.

Non-limiting examples of measurable physical character-
istics of devices used in PUF arrays are time delays of
transistor-based ring oscillators and transistor threshold volt-
ages. Additional examples include data stored in SRAM or
information derived from such data. For instance, in a PUF
array based on SRAM cells, an example of such physical
characteristics may be the eflective stored data values of
individual SRAM devices (1.e., “0” or “17) after being
subjected to a power-o /power-on cycle. Because the mnitial
state (or other characteristics) of an individual PUF device
may not be perfectly deterministic, statistics produced by
repeated measurements of a device may be used instead of
single measurements. In the example of an SRAM-based
PUF device, the device could be power-cycled 100 times
and the frequency of the “0” or “1” state could be used as a
characteristic of that device. Other non-limiting examples of
suitable characteristics include optical measurements. For
instance, a PUF device may be an optical PUF device which,
when 1lluminated by a light source such as a laser, produces
a unique 1mage. This image may be digitized and the pixels
may be used as an addressable PUF array. A good PUF
should be predictable, and subsequent responses to the same
challenge should be similar to each other (and preferably
1dentlcal) The quantification of the quality of the PUF may
be given by the Hamming distances (or another similarity
metric) between 1nitial responses and subsequent responses,
also defined as the challenge-response pair (CRP) error rate.
Hamming distance 1s used throughout this disclosure as a
useiul measure of the similarity or difference between two
strings (such as challenges and responses). However, it
should be understood that other measures of the similarity or
difference between two strings may be used and that Ham-
ming distances are used herein for the purposes of 1llustra-
tion. The Hamming distance may be particularly usetul
when PUF responses are sequential strings with each ele-
ment generated by accessing a distinct PUF device belong-
ing to an array. In this instance, the Hamming distance
between a response to a challenge and an earlier response (or
expected response) to that same challenge will indicate the
number of PUF devices which produced unexpected out-
puts.

According to various embodiments, a PUF-enabled
authentication protocol includes the following stages: (1)
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Enrollment, (2) Handshaking, and (3) Authentication/En-
cryption Key generation. These stages are described below,
beginning with reference to FIG. 1 illustrating an example
environment 100 1n which embodiments disclosed herein
may be practiced. The environment 100 includes a server
102 and client devices, hereinafter clients 105 (represented
by clients 1054, 105/, and 105#). The server 102 manages a
database 104 which may be stored 1n memory of the server
102. The database 104 stores a set of imitial challenge
responses 130, which may be generated in response to
challenges 1ssued by the server 102 to the clients 105, each
of which may respond to the challenges by accessing a
respective PUF array 160 represented by the PUF arrays
160a, 160;, and 160z belonging to clients 105a, 105;, and
1057. Alternatively, the server 102 may be otherwise pro-
vided with information suitable to generate the initial chal-
lenge responses 130.

A PUF array 160 may form parts of an addressable PUF
generator (APG), described further below, which may con-
tain additional processing circuitry and execute nstructions
for generating challenge responses. Enrollment 1s performed
for each client 105 in a secure environment. After enroll-
ment, the constellation of clients 105 may operate 1n an
insecure environment and commumcate with each other
over public networks. Secure information needs to be
encrypted.

FIG. 2 illustrates a simplified example embodiment 200
of clients 205 (i.e., clients {205a, . .. 205/, . ..2057}) having

APGs 210 (i.e., APGs {210aq, . . . 210/, . . . 2102}) belonging
to a client 205, interacting with a server 202 according to
embodiments disclosed herein. Each APG 210 includes a
PUF array 260 (i.e., APGs {260q, . . . 260/, . .. 2607}) which
may be accessed by a microcontroller or other processing,
circuitry of each client 205. The PUF array 260 of a client
205 1s an array of electronic or other devices with measur-
able physical characteristics, configured in an addressable
array similar to an addressable memory device such as RAM
or ROM chip. Due to small variations which occur during
semiconductor manufacturing or other manufacturing pro-
cesses, each PUF device (and hence each PUF array 260)
may be unique, even 1f the PUF arrays are mass-produced by
a process designed to produce nominally 1dentical devices.
The PUF array 210 (shown as a 2D-array of cells) of a client
205 may be accessed by the client 205 which receives
challenges 222 (originating in this example from the server
202). The APG 210 responds by to challenges 222 by
generating responses 230 using measured characteristics of
one or more PUF devices within the PUF array 260 ident-
fied by the challenge 222 or derived from it using instruc-
tions stored by the APG 210.

Each client 205 (represented by “Client a”, “Client 17, and
“Client n”, 1.e, clients 205a, 205/, and 2057 shown) has an
APG 210 containing a PUF array 260 that 1s unique to that
client 205. The APG 210 of a client 205 may be
used to generate numerous responses 230 (i.e., responses
{230a, . . . 2307, . .. 230}) unique to that client 205. These
responses 230 cannot be replicated by an attacker without
physical access to the PUF array 260. During the Enrollment
stage, the server 202 may obtain the initial responses 230 for
cach client 205 by generating all possible challenges 222
and storing responses 230 to those challenges 222 generated
by each APG 210 1n a database 204. Alternatively, the server
202 may be otherwise supplied with characteristics of each
PUF array 260 suflicient to generate the expected responses
230. The microcontroller 220 may include instructions to
combine information from the challenge 222 with additional
information (such as a user password 223) and pass the

10

15

20

25

30

35

40

45

50

55

60

65

6

combination through a hash function 221 the result to
produce the address 2235 (or range of addresses) within the
PUF array 260 to measure in order to generate the proper
response 230.

After the clients 205 are enrolled with the server 202,
embodiments disclosed herein may be utilized to authent-
cated the client 205 and produce an encryption key which
the server 202 and client 205 may use to communicate
securely. First, the server 202 and a client 205 (such as
“Client 17 shown 1n FIG. 2A) enter the Handshaking stage.
In the Handshaking stage an objective 1s for the server 202
to transmit the mmformation needed to i1dentity a particular
portion of the PUF array 260 of the client 205. Both the
server 202 and the client 205 can independently produce a
response to the challenge: the server can lookup information
about the PUF array 260 obtained during enrollment (or
otherwise supplied to the server 202) and the client 205 can
retrieve the same information by using the APG 210 to
access the PUF array 260.

During Handshaking, the server 202 issues a challenge
222 to the APG 210 of the client 205. This challenge 222 1s
used by the APG 210 to identify the portion of the devices
belonging to the PUF array 260 to access. This challenge
222 may be a random number. In some embodiments, the
server 202 and the client 205 may have access to the same
random number generator or may have synchronized ran-
dom number generators. In such embodiments, the server
202 does not need to transmit the challenge 222 to the client
205 1n order for the client 205 to generate the challenge
response 230 using the APG 210.

In some embodiments the ability of the client 205 to
generate the challenge response 230 may be protected by a
password. In such embodiments, the address specifying
which device(s) 1n the PUF array 260 to access may be
produced by combining the challenge 222 with the pass-
word. As a non-limiting example, the client 205 may input
the password and the challenge into a hashing function to
produce the address 1n the PUF array 260. As an example,
if the PUF array 260 1s represented as a two-dimensional
array containing 256 rows and 256 columns, 8 bits of the
message digest can be used to find the first coordinate X in
the PUF array 260; the following 8 bits can be used to find
the second coordinate Y.

As discussed above, the measurement of characteristics of
individual PUF devices may not be perfectly deterministic.
As part of the Handshaking process, the server 202 may send
additional information to the client 205 for use 1 making
generation of the challenge response 230 more reliable. The
helper instructions 224 (i.e., helper instructions {224a, . . .
224;, . . . 224n}) may include a checksum or other error-
correcting information for use with error-correcting codes,
or other information or instructions used 1n response gen-
eration schemes to be discussed later below. Upon receiving
the challenge response 230, the APG 210 may use the helper
instructions 224 to generate corrected responses 232 (i.e.,
corrected responses {232a, . .. 232/, . ..232n}). Use of the
helper istructions 224 and other methods of improving the
reliability of the APG 210 will be discussed further below.
The corrected responses 232 may be used directly as encryp-
tion keys 240 or may otherwise be used to derive the
encryption keys 240. The server 202 may similarly inde-
pendently produce the encryption keys 240 using the nitial
responses 230 stored 1n the database 204. The server 202 and
the client 205 may then communicate securely by encrypting
messages using the shared encryption keys 240

The server 202 can authenticate a client 205 by 1ssuing the
challenge 222 to the client 205 and then comparing the
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corrected challenge response 232 generated by APG 210
with the initial response to that challenge stored by the
server 202 for that client 205 (e.g., mitial challenge
responses 230) or determine that the corrected challenge
response 232 1s consistent with the mitial challenge response
230 by comparing information derived from the corrected
challenge responses 232 with information derived similarly
by the server 202 from one of the mnitial challenge responses
230 corresponding to the challenge 232 issued by the server.
The server 202 may require that the corrected response 232
1s 1dentical to the expected response to the challenge 222
(1.e., the mitial response 230 corresponding to the challenge
222)1n order to authenticate the client 205. Alternatively, the
server 202 may accept a corrected response 232 with a
Hamming distance (or a value of another distance metric)
less than a predetermined maximum value from the expected
response as evidence that the challenge response 230 1s
consistent with the expected response. For example, the
server 202 may infer that the client 205 has generated a
response which differs by less than a predetermined maxi-
mum number of symbols from the 1nitial response 230 and
determine that the challenge response 230 1s consistent with
the 1mitial response 230 (1.e., was generated by a client 205
in possession of the same PUF array used to obtain the mitial
response 230). When the CRP error rates are relatively low,
the responses can be used as part of authentication protocols.
In such cases, Hamming distances between responses and
the expected responses as large as 10% of the total response
length may still be used to provide acceptable false-accept
and false-reject rates (FRR and FAR). When the CRP error
rates are too high, the use of error-correcting methods may
be used to improve both FAR and FRR.

As noted above, 1t 1s desirable that the CRP error rate of
a given APG 1s low. This becomes even more important 1f
the responses 230 are used to generated encryption keys, as
contemplated herein. This 1s because even a single-bit error
in an encryption key may produce a ciphertext which cannot
be correctly decrypted. Although the use of helper mnstruc-
tions (e.g., the helper instructions 224) can reduce error
rates, such approaches have disadvantages. First, the client
devices (e.g., the clients 205) need to consume additional
computing resources to implement the helper instructions
(e.g., error-correcting codes, fuzzy extractors, et al.). How-
ever, 1n some applications doing so may result 1n increased
complexity and power consumption and may be impractical
(c.g., mn IoT and other low-power devices). Second, such
protocols increase the vulnerability to side-channel attacks,
differential power analysis, and potential exposure of the
helpers. In addition, the use of APGs to generate challenge
responses for use 1n generating encryption keys i1s more
challenging than using APGs to generate responses for
authentication. For example, 1f the server 202 generates an
encryption key (e.g., an encryption key 240) using one of the
initial responses 230 and a client 205 attempts to generate
the same encryption key from responding to an appropriate
challenge 222, the process will fail i1 the client-generated
encryption key differs from the server-generated encryption
key by even a single bit. However, typical PUF arrays may
exhibit CRP errors at rates of approximately 3-10% due to
temperature changes, noise sources, aging, or other param-
cter drifts. Thus it 1s important to improve CRP error rates
or correct CRP errors. Embodiments disclosed herein may
therefore employ various other schemes for reducing CRP
error rates.

One approach for dealing with non-zero CRP error rates
for encryption-key-generation referred to herein as
“response-based-cryptography” or “RBC.” RBC may be
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used mdependently, or 1n conjunction with helper instruc-
tions other error-mitigation schemes such as ternary PUF
schemes described later below to realize improved perfor-
mance. When used with ternary PUF schemes, effective
error rates below the level of 10™° may be realized. Further-
more, comparable CRP error rates can be achieved by
combining binary PUF error-correction methods capable of
achieving CRP rates on the order of 10> on their own with
RBC.

FIG. 3 illustrates and embodiment 300 where a server 302
includes a response-based-cryptography (RBC) engine
(RBCE 315). Analogously to the server 202 of embodiment
200, the server 302 of embodiment 300 stores initial
responses 330 for APGs 310 of clients 305 having PUF
arrays 360 in a database 304. The server 302 receives keys
340 generated by clients 305 using APGs 310. However, 1n
embodiment 300, helper instructions (e.g., the helper
instructions 224 of embodiment 200) are not required
because the server 302 1s provided with the RBCE 315. The
purpose of the RBCE 315, 1s to identify responses 330 from
the mitial responses 330 Wthh produce encryption keys 340
which the encryption keys 340 generated by the clients 303
when the client-generated responses 330 are consistent with
the expected responses 330 to particular challenges 322
issued by the server 302, as illustrated 1n FIG. 4.

FIG. 4 shows an example embodiment 400 in which a
server 402 and a client 405 perform an example RBC
authentication procedure. In embodiment 400, the server
402 1ssues an authentication challenge 422 to a client 405.
The client 405 uses an APG 410 to generate a response to the
authentication challenge 422 using its PUF array 460. The
client 405 generates a an encryption key 440 using the
response 430. The client 405 then encrypts an authentication
message 442 using the key 440 to produce an ciphertext 444
(1.e., a ciphertext). The server 402 uses the RBC engine 415
to mdependently encrypt the authentication message 442
using the iitial response 430 to independently generated the
ciphertext 444. If both ciphertexts match, the server 402
knows that 1t has successtully generated the same encryption
key 440 and that the client 405 may be authenticated. In
some embodiments, the server 402, rather than indepen-
dently generating the ciphertext 444, may instead decrypt
the ciphertext 444 received from the client 405 and verily
that resulting plaintext 1s the expected authentication mes-
sage 442 for the client 405. If the ciphertexts (or alterna-
tively, plaintext the authentication messages 442) do not
match, the RBC engine 415 may perform additional steps to
determine that that they are nevertheless consistent with
cach other, as described below. Non-limiting examples of
acceptable authentications messages include a user ID of the
client 405 or other identifying information such as a secret
shared by the client 405 and the server 402. In some
embodiments, the client 405 and the server 402 may have
access to a shared random number generator (RNG) and the
shared secret may be a random number generated by that
RNG. In other embodiments, the client 405 and the server
405 may be provided with synchronized RNGs. In some
embodiments, the server 405 may store the authentication
message 442 directly, while 1n other embodiments, the
server 405 may store imnformation related to the authentica-
tion message 442 along with instructions for generating the
authentication message 442.

In some embodiments, one or both of the server 402 and
the client 405 may optionally retrieve the authentication
message 442 over a network (e.g., the network 492 shown
in FIG. 4) such as a WAN, LAN, or the Internet as non-

limiting examples. Various types of information may be used
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as the authentication message 442. As a non-limiting
example, the authentication message 442 may be a block-
chain transaction or other block which may have been
generated by the client 405 and/or cryptographically signed
by the client 405 which 1dentifies the client 405 to the server 5
402. In this example, the server 402 may optionally retrieve
the authentication message 442 from the blockchain 499 as
shown 1n the FIG. 4. Similarly, the client 405 may write
information to the blockchain 499 (e.g., a signed transaction
block) and later retrieve the authentication message 442 10
from the blockchain 499 during authentication with the
client 402.

For instance, in some embodiments, the client 405 may
send a message to the server 402 to authenticate using a
transaction block from the blockchain 499 as the authenti- 15
cation message 442. In this instance, the server may retrieve
the transaction block identified by the client 405 from the
blockchain 499 as the expected authentication message 442
and verily that it identifies the client when processed using
methods disclosed above and elsewhere in the present 20
disclosure. In some embodiments, the client 402 may trans-
mit a public encryption key, a cryptographic signature, or
other cryptographic output associated with the client as the
authentication message 442. A public encryption key may be
a public key corresponding to a private key previously used 25
by the client 405 to generate a cryptographically-signed
transaction block in the blockchain 499. In embodiments in
which the client transmits a message explicitly 1dentifying
the corresponding transaction block in the blockchain 499,
the sever 402 may access blockchain data of the blockchain 30
499 over the network 492 1n order to retrieve a copy of the
corresponding transaction block, public encryption key,
cryptographic signature, and/or other cryptographic output
from the blockchain 499 and determine that the client 4035
may be authenticated as disclosed herein. 35

In some embodiments where the client 4035 uses a public
encryption key as the authentication message 442, the server
may verily that the public key 1s associated with an authentic
client 405 by a digital signature authority (DSA) by request-
ing validation of the public from the DSA via the network 40
492. In some embodiments, the server 405 may itself
function as a DSA. In some embodiments the client 405 may
transmit a message to the server 402 indicating a particular
transaction block i1n the blockchain 499, signed with an
encryption key in response to the challenge 422. The server 45
402 may use an asymmetric key generation algorithm to
verily that that encryption key 1s a public key corresponding,
to a private key a generated from the challenge response
stored by the server 402 1n accordance with an asymmetric
cryptographic scheme (e.g., RSA, elliptic curve crypto- 50
graphic schemes, lattice cartographic schemes, multivariate
cryptographic schemes, code-based cryptographic schemes,
or another suitable asymmetric cryptographic scheme). In
some embodiments, the client 405 may 1dentity a transaction
block signed by the client 405 prior to authentication along 55
with a particular challenge 422 which the client 4035 previ-
ously used to produce an encryption key with which the
transaction block was signed by the client 405 as disclosed
previously above. In such embodiments, the sever 402 may
independently derive an encryption key using the iitial 60
response 430 corresponding to that challenge 422 and deter-
mine that the client 1s authentic using methods previously
disclosed herein.

Because server 402 does not need to generate and transmit
helper messages 1n embodiments described above, and the 65
clients 405 do not need to have error-correcting schemes to
correct the errors 1n the responses 430, the computing power
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needed at the client level 1n such embodiments 1s reduced,
which allows the use of less powerful microcontrollers,
smaller memory components, and simpler architectures. The
climination of the need for helper instructions (e.g., the
helper instructions 224) also simplifies communication
between servers and clients. The latency at the client device
1s significantly reduced, giving less time for malicious
observers to extract relevant information from transactions.

FIG. 5 shows details of an embodiment 500 wherein a
server 502 uses an RBCE 515 (e.g., the RBCE 415) to
authenticate a client 5035 (and also agree upon an encryption
key with the client) when the CRP error rate of an APG 510
with a PUF array 560 1s non-zero. During Authentication,
the client 505 receives the challenge 522 from the server
502. The server 502 stores 1nitial responses 530 generating
during Enrollment 1n a database 504. The client 505 gener-
ates an encryption key 540 and encrypts an authentication
message 542 with the encryption key 540 to produce the
ciphertext 544 and transmits it to the server 502 which uses
the RBCE 3515 to authenticate the client 505 and generate a
matching encryption key 540. The server 502 may use the
RBCE 515 to encrypt the same authentication message 542
with one or more encryption keys derived from expected
response to the challenge 522 stored 1n the 1nitial responses
530 for use 1n determining same encryption key 340 as the
client 505. If encrypting the authentication message 542
with one of the server-generated encryption keys reproduces
the client-generated ciphertext 544, the server may use that
key to encrypt further communications with the client 505.

For example, the RBCE may use the expected response
530 (denoted initial response 530’ to indicate a Hamming
distance of zero from the corresponding initial response 530
to generate an expected key 540 (denoted by key 540°’) and
encrypt the authentication message 542 with the key 540
to produce an expected ciphertext 5344 (denoted by cipher-
text 544, In order to account for possible CRP errors at the
client 505, the RBCE 5135 may generate additional responses
with various Hamming distance from the expected response
530, derive additional keys 540 from those responses and
produce additional ciphertext 544. For example, the RBCE
515 may generate a set of responses 530" having a Ham-
ming distance of one from the expected response 530,
generate corresponding encryption keys 540, and encrypt
the authentication message 542 with each of those keys to
produce corresponding ciphertext 544, The RBCE 515
may also similarly generate ciphertext 544 and 544’ from
the authentication message 542 and the respective responses
530 and 530%’ which are sets of responses which differ
from the expected response 530 by Hamming distances of
two and three, respectively. In some embodiments, the
RBCE 5135 may be configured to produce additional cipher-
texts as described above using responses which differ from
the expected response 530 by even greater Hamming dis-
tances. In some embodiments, the server 502, rather than
independently generating one or more ciphertexts, may
instead decrypt the ciphertext 544 received from the client
405 and veniy that resulting plaintext 1s the expected
authentication message 442 for the client 405. In other
embodiments, the server 302 may compute additional
ciphertexts before receiving the client-generated ciphertext
544, thereby lowering latency of the Authentication phase.
In some such embodiments, the additional responses may be
pre-computed and stored by the server at any time aiter the
Enrollment phase.

In some embodiments, a client 305 may transmit a public
encryption key to the server 502 instead of an encrypted
authentication message 542 (e.g., a ciphertext 344). The
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public encryption key may generated by the client 505 using
the encryption key 540 as a private-key input to an asym-
metric key generation algorithm, resulting in a private/
public key pair according to an acceptable asymmetric
encryption scheme. The server 502 may then independently
generate such a public key using expected responses derived
from the 1nitial responses 330 generated during Enrollment.
Non-limiting examples of acceptable asymmetric encryption
schemes for include RSA, Elliptic Curve Cryptography
(ECC), lattice cryptography schemes, code-based cryptog-
raphy schemes, multivanate cryptography, and others.

FIG. 6 depicts an example response-based cryptography
procedure 600 which may be performed by a system (e.g.,
the server 502 with RBCE 515). At step 602 the system
receives a ciphertext 645 generated by a client (e.g., the
client 505) using an encryption key 641 derived from a
response to a challenge 1ssued to the client. At step 604 the
system encrypts an authentication message 642 with an
expected encryption key 640 derived from an expected
response 630 to the challenge to produce an expected
ciphertext 644. At step 606 the system determines whether
the expected ciphertext 644 i1s i1dentical to the recerved
ciphertext 643. If so, the expected key 640 must be the same
as the client-generated key 641 and the plamntext of the
ciphertext must be the same as the authentication message
642. The system may therefore determine that the client 1s
authenticated and continue to communicate with the client
using the encryption key 641.

If the received ciphertext 6435 differs from the expected
ciphertext 644, the system may proceed to step 608. At step
608 the system retrieves one of k possible ciphertexts
644(k)“ generated by encrypting the authentication mes-
sage 642 with a corresponding encryption key 640(%k)“
derived from one of k responses 630(k)’ having a Ham-
ming distance of a from the expected response 630. The
system begins with a=1 and proceeds to determine whether
the first ciphertext 644(%k)“ (i.e., a ciphertext 644(1)") is
identical to the expected ciphertext 6435. If so, the corre-
sponding encryption key (i.e., 640(1)""’) must be the same as
the client-generated key 641 and the plaintext of the cipher-
text must be the same as the authentication message 642 and
may therefore determine that the client 1s authenticated and
continue to communicate with the client using the encryp-
tion key 641. If the two ciphertexts are not identical, the
system increments the value of k and repeats steps 608 and
610 until a match has been found or until all possibilities up
to k=N (a) with a=1 have been tried, where N (a) 1s the
number of unique strings having a Hamming distance of
exactly one from the expected response 630. If no matches
are found, the system increments the Hamming distance a
and repeats steps 608 and 610 until a match 1s found or all
possibilities are exhausted up to a predetermined threshold
value of the Hamming distance a. In some embodiments the
maximum Hamming distance may be specified by a user. In
some embodiments, the system may determine the maxi-
mum Hamming distance to meet specified constraints such
as a maximum amount of time allotted for completion of the
procedure 600 or a maximum consumption of computing
resources allowed, as non-limiting examples.

If the computing power of the server device 1s effectively
unlimited, the authentication procedure 600 may 1terate with
increasing Hamming distance until a matching ciphertext
(and thus a matching encryption key) is identified. In such
cases, the computing burden 1s placed on almost entirely on
the system (e.g., the server 502). However, infinite comput-
ing power does not exist; therefore the above systems and
methods are 1s limited to PUFs with CRP error rates that are
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low enough and have small Hamming distances between
challenges and responses. The trade-ofl computing power at
various levels of PUF quality 1s described below 1n connec-
tion to FIGS. 7-8.

FIG. 7 shows a table 700 which lists the number of unique
bitstreams having a Hamming distance a from a given
256-bit bitstream. In order to demonstrate the practicality of
RBC, we estimate how much time i1s needed to generate all
response streams (e.g., the k responses 630(k)“ for all
values of k in the interval {1, N (a)} with the Hamming
distance a, use them to use them to generate encryption keys,
and to encrypt a message (e.g., the authentication message
642) for the purpose of matching ciphertexts as in procedure
600. I we assume that the response 1s 256-bit bitstream, the
number of possible streams, N _(a)=256-choose—a. Table
700 also shows the number of possible bitstreams along with
time required using a single 1-GHz microprocessor core, as
well as the time required using 32 4-GHz microprocessor
cores.

In some 1nstances, 1t may be more eflicient for a server
using RBC protocols described above to 1ssue a new chal-
lenge 1n response to CRP errors, rather than continuing to
search for matches based on additional responses with
increasing Hamming distances from and expected response.
Metrics related to such tradeofls are summarized in FIG. 8
which shows a table 800 with columns 810, 820, and 830.
Each row of the table 800 corresponds to an assumed CRP
error-rate for a hypothetical APG. Column 810 summarizes
the false rejection rate (FRR) expected for a particular
combination of CRP error rate and acceptable Hamming
distance, a. Each sub-column 810a-810d corresponds to a
labeled value of a. For example, when the likelihood that any
given bit 1n a 256-bit response will experience an error 1s
3%, there 15 a 96% likelihood that the response will differ by
2 or more bit values form the expected response (1.€., a 96%
likelihood of 2 or more bit errors in a single response). The
FRR for a given maximum acceptable Hamming distance
may be reduced 11 the server 1s allowed to 1ssue additional
challenges (“queries™) because the likelthood that of obtain-
ing a low-error response increases with the number of
queries. However, from a security standpoint, it 1s better to
reduce the number of client-server interactions (i.e., reduce
the number of queries) because each interaction exposes
information about the authentication system which may be
intercepted and could be used to 1dentily exploits over time.
At the same time, the authentication process should be as
fast as possible.

Column 820 summarizes a number of attempts required to
achieve an FRR of less than 0.1% {for different labeled
values of a (see sub-columns 820a-820¢). For example, 1t 1s
impossible achieve an FRR of less than 0.1% 1n an APG with
a 3% CRP error rate when the maximum allowable Ham-
ming distance i1s less than 5 bits. Furthermore, even when
a=5, up to 18 attempts must be allowed to ensure an
aggregate FRR less than 0.1% Meanwhile, when the CRP
error rate 1s 0.01% an aggregate FRR of less than 0.1% 1s
possible with any value of a greater or equal to one using
only a single query.

Column 830 presents latency estimates for the server and
the client using AES encryption to generate the ciphertexts
when other variables have been chosen to ensure the FRR 1s
less than 0.1% subject to the constraint of one allowed query,
two allowed queries, as well as the shortest possible latency
using more than two queries when latencies are undesirably
high even with two allowed queries for each authentication
transaction (see sub-columns 830a-830c for client-side
latency estimates and sub-columns 8304-830f for server-side
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latency estimates). For example, when the CRP error rate 1s
3% the client-side latency at FRR=0.1% 1s 180 hours and the
server-side latency 1s 18 minutes. Meanwhile, when the CRP
error rate 1s 0.01%, only one query per transaction 1s
required and the client and server-side latencies are 1 ms and
1 us, respectively.

The latency estimates above are made based on typical
computing performance of a commercially-available low
end microcontroller for the client (e.g., a 100 MHz 16-bit
RISC processor) and a and typical computing power of
commercially-available low-end personal computer for the
server (e.g., a 1 GHz 64-bit microprocessor).

The estimates 1n table 800 1illustrate the desirability of low
CRP error rates for use with RBC schemes disclosed herein.
In some embodiments, RBC techniques may be augmented
with techniques to reduce the native CRP error rates of an
APG. One such CRP reduction technique includes charac-
terizing each PUF device 1n a PUF array (e.g., a PUF array
160, 260, 360). During Enrollment, the server issues each
possible challenge repeatedly and tracks the statistical dis-
tribution of values included in the challenge responses The
server then assigns the elements of each challenge response
corresponding to mdividual PUF devices to one of three
ternary states, which will be referred to using the ternary
digits {—, X, +}. Measured device characteristics which fall
within a first range of values are assigned the ternary value
‘=" Measured device characteristics which fall within a
second range ol values exclusive of the first range are
assigned the ternary value ‘+°. Measured device character-
istics which fall within a third range of values exclusive of
the first range and the second range are assigned the ternary
value ‘x’.

For example, 1 the PUF devices are SRAM cells, the
measured device characteristics may be the frequency of the
binary data states stored by the SRAM cells after power
cycling. Cells which are always (or almost always) 1n the 0’
state may be assigned to the ‘-’ ternary state, while cells
which always 1n the ‘1’ state may be assigned to the ‘+’
ternary state. Meanwhile, cells which are “unreliable” fluc-
tuate between the °0” and ‘1’ state may be assigned to the ‘x’
ternary state. The resulting ternary representations may be
stored by the server in the database as initial challenge
responses for the clients. The server may disregard values
generated using unreliable cells when comparing challenge
responses to expected challenge response. In some embodi-
ments, the may send instructions to exclude previously-
characterized unreliable cells to the client. For example, i a
challenge requires a 256-bit response the istructions may
instruct the client to select the first 256 devices which are not
excluded from the challenge generation process started at a
given address The CRP rate can be significantly reduced
using this approach when a sufliciently large number of
initial responses are gathered 1n response to each challenge.
In some embodiments the server shares the location of the
unreliable cells with the clients during the Enrollment pro-
cess, thereby reducing the size of the nstructions transmit-
ted by the server during subsequent authentication and
generation of challenge responses by the clients since the
clients are able to store the information necessary to exclude
the unreliable cells from the challenge generation process.

FI1G. 9 shows measured CRP error-rate data from an APG
constructed using a 32-kByte commercial SRAM produced
by Cypress Semiconductor Corp. and configured to exclude
unreliable cells as described above. As shown 1n FIG. 9, the
CRP error rate 1s reduced when the SRAM 1s tested multiple
times and unreliable cells are excluded from the challenge
response generation process. Increasing the number of mea-
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surements for each possible challenge increases the accuracy
with which unreliable cells are identified and excluded.
After only three cycles, the CRP error rate of the remaiming
cells drops below 1%. After 8 cycles the CRP error rate
drops below 0.3%. after 27 cycles the CRP error rate drops
to 0.1%, and drops further to 0.03% after 47 cycles. In this
protocol with the use of ternary states, approximately 50
cycles are used to realize a PUF with CRP error rates below
0.03%. Overlaid summary data indicates performance of
RBC authentication at various error rates. For example, at
0.03%, RBC authentication with 0.1% FRR can be done
within 1 us (2 queries, a=1), or 100 ms (1 query, a=3), These
experimental results demonstrate the practicality of RBC
protocols disclosed herein.
It should be understood that, unless explicitly stated or
otherwise required, the features disclosed in embodiments
explicitly described herein and elsewhere 1n this disclosure
may be used in any suitable combinations. Thus, as a
non-limiting example, any embodiment disclosed herein
may use the public-key matching techniques disclosed
herein or omit said techniques, as dictated by the needs of a
particular application. Similarly, any embodiment may use
or omit use of the index 1nstructions disclosed herein, and so
on.
The mmvention claimed 1s:
1. A method, comprising:
selecting, as an authentication challenge, a first enroll-
ment challenge retrieved from a database and belong-
ing to a challenge-response pair associated with a client
device possessing a physical-unclonable-function
(“PUF"") array having a plurality of PUF devices;

determining an expected response to the authentication
challenge using an enrollment response belonging to
the challenge-response pair from the database previ-
ously generated in response to the first enrollment
challenge by measuring physical characteristics of PUF
devices of a portion of the PUF array identified by the
first enrollment challenge;

1ssuing the authentication challenge to the client device;

receiving a message 1dentifying a ciphertext from the

client device;

determiming, using the ciphertext and a server-generated

encryption key, that a value of a difference metric
indicating a degree of difference between an authenti-
cation response generated by the client device and the
expected response 1s less than a predetermined maxi-
mum value of the difference metric; and

transmitting a notification to the client device indicating

that the client device has been successiully authenti-
cated.

2. The method of claim 1, wherein the message 1dentify-
ing the ciphertext identifies a transaction block belonging to
a blockchain; and wherein the method further comprises:

retrieving the transaction block identified by the message

from the blockchain; and

selecting an expected authentication message associated

with the client device from the transaction block:; and
wherein determining that the value of the difference
metric between the authentication response and the
expected response 1s less than the predetermined maxi-
mum value of the difference metric comprises:
deriving a cryptographic value using the server-gener-
ated encryption key and determining that the cryp-
tographic value matches the authentication message.

3. The method of claim 2, wherein deriving the server-
generated encryption key from the expected response com-
prises using the expected response as a private-key put to
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an asymmetric public key generator and selecting a public
key output of the asymmetric public key generator as the
server-generated encryption key; and

wherein the asymmetric public key generator produces

public keys according to an asymmetric cryptography
scheme belonging to a class of asymmetric cryptogra-
phy schemes that includes at least RSA, elliptic curve
cryptography, lattice cryptography; code-based cryp-
tography, and multivariate cryptography.

4. The method of claim 1, wherein the method further
comprises deriving the server-generated encryption key
from the expected response; and

wherein determining that the value of the difference

metric between the authentication response and the

expected response 1s less than the predetermined maxi-

mum value of the difference metric comprises:

generating an expected ciphertext by encrypting an
authentication message associated with the client
device with the server-generated encryption key; and

determining that the received ciphertext 1s consistent
with the expected ciphertext.

5. The method of claim 4, wherein, determining that the
value of the difference metric between the authentication
response and the expected response 1s less than the prede-
termined maximum value of the difference metric com-
Prises:

generating  alternative ciphertexts by encrypting an

authentication message associated with the client

device with respective alternate keys by:

generating a set of alternative responses each having a
value of the difference metric indicating a degree of
difference from the expected response corresponding
to a value less than the predetermined maximum
value of the difference metric; and

deriving the respective alternative keys from respective
alternative responses; and

determining that one of the alternative ciphertexts i1s

identical to the received ciphertext.
6. The method of claim 5, wherein the method includes
generating one or more of the alternative ciphertexts after
selecting the first enrollment challenge as the authentication
challenge and before receiving the client-generated cipher-
text and storing the one or more alternative ciphertexts.
7. The method of claim 1, wherein the method further
comprises deriving the server-generated encryption key
from the expected response and
wherein determining that the value of the difference
metric indicating a between the authentication response
and the expected response 1s less than a predetermined
maximum value of the difference metric. comprises:
decrypting the received ciphertext with the server-
generated encryption key to produce a received
plaintext; and
determining whether the received plaintext matches an
authentication message associated with the client
device.
8. The method of claim 7 wherein, wherein determining,
that the value of the difference metric between the authen-
tication response and the expected response 1s less than a
predetermined maximum value of the difference metric.
turther comprises:
generating a set of alternative responses each differing
from the expected response by less than the predeter-
mined maximum value of the diflerence metric:

deriving the respective alternative keys from respective
alternative responses; and
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determiming that decrypting the received ciphertext with

one of the alternative keys produces the authentication

message.

9. The method of claim 1, wherein 1ssuing the authenti-
cation challenge to the client device includes:

determining that the authentication challenge identifies a

portion of the PUF array that includes an excluded set

of PUF devices that previously produced measured

physical characteristics within a specified range of

values from the authentication response; and
instructing the client device to:

exclude measured physical characteristics from the
excluded set of PUF devices while generating the
authentication response;

measure physical characteristics of a number of addi-
tional PUF devices 1n place of the measured physical
characteristics of the set of excluded PUF devices;
and

use the measured physical characteristics of the addi-
tional PUF devices 1n place of the measured physical
characteristics while generating the authentication
response.

10. The method of claim 9, wherein the method further
comprises providing the client device with information
identifving the set of excluded set of PUF devices to the
client device.

11. A device, comprising;:

a processor, and memory coupled to the processor, the

memory storing:
(a) challenge-response pairs, each challenge-response
pair associated with one of a plurality of client
devices each having a respective physical-unclon-
able- function (“PUF”) array having pluralities of
PUF devices, each challenge response pair including,
an enrollment challenge issued to an associated
client device and an initial response to that enroll-
ment challenge obtained from the associated client
device and derived from measurements of physical
characteristics of PUF devices belonging to the PUF
array ol the associated client device; and
(b) executable instructions that, when executed by the
processor, cause the processor to:
select, as an authentication challenge, a first enroll-
ment challenge belonging to a challenge-response
pair associated with a client device; and 1ssue the
authentication challenge to the client device;

determine an expected response to the authentication
challenge using the initial response belonging to
the challenge-response pair associated with the
client device:

receive a ciphertext generated by the client device
with a client-generated encryption key and an
authentication response generated by the client
device;

determine that the authentication response 1s consis-
tent with the expected response using the received
ciphertext; and

transmit a notification to the client device indicating

that the client device has been successtully
authenticated.

12. The device of claim 11, wherein the instructions, when
executed by the processor to determine that the authentica-
tion response 1s consistent with the expected response cause
the processor to:

generate a server-generated encryption key derived from

the expected response;
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encrypt an authentication message associated with the
client device with the server-generated encryption key
to produce an expected ciphertext; and

compare the received ciphertext with the expected cipher-

text.

13. The device of claim 12, wherein the instructions,
when executed by the processor to derive the server-gener-
ated encryption key from the expected response cause the
processor to:

determine that the authentication response di

expected response;

generate a set of alternative responses that difler from the

expected response such that a value of a difference
metric 1indicating a degree of difference between the
authentication response and each alternative response
1s less than a predetermined maximum value of the
difference metric;

derive a set of respective alternative encryption keys from

the alternative responses;
encrypt the authentication message associated with the
client device with each of the alternative encryption
keys to generate respective candidate ciphertexts;
determine that a particular candidate ciphertext 1s 1denti-
cal to the received ciphertext; and
select the alternative key used to generate the particular
candidate ciphertext as the server-generated encryption
key;

generate a server-generated encryption key derived from

the expected response;

decrypt the received ciphertext with the server-generated

encryption key to produce a received plaintext; and
compare the recerved plaintext with an expected authen-
tication message associated with the client device.

14. The device of claim 13, wherein the instructions,
when executed by the processor to derive the server-gener-
ated encryption key from the expected response cause the
processor to:

determine that the authentication response di

expected response;

generate a set of alternative responses that differ from the

expected response such that a value of a diflerence
metric 1indicating a degree of difference between the
authentication response and each alternative response
1s less than a predetermined maximum value of the
difference metric;

derive a set of respective alternative encryption keys from

the set of alternative responses; and

select, as the server-generated encryption key, one of the

alternative encryption keys that produces the authent-
cation message associated with the client device when
used to decrypt the received ciphertext.
15. The device of claim 11, wherein, wherein the instruc-
tions, when executed by the processor to 1ssue the authen-
tication challenge to the client device, cause the processor to
instruct the client device to generate a response that:
assigns a lirst ternary state to any measured physical
characteristic having a value withun a first range; and

assigns a second ternary state to any measured physical
characteristic having a value within a second range of
values exclusive of the first range;
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assigns a third ternary state to any measured physical
characteristic having a value within a third range of
values exclusive of the first and second ranges.
16. A system, comprising:
a processor, a physical-unclonable-function (“PUF”)
array of PUF devices, and memory coupled to the
processor, the memory storing instructions that, upon
execution by the processor, cause the processor to:
transmit an authentication request to a server and
receive an authentication challenge from the server
in response to the authentication request;

measure physical characteristics of PUF devices form-
ing a portion of the PUF array specified by the
authentication challenge;

generate an authentication response based on the mea-
sured physical characteristics and transmit the
authentication response to the server;

derive a client-generated encryption key from the
authentication response;

transmit an expected authentication message to the
server as a ciphertext encrypted with the client-
generated encryption key; and

encrypt further communication with the server using
the client-generated encryption key in response to
receiving a message confirming successiul authenti-
cation from the server.

17. The system of claim 16, wherein the memory stores
instructions that, upon execution by the processor, cause the
processor to:

recerve a password from a user of the client device; and

access the PUF devices forming the portion of the PUF
array specified by the challenge at addresses of the PUF
array generated by combiming the authentication chal-
lenge with a password supplied by a user of the client
device.

18. The system of claim 16, wherein the instructions,
when executed by the processor, further configure the pro-
cessor, when generating authentication response, to execute
ternary encoding instructions that:

assign a first ternary state to any measured physical
characteristic having a value within a first range; and

assign a second ternary state to any measured physical
characteristic having a value within a second range of
values exclusive of the first range;

assign a third ternary state to any measured physical
characteristic having a value within a third range of
values exclusive of the first and second ranges.

19. The system of claim 18, wherein the instructions,
when executed by the processor to generate the authentica-
tion response, further configure the processor to:

exclude measured characteristics assigned the third ter-
nary state from the authentication response; and

measure physical characteristics of additional PUF
devices for each measured characteristic assigned the
third ternary state; and

include the measured physical characteristics of the addi-
tional PUF devices 1n the authentication response.

20. The system of claim 18, wherein, wherein the instruc-
tions, when executed by the processor, configure the pro-
cessor tor receive the ternary encoding instructions from the
server with the authentication challenge.
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