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DETECTION-AREA FENCING WITH
POLARITY AND OBJECT INGRESS/EGRESS
MONITORING

PRIORITY CLAIM

This application claims priority under 37 CFR § 1.78 as
a Continuation-in-Part of pending patent application U.S.
Ser. No. 16/804,639 titled “Tracking Conditions Concerning
an Area to Automatically Generate Artificial Intelligence
Based Responsive Actions” (the ‘“Iracking Conditions
Application™). The Tracking Conditions Application was
filed on Feb. 28, 2020, and has the same Assignee as this
application. The Tracking Conditions Application 1s 1ncor-
porated herein by reference 1n 1ts entirety.

TECHNICAL FIELD

This application generally relates to monitoring and track-
ing conditions in relation to a physical space, and more
specifically to creating detection-area fences with polarity
for object monitoring, including monitoring ngresses and
egresses ol objects.

SUMMARY

The techniques introduced herein provide a method and
system for receiving image data describing a physical space
from one or more sensor(s), outputting a corresponding
image ol the physical space to a user, receiving user gen-
erated control signals indicating to define one or more line(s)
at specific coordinates in relation to the physical space,
defining the one or more line(s) in response to the received
user generated control signals, assigning a polarity to the one
or more line(s), wherein crossing a line 1n a first direction 1s
defined as an ingress and crossing a line 1n a second,
opposite direction 1s defined as an egress, outputting an
image of the one or more line(s) superimposed on the image
of the physical space, wherein the image of the one or more
line(s) graphically indicates the assigned polarity, monitor-
ing physical objects 1n relation to the one or more line(s) 1n
the physical space, and automatically taking one or more
action(s) in response to activity detected by the monitoring.

Other aspects 1nclude corresponding methods, systems,
apparatuses, and computer program products for these and
other mnovative aspects.

The features and advantages described herein are not
all-inclusive and many additional features and advantages
will be apparent to one of ordinary skill 1n the art in view of
the figures and description. Moreover, 1t should be noted that
the language used in the specification has been principally
selected for readability and instructional purposes and not to
limit the scope of the techniques described.

BRIEF DESCRIPTION OF THE DRAWINGS

The techniques introduced herein are 1llustrated by way of
example, and not by way of limitation 1n the figures of the
accompanying drawings in which like reference numerals
are used to refer to similar elements.

FIG. 1 depicts a high-level block diagram 1llustrating one
implementation of a system for creating detection-area
tences with polarity for object monitoring.

FIG. 2 depicts a block diagram illustrating one imple-
mentation of a computing device including an operating,
detection-area fence creating manager according to one
implementation of the techniques described herein.
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FIG. 3 depicts an 1image of a line displayed with assigned
polarity, created according the operation of a detection-area

fence creating manager according to one implementation of
the techniques described herein.

FIGS. 4A and 4B depict examples of images of polygons
displayed with assigned polarity, created according the
operation of a detection-area fence creating manager accord-
ing to one mmplementation of the techniques described
herein.

FIG. 5 depicts a flow diagram illustrating one implemen-
tation of a method for creating detection-area fences with
polarity for object monitoring.

DETAILED DESCRIPTION

Described herein 1s a method and system for creating
detection-area fences with polarity for object monitoring.
More specifically, image data describing a physical space 1s
received from one or more sensors, such as an 1mage sensor,
an ambient light sensor, an infrared sensor, a depth sensor,
a thermal camera, a motion sensor, a proximity sensor, a
video camera, a positioning sensor, etc. The physical space
can be, for example, a building, a room, a portion of a
building or a room, an office, a specific area of floor space,
an area containing or proximate to specific machinery or
equipment, a storage area, etc. The corresponding 1mage of
physical space 1s output to a user, e.g., via a display screen.
User generated control signals are received, indicating to
define one or more lines at specific coordinates 1n relation to
the physical space. For example, the user can operate a
provided graphical user iterface (GUI) to draw the line(s)
at specific locations on the 1mage of the physical space. As
the user iteracts with components of the GUI (e.g., clicking
a mouse with the cursor at specific locations, dragging the
cursor, activating selected buttons or other GUI components,
etc.), corresponding control signals are generated and
received. A single line can be defined in response to the
received user generated control signals, or multiple lines can
be so defined, including multiple connected lines forming a
polygon. A polarity 1s assigned to the line(s), such that
crossing a line 1n one direction 1s defined as an ingress, and
crossing the line 1n the opposite direction 1s defined as an
egress. For a polygon, the assigned polarity distinguishes
between the 1nside and outside of the polygon. For example,
the polarity of the polygon can define the iside of the
polygon as the ingress side and the outside as the egress side,
or vice versa. An image of the line(s) and/or polygon(s) 1s
superimposed on the image of the physical space and
displayed, with graphical indicia showing the polarity. The
assigned polarity can be reversed, for example in response
to the user selecting a corresponding GUI component,
indicating to reverse the polarity.

As described 1n detail 1n the “Tracking Conditions Appli-
cation,” 1t can be desirable to automatically monitor a
physical space for various reasons, for example to detect
ingresses and egresses and maintain an occupancy count.
The line(s) and/or polygon(s) created as described herein
can function as “fences” defining one or more “detection-
area(s),” meamng that instead of monitoring the entire
physical space, physical objects may be monitored in the
physical space in relation to the polarized line(s). For
example, a single line can be monitored for ingresses and
egresses, or monitoring in relation to a polygon can be
limited to the area 1nside (or outside) thereof, while the area
outside of the “detection-area” can be 1gnored. Theses
“fences” with polarity thus enable targeted monitoring.
Because monitoring 1s computationally expensive, this tar-
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geted monitoring 1s desirable. Furthermore, the polarity of
the lines and polygons enables a directional analysis of
physical objects 1n relation to detection-areas 1n the physical
space.

One or more corresponding actions can be automatically
taken 1n response to activity that 1s detected by the moni-
toring. Examples of actions that may be taken 1n response to
this detection include automatically adjusting a climate
control system that controls temperature of the detection-
area, adjusting a lighting system that controls 1llumination of
the detection-area, automatically activating or deactivating a
security system, turning a given piece of equipment on or
ofil, limiting ingress or egress to/from the detection-area, and
outputting an electronic directive to a specific party (e.g., an
administrator or manager).

FIG. 1 depicts a high-level block diagram illustrating one
implementation of a system 100 for creating detection-area
tences with polarity within a physical space. The 1llustrated
system 100 includes a computing device 101, sensors 113, a
database 143, and a persistent storage 145. In the 1llustrated
implementation, the computing device 101, sensors 113,
database 143, and persistent storage 145 may be connected
in a local area network (LAN) and are further communica-
tively coupled to other entities of the system 100 via a
network 105. In other implementations, the database 143
and/or the persistent storage 145 may be located remotely
and coupled to other entities of the system 100 via the
network 105. The system 100 may further include a user
device 115 and cloud storage 127. The components of the
system 100 are described 1n more detail below.

Although specific numbers of some components are
shown 1 FIG. 1, 1t should be understood that there may be
more or fewer of such components in different implemen-
tations. Also, such entities can be connected by any number
of networks and/or LANs. Other components (not 1llus-
trated) may be connected in a similar manner. Conversely,
all of the components illustrated 1n FIG. 1 need not be
present. The components can be interconnected in diflerent
ways from that shown in FIG. 1.

The sensors 113 may be hardware devices that detect and
respond to mput from a physical environment. The sensors
113 may be coupled to the LAN and/or the network 105 to
provide mformation or signals about the physical environ-
ment. One or more sensors 113, including for example a
series of sensors, or a grid or array of sensors, may be
located in different LANs and coupled to the network 105.
The sensors 113 can be 1n the form of, for example, sensors
capable of detecting the ingress/egress of lines with polarity
(e.g., directional fences), such as a motion sensor, a prox-
imity sensor, a depth sensor, a video camera, a positioning
sensor using, €.g., GPS, cellular, near field communications,
video location, and other positioning techmques, etc. Other
types ol sensors may include, but not are limited to, an
accelerometer, an ambient light sensor, a thermal sensor, an
inirared sensor, a biometric sensor, a radio frequency detec-
tor, etc.

The computing device 101 may be in the form of a
hardware or virtual device/server that performs the creation
of detection-area fences with polarity within a physical
space described herein. The computing device 101 may
include a detection-area fence creating manager 103 as
illustrated 1n FIG. 1. In some implementations, the detec-
tion-area fence creating manager 103 1s implemented using,
programmable or specialized hardware. In some 1mplemen-
tations, the detection-area fence creating manager 103 1s
implemented using a combination of hardware and software.
In other implementations, the detection-area fence creating

5

10

15

20

25

30

35

40

45

50

55

60

65

4

manager 103 1s instantiated as software stored and executed
on the computing device 101.

The network 105 can be a conventional type, wired or
wireless, and may have numerous diflerent configurations
including a star configuration, token ring configuration or
other configurations. Furthermore, the network 105 may
include a local area network (LAN), a wide area network
(WAN) (e.g., the Internet), and/or other interconnected data
paths across which multiple devices may communicate. In
some 1mplementations, the network 105 may be a peer-to-
peer network. The network 105 may also be coupled to or
include portions of a telecommunications network for send-
ing data in a variety of different communication protocols.
In some i1mplementations, the network 105 may include
Bluetooth communication networks or a cellular communi-
cations network for sending and receiving data including
short messaging service (SMS), multimedia messaging ser-
vice (MMS), hypertext transfer protocol (HTTP), direct data
connection, WAP, email, etc.

The user device 115 may be 1n the form of a computing
device including a processor, a memory, applications, stor-
age, network communication capabilities, etc. For example,
the user device 115 can be a laptop computer, a desktop
computer, a tablet computer, a smart phone, a wearable
computing device, a personal digital assistant (PDA), a
mobile email device, a television with one or more proces-
sors embedded therein or coupled thereto or any other form
clectronic device capable of running applications, accessing
the network 105 and communicating with other components
of system 100. In some implementations, the user device 115
includes a browser 117. The browser 117 1s an application
running on the user device 115 that locates, retrieves, and
displays content for a user accessing the user device 115. In
some 1mplementations, the detection-area fence creating
manager 103 automatically outputs electronic directives to a
specific party operating the user device, e.g., via the browser.

FIG. 2 depicts a block diagram illustrating one imple-
mentation of a computing device 101 including a detection-
area fence creating manager 103. In some implementations,
the computing device 101 1s implemented as a system 200
which may also include a processor 235, a memory 237, an
optional display device 239, a communication unit 241, and
data storage 243 according to some examples. The compo-
nents of the system 200 are communicatively coupled to a
bus 220 for communication with each other.

The processor 235 may execute soltware instructions by
performing various iput/output, logical, and/or mathemati-
cal operations. The processor 235 may have various com-
puting architectures to process data signals. The processor
235 may be physical and/or virtual and may include a single
processing unit or a plurality of processing units and/or
cores. In some implementations; the processor 235 may be
capable of generating and providing electronic display sig-
nals to a display device, supporting the display of user
interfaces used 1n receiving a user request for video content,
identifving and providing the requested video content to a
user, etc. In some implementations, the processor 235 may
be coupled to the memory 3 via the bus 220 to access data
and 1instructions therefrom and store data therein. The bus
220 may couple the processor 235 to the other components
of the system 200 including, for example, the memory 237,
the communication unit 241, the detection-area fence cre-
ating manager 103, and the data storage 243. It will be
apparent to one skilled in the art that other processors,
operating systems, and physical configurations are possible.

The memory 237 may store and provide access to data for
the other components of the system 200. In some 1mple-
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mentations, the memory 237 may store instructions and/or
data that may be executed by the processor 2335. The
instructions and/or data may 1nclude code for performing the
techniques described herein. For example, 1n one implemen-
tation, the memory 237 may store the detection-area fence
creating manager 103. The memory 237 is also capable of
storing other instructions and data, including, for example,
an operating system, hardware drivers, other software appli-
cations, databases, etc. The memory 237 may be coupled to
the bus 220 for communication with the processor 235 and
the other components of the system 200.

The memory 237 may include one or more non-transitory
computer-usable (e.g., readable, writeable) devices, a
dynamic random access memory (DRAM) device, a static
random access memory (SRAM) device, an embedded
memory device, a discrete memory device (e.g., a PROM,
FPROM, ROM), a hard disk drive, an optical disk drive
(CD, DVD, Blu-ray™, etc.), and/or other types of media,
which can be any tangible apparatus or device that can
contain, store, communicate, or transport instructions, data,
computer programs, software, code, routines, etc., for pro-
cessing by or in connection with the processor 235. In some
implementations, the memory 237 may include one or more
of volatile memory and non-volatile memory. It should be
understood that the memory 237 may be a single device or
may include multiple types of devices and configurations.

The display device 239 may be a liquid crystal display
(LCD), light emitting diode (LED) or any other similarly
equipped display device, screen or monitor. The display
device 239 represents any device equipped to display user
interfaces, electronic images and data as described herein. In
different implementations, the display 1s binary (only two
different values for pixels), monochrome (multiple shades of
one color), or allows multiple colors and shades. The display
device 239 1s coupled to the bus 220 for commumnication with
the processor 235 and the other components of the system
200. It should be noted that the display device 239 1s shown
in FIG. 2 with dashed lines to indicate it 1s optional. For
example, the system 200 may be a server without a display
device 239.

The communication unit 241 1s hardware for receiving
and transmitting data by linking the processor 235 to the
network 105 and other processing systems. In one imple-
mentation, the communication unit 241 may include a port
tor direct physical connection to the network 105. In another
implementation, the communication umt 241 may include a
wireless transceiver (not shown) for exchanging data via
network 105 using one or more wireless communication
methods, such as IEEE 802.11, IEEE 802.16, Bluetooth®,
cellular communications, or another suitable wireless com-
munication method.

The data storage 243 1s a non-transitory memory that
stores data for providing the functionality described herein.
In the illustrated implementation, the data storage 243 1is
communicatively coupled to the bus 220 to receive data for
storage and provide data for retrieval upon a request for the
data.

The components of the detection-area fence creating
manager 103 may include software and/or logic to provide
the functionality they perform. In some implementations, the
components can be mmplemented using programmable or
specialized hardware including a field-programmable gate
array (FPGA) or an application-specific integrated circuit
(ASIC). In some implementations, the components can be
implemented using a combination of hardware and software
executable by the processor 235. In some implementations,
the components are instructions executable by the processor
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235. In some implementations, the components are stored 1n
the memory 237 and are accessible and executable by the
processor 235.

The mmage recerving module 201 of the detection-area
fence creating manager 101 receives 1image data describing
a physical space from one or more sensors 113. The physical
space may be, for example, a building, a room, a portion of
a building, a portion of a room, an oflice, a specific area of
floor space, an area containing or proximate to specific
machinery or equipment, a storage area, etc. The sensor(s)
113 may be positioned in or proximate to the physical space,
and provide image data via network or other electronic
communication. Examples of the types of sensors 113 that
can be utilized 1n this context are an i1mage sensor, an
ambient light sensor, an inirared sensor, a depth sensor, a
thermal camera, a motion sensor, a proximity sensor, a video
camera and a positioning sensor. Other types of sensors 113
may be used in various implementations as desired.

The image outputting module 203 of the detection-area
fence creating manager 101 outputs a corresponding image
of the physical space to a user, for example by displaying the
image on a display device 239 such as a screen. The user 1s
thus able to view an 1image of the physical space, based on
the image data provided by the sensors 113. The image of the
physical space may be output to the user via a graphical user
interface (GUI). In conjunction with the GUI, drawing
program functionality may be provided that enables the user
to draw or otherwise position 1mages of lines and/or poly-
gons at specific locations on the image of the physical space.
For example, the user may interact with components of the
GUI, such as clicking a pointing device at specific locations
on the 1mage to establish points of a line, dragging the cursor
across the image to draw lines, activating selected buttons or
other GUI components, etc.

More specifically, as the user operates the GUI, control
signals corresponding to the users actions are generated and
received by the control signal recerving module 205 of the
detection-area fence creating manager 101. It 1s to be
understood that 1n different implementations, various draw-
ing program tools and functionalities can be provided to the
user as desired, such as snap to grid, different options for
widths, colors and other properties of lines, variable con-
trasts relative to the background, etc. In one example 1mple-
mentation, the user may operate a user device 115 that
communicates with the detection-area fence creating man-
ager 101 over a network 105, as shown 1n FIG. 1.

The line defining module 207 of the detection-area fence
creating manager 101 defines at least one line 1n response to
the received user generated control signals. As described in
detail below, this can take the form of defining a single line
or multiple lines, including connected lines forming a poly-
gon, responsive to the what the user drew on the image of
the physical space, as provided to the detection-area fence
creating manager 101 1n the form of control signals. It 1s to
be further understood that although the user creates 1images
of lines on the 1image of the physical space as displayed on
the screen, the control signals generated by the user activity
can be used by the line defining module 207 to define lines
at specific coordinates 1n relation to the underlying physical
space, as opposed to the image thereol, as described in detail
below.

The polarity assigning module 209 of the detection-area
fence creating manager 101 assigns a polarity to defined
lines, such that crossing a polarized line 1n a first direction
1s defined as an ingress, and crossing the polarized line 1n a
second, opposite direction 1s defined as an egress. Polarity of
individual lines and polygons 1s described 1n detail below.
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The 1image outputting module 203 outputs an 1image of the
defined line(s) superimposed on the image of the physical
space, wherein the image graphically indicates the assigned
polarity. The different types of graphical indicia that may be
used to indicate the polarity are described 1n detail below, in
conjunction with the detailed descriptions of defining indi-
vidual lines and polygons.

It 1s to be understood that polarity of lines and polygons
may be reversed. For example, the image outputting module
203 may display a GUI object (e.g., a labeled button),
activation of which by the user (e.g., clicking on the button
with a mouse) generates a corresponding control signal,
which 1s interpreted by the polarity assigning module 209 to
reverse the polarity of the given (e.g., user selected) line or
polygon. Once the polarity assigning module 209 reverses
the polarity in response to the received control signal, the
image outputting module 203 outputs an updated 1mage of
the line(s) superimposed on the image of the physical space,
graphically indicating the current (1.e., reversed) polarity.

An example of the line defining module 207 defining a
single line between a first point and a second point 15 now
described 1n more detail in conjunction with FIG. 3. Turning
to FIG. 3, two points are illustrated, point A and point B.
These points may be defined responsive to user generated
control signals, resulting from the user first clicking at point
A, and subsequently clicking at point B on the image of the
physical space 301. In response, the line defining module
207 may define the single line AB, between the first point A
and the second point B. In other implementations, lines may
be defined 1n response to user generated control signals in
other ways, for example 1n response to control signals
indicating that the user has dragged a cursor between two
points on the image of the physical space 301, specified two
points by entering vector coordinates, etc.

The polarity assigning module 209 may assign the polar-
ity to line AB relative to the order in which the points are
defined. Assigning polarity to a single line may comprise
defining an ingress side of the line and an egress side of the
line. As 1llustrated in FIG. 3, once the line 1s defined and the
polarity assigned, the 1mage outputting module 203 outputs
an 1mage ol the line superimposed on the image of the
physical space 301, wherein a graphical indication 303 of
the polarnity of the line 1s displayed. In the example shown
in FIG. 3, the graphical indication 303 1s 1n the form of a plus
sign 1ndicating the ingress side of the line, as well as an
arrow 1ndicating directionality from the first point to the
second point. However, this 1s just an example. Other
examples of graphical indicia include a minus sign indicat-
ing the egress side of the line, an arrow indicating direc-
tionality towards to mgress side of the line, diflerent colors
or shadings indicating the ingress side and the egress side of
the line, etc. These and other graphical indicia can be used
to 1indicate polarity individually or in combination as
desired.

An example of the line defining module 207 defining a
polygon comprising multiple connected lines 1s now
described 1n more detail 1n conjunction with FIG. 4A. FIG.
4A 1llustrates the line defiming module 207 defining a
pentagon comprising {ive separate connected lines and hav-
ing an inside and an outside. It 1s to be understood that this
pentagon 1s just an example of a polygon, and polygons with
other numbers of sides and different dimensions can be
defined 1n other implementations. Polygons may be defined
in response to user generated control signals, for example
those indicating to draw multiple connected lines in a given
order. Other examples of control signals that may be used to
define polygons are signals indicating to place points at
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given locations on the 1image of the physical space, to draw
lines based on the dragging of the curser to outline the
polygon, the entering of vector coordinates, etc.

The polarity assigning module 209 may assign the polar-
ity to the polygon relative to the order in which the multiple
lines making up the polygon are defined, or based on other
factors as desired. The assigned polarity of the polygon
defines an ingress side of the polygon and an egress side of
the polygon. For example, assigning the polarity of the
polygon may take the form of defining the inside of the
polygon as the ingress side and the outside of the polygon as
the egress side (or vice versa).

The image outputting module 203 outputs an 1image of the
polygon superimposed on the 1mage of the physical space,
such that the polarity of the polygon 1s graphically indicated.
In the example shown 1n FIG. 4A, the 1nside of the polygon
1s defined as the mgress side and the outside of the polygon
as the egress side. This 1s indicated by displaying a pattern
in the mgress side of the polygon, which 1s the 1nside 1n this
example. Other graphical indicia can be used to indicate the
polarity of a polygon, such as one or multiple plus sign(s)
indicating the mgress side of the polygon, one or multiple
minus sign(s) indicating the egress side of the polygon,
different colors, shading or patterns indicating the ingress
side of the polygon and the egress side of the polygon,
textual labels, etc.

An example of reversing the polarity of the polygon 1s
now described i1n conjunction with FIG. 4B. As described
above, the user may click on or otherwise interact with a
GUI component or the like, indicating to reverse the polarity
of a given line or polygon. This generates a control signal,
and 1n response the polarity assigning module 209 reverses
the polarity. In the example of FIG. 4B, the polarity of the
polygon 1s reversed such that the outside of the polygon 1s
now defined as the imngress side and the inside of the polygon
as the egress side. The image outputting module 203 outputs
an updated 1mage of the polygon graphically indicating the
reversed polarity. In the example shown in FIG. 4B, the
inside of the polygon 1s now defined as the egress side and
the outside of the polygon as the ingress side. This 1s
indicated by displaying a pattern in the ingress side of the
polygon (the outside). As noted above, other graphical
indicia can be used to indicate the polarnty of a polygon or
line as desired.

It 1s to be understood that defined lines and polygons may
correspond to actual physical boundaries in the physical
space, such as walls (e.g., the walls of a room), or may
simply be logical boundaries 303 defined 1n relation to a
grven physical space 301, such as logical boundaries virtu-
ally enclosing a given section of floor space 1n front of an
HVAC unit, where none or only some of the defined lines
correspond to actual physical ones. It 1s to be understood
turther that the scale used in the 1mage of the physical space
and the images of lines superimposed thereon 1s a variable
design parameter, and different scales can be used in difler-
ent scenarios and different implementations as desired. In
some 1implementations, one or more depth values concerning,
lines and/or polygons may be defined, such distance from a
sensor, distance from a surface (e.g., a wall), height above a
surface (e.g., a tloor, a table top), and depth below a surface
(e.g., a celling). The definitions of lines and polygons may
be stored, for example as vector data and corresponding
metadata such as polarity information, depth information,
etc. Diflerent formats may be used for storing definitions of
lines and polygons 1n various implementations as desired.
Such definitions can be stored, for example, 1n a database
143, persistent storage 143, cloud storage 127, etc.




US 11,475,640 B2

9

Returning to FIG. 2, the monitoring module 211 monitors
physical objects 1n the physical space 301 in relation to
defined line(s) and/or polygon(s). This monitoring can be
implemented using various types of sensors 113 such as
image sensors that can track or otherwise detect motion of
people or other types ol objects, for example a motion
sensor, a proximity sensor, a depth sensor, a video camera,
a positioning sensor using, e¢.g., GPS, cellular, near field
communications, video location, and other positioning tech-
niques, etc. Monitoring physical objects 1 relation to a
polarized line can take the form of detecting physical objects
crossing the line. For example, the monitoring module 211
can track people crossing a polarized line, which can be
applied 1 the context of detecting people entering a con-
ference room, oflice, building, or a specific section of one of
these types of areas. In other implementations, specific types
of physical objects are tracked 1nstead of or 1n additional to
people. For example, the monitoring module 211 may moni-
tor tools being removed from or returned to shelves, or
boxes being removed from or placed 1n a storage closet.
Monitoring physical objects in relation to a polarized poly-
gon can take the form of monitoring only the inside of the
polygon (or only the outside of the polygon), and/or moni-
toring physical objects crossing into and/or out of the
polygon.

The above-described monitoring 1n relation to polarized
lines and/or polygons can be utilized to detect ingresses and
cgresses (e.g., of people and/or other types ol physical
objects). For example, the monitoring module 211 may
monitor ingresses and egresses ol people 1n relation to a
polygon corresponding to, for example, a conference room
or a specific section of floor space. This monitoring of
ingresses and egresses may be used, for example, to main-
tain an occupancy count of a delineated area of the physical
space 301 (e.g., as described by a polygon). For example,
where 1ngress and egress of people 1s being tracked, an
occupancy count of the number of people in the physical
space corresponding to the polygon may be maintained. To
do so, the monitoring module 211 starts with a known 1nitial
occupancy count (determined, for example, by detecting an
initial number of people 1n the delineated space using 1mage
sensors). The monitoring module 211 may then increment
the occupancy count whenever an ingress 1s detected, and
decrement the occupancy count whenever an egress 1s
detected. Where inanimate objects are being tracked, an
initial mventory (e.g., of boxes, tools, etc.) may be incre-
mented and decremented based on the detection of ingresses
and egresses.

It 15 to be understood that one or more polarized lines may
be used as directional gates, wherein traversing the polarized
line 1n one direction 1s defined as an 1ngress and traversing
the line 1n the other direction 1s defined as an egress. Such
defined directional gates may correspond to a door or other
form of physical portal mm the physical space, or may
correspond to a boundary segment that 1s logically defined
as a directional gate without corresponding to a specific
physical portal.

By monitoring physical space 1n relation to polarized lines
and polygons as described above, the monitoring module
211 need not monitor the entire physical space 301, but
instead only specific areas indicated by the polarized lines
and polygons. In one example, mstead of monitoring an
entire room, only the door(s) (delineated by polarized lines,
¢.g., directional gates) would be momtored to maintain an
occupancy count. In another example, only the area inside of
a given polygon delineating a room or area of floor space
that 1s of interest would be momitored. It 1s to be understood
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that these are just examples, and polarized lines and poly-
gons corresponding to different objects and/or areas in the
physical space may be defined as desired.

The action taking module 213 takes one or more actions
in response to activity detected by the monitoring module
(e.g., crossing of a polarized line, entry or exit from a given
polygon, a maintained occupancy count, etc.). Various
actions are possible 1n this context. For example, a corre-
sponding directive may be automatically output to one or
more speciiic parties (e.g., inform a fire marshal or building
manager that 1t 1s not necessary to evacuate check a given
room during an emergency because 1t 1s known to be empty).
Other examples of actions include but are not limited to
automatically adjusting a climate control system that con-
trols temperature of the detection-area (e.g., 1n response 1o
the occupancy count and current temperature both exceeding
thresholds, or the detection-area being empty), automati-
cally adjusting a lighting system that controls 1llumination of
the detection-area (e.g., in response to the current occupancy
count and 1llumination level), limiting ingress and/egresses
from the detection-area, automatically activating or deacti-
vating a security system, turning a given piece of equipment
on or off, etc. These are just examples of actions that can be
automatically taken. Other actions can be utilized in difler-
ent implementations as desired.

FIG. 5 depicts a flow diagram illustrating one implemen-
tation of a method 500 for creating detection-area fences
with polarity for object monitoring. At 502, the image data
receiving module 201 may receive 1image data describing a
physical space 301 from at least one sensor 113. At 504, the
image outputting module 201 may output a corresponding
image of the physical space 301 to a user. At 506, the control
signal receiving module 205 may receive user generated
control signals indicating to define one or more line(s) at
specific coordinates 1n relation to the physical space 301. At
508, the line defining module 207 may define one or more
lines 1 response to the recerved user generated control
signals (multiple lines may form a polygon). At 510, the
polarity assigning module 209 may assign a polarity to the
line(s), wherein crossing at least one line 1n a first direction
1s defined as an ingress and crossing at least one line 1n a
second, opposite direction 1s defined as an egress. At 512,
the image outputting module 201 may output an 1image of the
one or more line(s) and/or polygon(s) superimposed on the
image ol the physical space 301, wherein the image of the
line(s) graphically indicates the assigned polarity. At 514,
the monitoring module 211 may monitor physical objects in
relation to the one or more line(s) and/or polygon(s) 1n the
physical space 301. At 516, the action taking module 213
may automatically takes one or more actions 1n response to
activity detected by the monitoring.

A system and method for creating detection-area fences
with polarity for object monitoring, including monitoring of
object ingress and egress has been described. In the above
description, for purposes of explanation, numerous specific
details are set forth 1n order to provide a thorough under-
standing of the techmiques introduced above. It will be
apparent, however, to one skilled in the art that the tech-
niques can be practiced without these specific details. In
other 1nstances, structures and devices are shown 1n block
diagram form 1n order to avoid obscuring the description and
for ease of understanding. For example, the techniques are
described in one implementation above primarily with ret-
erence to software and particular hardware. However, the
present mvention applies to any type of computing system
that can receive data and commands, and present informa-
tion as part of any peripheral devices providing services.
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Reference 1n the specification to “one implementation™ or
“an 1implementation” means that a particular feature, struc-
ture, or characteristic described i1n connection with the
implementation 1s included 1n at least one implementation.
The appearances of the phrase “in one implementation™ 1n
various places 1n the specification are not necessarily all
referring to the same 1mplementation.

Some portions of the detailed descriptions described
above are presented in terms ol algorithms and symbolic
representations of operations on data bits within a computer
memory. These algorithmic descriptions and representations
are, 1n some circumstances, used by those skilled 1n the data
processing arts to convey the substance of their work to
others skilled in the art. An algorithm 1s here, and generally,
conceived to be a self-consistent sequence of steps leading
to a desired result. The steps are those requiring physical
manipulations of physical quantities. Usually, though not
necessarily, these quantities take the form of electrical or
magnetic signals capable of being stored, transterred, com-
bined, compared, and otherwise manipulated. It has proven
convenient at times, principally for reasons of common
usage, to refer to these signals as bits, values, elements,
symbols, characters, terms, numbers or the like.

It should be borne 1n mind, however, that all of these and
similar terms are to be associated with the appropriate
physical quantities and are merely convenient labels applied
to these quantities. Unless specifically stated otherwise as
apparent from the following discussion, 1t 1s appreciated that
throughout the description, discussions utilizing terms such
as “processing,” “‘computing,” “calculating,” “determining,”
“displaying,” or the like, refer to the action and processes of
a computer system, or similar electronic computing device,
that manipulates and transforms data represented as physical
(electronic) quantities within the computer system’s regis-
ters and memories into other data similarly represented as
physical quantities within the computer system memories or
registers or other such information storage, transmission or
display devices.

The techniques also relate to an apparatus for performing,
the operations herein. This apparatus may be specially
constructed for the required purposes, or it may comprise a
general-purpose computer selectively activated or reconfig-
ured by a computer program stored in the computer. Such a

computer program may be stored in a computer readable
storage medium, such as, but 1s not limited to, any type of
disk including floppy disks, optical disks, CD-ROMs, and
magnetic disks, read-only memories (ROMs), random
access memories (RAMs), EPROMs, EEPROMSs, magnetic
or optical cards, tlash memories mncluding USB keys with
non-volatile memory or any type of media sutable for
storing electronic instructions, each coupled to a computer
system bus.

Some 1mplementations can take the form of an entirely
hardware implementation, an entirely software implemen-
tation or an implementation containing both hardware and
soltware elements. One 1mplementation 1s implemented 1n
software, which includes but 1s not limited to firmware,
resident software, microcode, etc.

Furthermore, some implementations can take the form of
a computer program product accessible from a computer-
usable or computer-readable medium providing program
code for use by or in connection with a computer or any
instruction execution system. For the purposes of this
description, a computer-usable or computer readable
medium can be any apparatus that can contain, store, com-
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municate, propagate, or transport the program for use by or
in connection with the instruction execution system, appa-
ratus, or device.

A data processing system suitable for storing and/or
executing program code can include at least one processor
coupled directly or indirectly to memory elements through a
system bus. The memory elements can include local
memory employed during actual execution of the program
code, bulk storage, and cache memories which provide
temporary storage of at least some program code 1n order to
reduce the number of times code must be retrieved from bulk
storage during execution.

Input/output or I/O devices (including but not limited to
keyboards, displays, pointing devices, etc.) can be coupled
to the system either directly or through intervening I/0O
controllers.

Network adapters may also be coupled to the system to
cnable the data processing system to become coupled to
other data processing systems or remote printers or storage
devices through intervening private or public networks.
Modems, cable modem and Ethernet cards are just a few of
the currently available types of network adapters.

Finally, the algorithms and displays presented herein are
not mherently related to any particular computer or other
apparatus. Various general-purpose systems may be used
with programs in accordance with the teachings herein, or 1t
may prove convenient to construct more specialized appa-
ratus to perform the required method steps. The required
structure for a variety of these systems will appear from the
description below. In addition, the techmiques are not
described with reference to any particular programming
language. It will be appreciated that a variety of program-
ming languages may be used to implement the teachings of
the various implementations as described herein.

The foregoing description of the implementations has
been presented for the purposes of illustration and descrip-
tion. It 1s not intended to be exhaustive or to limit the
specification to the precise form disclosed. Many modifica-
tions and variations are possible 1 light of the above
teaching. It 1s intended that the scope of the implementations
be limited not by this detailed description, but rather by the
claims of this application. As will be understood by those
tamiliar with the art, the examples may be embodied in other
specific forms without departing from the spirit or essential
characteristics thereof. Likewise, the particular naming and
division of the modules, routines, features, attributes, meth-
odologies and other aspects are not mandatory or significant,
and the mechanisms that implement the description or 1ts
features may have diflerent names, divisions and/or formats.
Furthermore, as will be apparent to one of ordinary skill 1n
the relevant art, the modules, routines, features, attributes,
methodologies and other aspects of the specification can be
implemented as software, hardware, firmware or any com-
bination of the three. Also, wherever a component, an
example of which 1s a module, of the specification 1is
implemented as software, the component can be i1mple-
mented as a standalone program, as part of a larger program,
as a plurality of separate programs, as a statically or dynami-
cally linked library, as a kernel loadable module, as a device
driver, and/or 1n every and any other way known to those of
ordinary skill i the art of computer programming. Addi-
tionally, the specification 1s 1n no way limited to implemen-
tation 1n any specific programming language, or for any
specific operating system or environment. Accordingly, the
disclosure 1s intended to be illustrative, but not limiting, of
the scope of the specification, which 1s set forth in the
following claims.
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What 1s claimed 1s:

1. A computer-implemented method comprising:

receiving 1mage data describing a physical space from at

least one sensor;
outputting a corresponding image of the physical space to
a user;

receiving user generated control signals indicating mul-
tiple lines at specific coordinates i1n relation to the
physical space;

defimng a polygon in response to the recerved user

generated control signals, the polygon having multiple
connected lines, an inside and an outside;
assigning a polarity to the polygon relative to an order in
which the multiple lines defining the polygon were
received, the polarity of the polygon defining an ingress
side of the polygon and an egress side of the polygon,
wherein the inside of the polygon 1s defined as the
ingress side and the outside of the polygon 1s defined as
the egress side based on the order 1n which the multiple
lines received to define the polygon being clockwise
and the outside of the polygon 1s defined as the ingress
side and the inside of the polygon i1s defined as the
egress side based on the order in which the multiple
lines received to define the polygon being counter-
clockwise;
outputting an image of the polygon superimposed on the
image of the physical space, wherein the image of the
polygon graphically indicates the assigned polarity;

monitoring physical objects 1n relation to the polygon 1n
the physical space; and

automatically taking at least one action 1n response to

activity detected by the monitoring.

2. The method of claim 1, wherein receiving user gener-
ated control signals includes receiving signals indicating an
additional line at specific coordinates 1n relation to the
physical space and turther comprising;:

defimng the additional line 1n response to the recerved

user generated control signals;

assigning a polarity to the additional line wherein crossing,

the additional line 1n a first direction 1s defined as an

ingress and crossing the additional line 1n a second,

opposite direction 1s defined as an egress; and
reversing the polarity of the additional line.

3. The method of claim 2, further comprising;:

displaying a graphical object, user activation ol which

reverses the polanty of the additional line;

receiving a control signal 1n response to the user inter-

acting with the displayed graphical object; and
reversing the polarity of the additional line 1n response to
the recerved control signal.

4. The method of claim 2, further comprising saving
vector data describing the additional line.

5. The method of claim 2, wherein defining the additional
line 1n response to the received user generated control
signals further comprises:

defining at least one depth value concerming the additional

line, from a group of depth values consisting of:
distance from at least one sensor, distance from a

surface, height above a surface, and depth below a
suriace.

6. The method of claim 1, further comprising:

defiming a single line between a {first point and a second
point, the first point and the second point being defined
responsive to the user generated control signals; and

assigning the polarity to the single line relative to an order
in which the first point and the second point are defined,
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wherein the polarity of the line defines an ingress side

of the line and an egress side of the line.

7. The method of claim 6, further comprising:

outputting an image of the single line superimposed on

the 1image of the physical space, wherein the polarity of
the single line 1s graphically indicated by displaying at
least one from a group consisting of:

a plus sign indicating the ingress side of the line, a
minus sign indicating the egress side of the line, an
arrow 1ndicating directionality towards to the ingress
side of the line, an arrow indicating directionality
from the first point to the second point, and different
colors indicating the 1ingress side and the egress side
of the line.

8. The method of claim 6, further comprising;:

monitoring physical objects in relation to the single line,

further comprising monitoring physical objects cross-
ing the single line.

9. The method of claim 1, wherein assigning the polarity
of the polygon further comprises a step from a group of steps
consisting of:

defining the mside of the polygon as the ingress side and

the outside of the polygon as the egress side; and

defining the outside of the polygon as the ingress side and
the mnside of the polygon as the egress side.

10. The method of claim 1, wherein the polarity of the
polygon 1s graphically indicated by displaying at least one
from a group consisting of:

at least one plus sign indicating the ingress side of the

polygon, at least one minus sign indicating the egress

side of the polygon, different graphical indicia indicat-
ing the ingress side of the polygon and the egress side
of the polygon, and diflerent colors indicating the
ingress side of the polygon and the egress side of the

polygon.
11. The method of claim 1, wherein monitoring physical

objects 1n relation to the polygon further comprises moni-
toring only the inside of the polygon.

12. The method of claim 1, wherein monitoring physical
objects 1n relation to the polygon further comprises moni-

toring only the outside of the polygon.

13. The method of claim 1, wherein monitoring physical
objects 1n relation to the polygon further comprises moni-
toring objects crossing into and/or out of the polygon.

14. The method of claim 1, wherein recerving 1image data
describing a physical space from at least one sensor further
COmprises:

recerving 1mage data from at least one sensor from a

group ol sensors consisting ol: an 1mage sensor, an
ambient light sensor, an inirared sensor, a depth sensor,
a thermal camera, a motion sensor, a proximity sensot,
a video camera and a positioning sensor.

15. The method of claim 1, wherein monitoring physical
objects 1n relation to the polygon in the physical space
further comprises:

monitoring the polygon in the physical space using at

least one sensor from a group of sensors consisting of:
an 1mage sensor, an ambient light sensor, an infrared
sensor, a depth sensor, a thermal camera, a motion
sensor, a proximity sensor, a video camera and a
positioning sensor.

16. The method of claim 1, wherein monitoring physical
objects 1n relation to the polygon in the physical space
further comprises:

detecting ingresses and egresses.
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17. The method of claim 16, wherein detecting ingresses
and egresses further comprises at least one step from a group
ol steps consisting of:

detecting ingresses and egresses of people; and

detecting ingresses and egresses of a specific type of >

object.

18. The method of claim 1, further wherein:

the physical space further consists of one from a group
consisting of: a building, a room, a portion of a build-

. . . . 10
ing, a portion of a room, an oflice, a specific area of

floor space, an area containing or proximate to specific
machinery or equipment and a storage area.

19. The method of claim 1, wherein automatically taking
at least one action 1n response to activity detected by the
monitoring further comprises at least one step from a group
ol steps consisting of:

automatically outputting an electronic directive to a spe-

cific party;

automatically adjusting a climate control system that

controls temperature of the physical space;
automatically adjusting a lighting system that controls
illumination of the physical space,

automatically activating or deactivating a security system;

automatically turning a given piece of equipment on or

off;
limiting 1ngress to the physical space; and

limiting egress from the physical space.

20. A system comprising;:

at least one processor; and

a memory, the memory storing instructions which when

executed cause the at least one processor to:
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receive 1mage data describing a physical space from at
least one sensor;
output a corresponding 1mage of the physical space to
a user;
receive user generated control signals indicating mul-
tiple lines at specific coordinates in relation to the
physical space;
define a polygon in response to the received user
generated control signals, the polygon having mul-
tiple connected lines, an inside and an outside;
assign a polarity to the polygon relative to an order 1n
which the multiple lines defining the polygon were
received, the polarity of the polygon defining an ingress
side of the polygon and an egress side of the polygon,
wherein the inside of the polygon 1s defined as the
ingress side and the outside of the polygon 1s defined as
the egress side based on the order in which the multiple
lines recerved to define the polygon being clockwise
and the outside of the polygon 1s defined as the ingress
side and the inside of the polygon i1s defined as the
egress side based on the order 1n which the multiple
lines received to define the polygon being counter-
clockwise;
output an i1mage of the polygon superimposed on the
image of the physical space, wherein the image of the
polygon graphically indicates the assigned polarity;
monitor physical objects 1n relation to the polygon 1n the
physical space; and
take automatically at least one action in response to
activity detected by the monitoring.
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