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COMPUTER SYSTEM AND SCALE-OUT
METHOD OF COMPUTER SYSTEM

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a computer system and a
scale-out method of the computer system.

2. Description of the Related Art

In a data processing infrastructure for executing stationary
data analysis by a data processing system built 1n an on-
premises environment, the data processing infrastructure
may temporarily become overloaded when an unexpected
analysis request 1s made, and analysis time may become
long. In this case, 1f cloud bursting 1s executed, 1t 1s possible
to eliminate the need to secure resources 1n the on-premises
environment according to an unexpected load.

The cloud bursting scales out a public cloud (adds (in-
creases) the number of computers (computer resources) that
execute data processing). In the cloud bursting, data neces-
sary for data processing needs to be copied from the on-
premises environment to the public cloud. However, since
there 1s a limit on the communication bandwidth between
the data processing system built in the on-premises envi-
ronment and the public cloud, 1t takes time to copy data.
Theretfore, 1t may be dithcult to cope with an unexpected
load 1n some cases.

To deal with this problem, a computer system disclosed in
Japanese Patent No. 6815342 (hereinafter, referred to as an
“existing system”) copies a part of data from a computer
system built 1n an on-premises environment to a public
cloud in cloud bursting. Accordingly, the existing system
reduces the time required to copy data and the amount of
data to be copied. The existing system determines a part of
data to be copied, on the basis of an access history or the

like.

SUMMARY OF THE INVENTION

However, 1n the case where the amount of a part of data
to be copied 1s large 1n cloud bursting, the copy waiting time
until the data copy 1s completed becomes long 1n the existing
system. Therefore, there 1s a possibility that the performance
1s deteriorated due to the copy waiting time in the existing
system. As a result, 1t may be diflicult for the existing system
to cope with an unexpected load.

The present invention has been made 1n order to solve the
above-described problems. That 1s, one of the objects of the
present invention 1s to provide a computer system and a
scale-out method of the computer system that can reduce the
possibility of occurrence of performance deterioration 1n the
case where cloud bursting 1s executed.

In order to solve the above-described problems, the pres-
ent 1nvention provides a computer system including a data
processing system that 1s built in a specific environment. The
data processing system includes a management node that
accepts data processing, a processing cluster that includes a
plurality of processing nodes configured to perform, 1n a
distributed manner, the data processing accepted by the
management node, and a storage that includes a first data
storage area in which data necessary for the data processing
1s stored. The data processing system 1s configured to be
capable of executing scaling for increasing or decreasing the
number of the processing nodes that are resources for
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2

executing the data processing in a distributed manner,
according to the load of the processing cluster. In the case
where the resources of the data processing system become
insuilicient due to an increase 1n the load of the processing
cluster, the data processing system includes the processing
nodes the number of which can be increased or decreased

and a storage cluster having a plurality of storage nodes the
number of which can be increased or decreased, the data
processing system being configured to be capable of execut-
ing scale-out for increasing the number of the processing
nodes that are the resources for executing the data process-
ing in a distributed manner, 1n a cloud environment difierent
from the specific environment that can communicate with
the data processing system via a network. In the case where
the scale-out 1s executed 1n the cloud environment, the data
processing system starts a data copy process of copying data
that 1s stored 1n the first data storage area and that 1s to be
used 1n the data processing, from the first data storage area
of the data processing system to a second data storage area
of the storage cluster via the network, and executes, during
a period of time from a start of the data copy process to an
end of the data copy process, the scale-out in the cloud
environment by increasing the number of the processing
nodes that execute the data processing in a distributed
manner while accessing the data stored in the first data
storage area of the storage via the network.

In addition, the present invention provides a scale-out
method of a computer system that 1s executed by a data
processing system built in a specific environment. The data
processing system includes a management node that accepts
data processing, a processing cluster that includes a plurality
ol processing nodes configured to perform, 1n a distributed
manner, the data processing accepted by the management
node, and a storage that includes a first data storage area in
which data necessary for the data processing is stored. The
data processing system 1s configured to be capable of
executing scaling for increasing or decreasing the number of
the processing nodes that are resources for executing the
data processing in a distributed manner, according to the
load of the processing cluster. In the case where the
resources of the data processing system become insuilicient
due to an increase 1n the load of the processing cluster, the
data processing system includes the processing nodes the
number of which can be increased or decreased and a storage
cluster having a plurality of storage nodes the number of
which can be increased or decreased, and executes scale-out
for increasing the number of the processing nodes that are
the resources for executing the data processing in a distrib-
uted manner, 1n a cloud environment different from the
specific environment that can communicate with the data
processing system via a network. In the case where the
scale-out 1s executed in the cloud environment, the data
processing system starts a data copy process of copying data
that 1s stored 1n the first data storage area and that 1s to be
used 1n the data processing, from the first data storage area
of the data processing system to a second data storage area
of the storage cluster via the network, and executes, during
a period of time from a start of the data copy process to an
end of the data copy process, the scale-out in the cloud
environment by increasing the number of the processing
nodes that execute the data processing in a distributed
manner while accessing the data stored in the first data
storage area of the storage via the network.

According to the present invention, 1t 1s possible to reduce
the possibility of occurrence of performance deterioration in
the case where cloud bursting 1s executed.
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BRIEF DESCRIPTION OF THE DRAWINGS

FI1G. 1 1s a diagram for explaining an outline of the present
invention;

FIG. 2 1s a schematic configuration diagram showing a
system configuration example of a data processing inira-
structure system;

FIG. 3 1s a schematic configuration diagram showing a
hardware configuration example of a construction automa-
tion server;

FIG. 4 1s a schematic configuration diagram showing a
hardware configuration example of a monitoring server;

FIG. 5A 1s a diagram for explaining details of database
(DB) information included 1n system configuration informa-
tion;

FIG. 5B 1s a diagram for explaining details of storage
information included in the system configuration iforma-
tion;

FIG. 6A 1s a diagram for explaining a DB server con-
struction/setting procedure included 1n a construction/setting
procedure;

FIG. 6B 1s a diagram for explaining a storage setting
procedure included 1n the construction/setting procedure;

FIG. 7A 1s a diagram for explaining a Master DB node
creation process;

FIG. 7B 1s a diagram for explaining a Worker DB node
addition process, a Worker DB node deletion process, and a
Worker DB cluster switching process;

FIG. 7C 1s a diagram for explaining a storage node
addition process, a rearrangement process of rearranging
data 1n a storage cluster, and a change process of changing
a connection destination of a Worker DB node 1n a Worker
DB cluster;

FIG. 8A 1s a diagram for explaimng DB performance
information;

FIG. 8B 1s a diagram for explaiming storage performance
information included 1n system performance information;

FIG. 9 1s a diagram for explaining each piece of infor-
mation included in threshold value determination informa-
tion;

FIG. 10A 1s a diagram for explaining a system configu-
ration information registration process;

FIG. 10B 1s a diagram for explaining a worktlow execu-
tion process;

FIG. 10C 1s a diagram for explaining a scale control
process;

FIG. 11A 1s a diagram for explaining a system perfor-
mance information collection process;

FIG. 11B 1s a diagram for explaining a system threshold
value determination process;

FIG. 11C 1s a diagram for explaining a system operation
information display process;

FIG. 12A 1s a flowchart showing a processing flow
executed 1n the scale control process;

FIG. 12B 1s a flowchart showing a
executed 1n the scale control process;

FIG. 12C 1s a flowchart showing a
executed 1n the scale control process;

FIG. 12D 1s a flowchart showing
executed 1n the scale control process;

FIG. 12E 1s a flowchart showing a
executed 1n the scale control process;

FIG. 12F 1s a flowchart showing a processing flow
executed 1n the scale control process;

FIG. 13A 1s a diagram showing examples of operation
information display images at the time of execution of
scale-out; and
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4

FIG. 13B 1s a diagram showing examples of the operation
information display images at the time of execution of
scale-out.

DESCRIPTION OF THE PREFERREI
EMBODIMENT

A computer system according to an embodiment of the
present mvention will be described with reference to the
drawings. It should be noted that the present invention 1s not
limited to the embodiment described below, and various
modified examples can be employed within the scope of the
present invention. In the following description, various types
of information will be described 1n association with expres-
s1ons such as a “table” and a “record,” but may be expressed
by data structures other than these data structures. Further, in
the description of identification information, expressions
such as a “number,” “identification information,” and a
“name” are used, but these can be replaced with each other.
<QOutline>

First, an outline of the present invention will be described
in order to easily understand the present invention. FIG. 1 1s
a diagram for explaiming an outline of the present invention.
An example of a computer system according to the embodi-
ment of the present invention 1s a computer system built in
a hybrid cloud and 1s, for example, a hybrid cloud configu-
ration data processing infrastructure system 200 shown in
FIG. 1. Heremafter, the hybrid cloud configuration data
processing infrastructure system 200 1s simply referred to as
a “data processing infrastructure system 200.”

The data processing infrastructure system 200 includes
data processing systems 201 built on-premises 101 and 1n a
public cloud 102. The concrete configurations of the data
processing mirastructure system 200 and the data processing
systems 201 will be described later in detail. It should be
noted that the on-premises 101 may also be referred to as
“on-prem” 1n the present specification and the drawings. The
public cloud 102 may also be referred to as a “pub-cloud.”

In the data processing infrastructure system 200, the
on-premises 101 and the public cloud 102 are connected to
cach other via a first network 103. The data processing
infrastructure system 200 1s configured to be capable of
executing scale-out (cloud bursting) from the on-premises
101 to the public cloud 102 by performing scale control 104
shown 1n the flowchart 1n FIG. 1 (see a description Stl 1n
FIG. 1).

In the case where the cloud bursting 1s performed, the data
processing infrastructure system 200 executes a method 100
of gradually scaling out the data processing systems 201.

The data processing system 201 built in the on-premises
101 includes a database for performing data processing. The
database includes a storage unit for storing data and a control
unmit for controlling mmput/output and update of the data
stored 1n the storage unit. The control unit of the database
corresponds to a Master DB node 105 that 1s provided in the
on-premises 101 and that performs data processing, and a
first Worker DB cluster 107 (also referred to as a “cluster 17)
including a plurality of Worker DB nodes 106a in the
on-premises 101. The storage unit for storing data corre-
sponds to a storage S1.

The Master DB node 1035 can update data as indicated by
a dashed-line arrow AR1 and refer to data as indicated by a
solid-line arrow AR2. The Worker DB node 106a can only
refer to data as indicated by the solid-line arrow AR2.

At the start of data processing, the Master DB node 105
and the first Worker DB cluster 107 in the on-premises 101
execute the data processing. More specifically, an applica-
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tion (for example, a data analysis application) accesses the
Master DB node 105. The Master DB node 105 allocates
query processing from the application (for example, the data
analysis application), to the first Worker DB cluster 107 (a
plurality of Worker DB nodes 106a) to perform the process-
ing in a distributed manner.

The data processing inirastructure system 200 executes
scale-out (adds (increases) the Worker DB nodes 1064 that
perform processing 1n a distributed manner) i the on-
premises 101 according to the load of the query processing.
In this case, resources in the on-premises 101 become
isuihicient (also referred to as an “on-prem resource short-
age”) 1 some cases due to an overload caused by an
unexpected analysis request in the data processing infra-
structure system 200. In this case, 1t becomes diflicult for the
data processing infrastructure system 200 to perform the
scale-out (add (increase) the Worker DB nodes 106a) 1n the
on-premises 101. Thus, the data processing infrastructure
system 200 executes the scale control 104 to perform the
scale-out (that 1s, cloud bursting) 1n the public cloud 102.

Specifically, in the case where it 1s determined 1n a
determination 108 that a resource shortage (on-prem
resource shortage) occurs in the on-premises 101, the scale
control 104 proceeds to a process 109.

In the process 109, the scale control 104 executes the
scale-out 1n the public cloud 102 by increasing (adding) a
plurality of Worker DB nodes 10651 (a second Worker DB
cluster 110 (also referred to as a *“cluster 2°)) that have no
cache and that execute query processing in a distributed
mannet.

Further, in the process 109, the scale control 104 remotely
copies data stored 1n a first data storage area 111 (volume)
of the storage S1 1n the on-premises 101, to a second data
storage area 114 (volume) of a storage cluster 113 including
a plurality of storage nodes 112 1n the public cloud 102.

At this time, 1t takes time to remotely copy data. There-
fore, the remote copy 1s executed while the second Worker
DB cluster 110 accesses the data stored in the first data
storage area 111 in the on-premises 101, to perform the
query processing (see a description St2). Accordingly, the
scale control 104 can reduce the copy waiting time. That 1s,
since, 1n parallel with the remote copy, the second Worker
DB cluster 110 performs the query processing while access-
ing the data stored 1n the first data storage area 111 1n the
on-premises 101, the possibility of being unable to cope with
an unexpected load due to the copy waiting time (the
possibility of occurrence of performance deterioration) can
be reduced.

Next, the scale control 104 proceeds to a determination
115 to determine whether or not the transfer amount of the
first network 103 (also referred to as a “network 1) exceeds
a threshold value (is larger than a threshold value). In the
case where the transfer amount of the first network 103
exceeds the threshold value (that 1s, 1n the case of “TRUE”),
the scale control 104 proceeds to a determination 116 to
determine whether or not the above-described remote copy
has been completed.

In the case where the transfer amount of the first network
103 exceeds the threshold value but the remote copy has not
been completed (that 1s, in the case of “FALSE” in the
determination 116), there 1s a possibility that the copy time
becomes long or the performance 1s deteriorated. Thus, in
this case, the scale control 104 proceeds to a process 117 to
create and activate a plurality of Worker DB nodes 106562 (a
third Worker DB cluster 118 (also referred to as a “cluster
3)) that have caches and that execute query processing in a
distributed manner. For example, the plurality of Worker DB
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nodes 106562, which have caches, caches a part of data (for
example, frequently accessed data) transierred from the
storage S1. Accordingly, the scale control 104 can reduce the
transfer amount of the first network 103, and thus, 1t 1s
possible to reduce the possibility that the performance 1s
deteriorated during the data copy or that the copy time
becomes long.

It should be noted that, in the following description, the
Worker DB node 10651 having no cache and the Worker DB

node 10652 having a cache in the public cloud 102 will be
referred to as “Worker DB nodes 1065 1n the case where 1t
1s not necessary to distinguish them from each other. The
Worker DB node 10651 having no cache will also simply be
referred to as a “Worker DB node 10651” 1n some cases. The
Worker DB node 10652 having a cache will also simply be
referred to as a “Worker DB node 10652 1n some cases. The
Worker DB node 106a in the on-premises 101 and the
Worker DB node 10656 in the public cloud 102 will also
simply be referred to as “Worker DB nodes 106” 1n some
cases 1n the case where 1t 15 not necessary to distinguish
them from each other. Further, the Worker DB node 106 will
also be referred to as a “processing node” for convenience,
in some cases. The above-described Master DB node 105
will also be referred to as a “management node™ for con-
venience, 1n SoOme cases.

It should be noted that, in the process 117, the scale
control 104 changes all the Worker DB nodes 10651 1n the
second Worker DB cluster 110 to a maintenance mode when

creating and activating the third Worker DB cluster 118
(cluster 3). The scale control 104 deletes all the Worker DB
nodes 10651 from the second Worker DB cluster 110 after
execution of the query processing 1s completed.

In the case where the transfer amount of the first network
103 exceeds the threshold value in the determination 115
and completion of the remote copy 1s “TRUE” 1n the
determination 116, the scale control 104 proceeds to a
process 119. In the process 119, the scale control 104 creates
and activates a plurality of Worker DB nodes 10651 (a fourth
Worker DB cluster 120 (also referred to as a “cluster 47))
that have no cache and that execute query processing 1n a
distributed manner. It should be noted that, in the process
119, the scale control 104 changes all the Worker DB nodes
10652 1n the third Worker DB cluster 118 to the maintenance
mode when creating and activating the fourth Worker DB
cluster 120 (cluster 4). The scale control 104 deletes all the
Worker DB nodes 106562 from the third Worker DB cluster
118 after execution of the query processing 1s completed.

It should be noted that i1n the case where the third Worker
DB cluster 118 has not been created and activated in the
process 119 (that 1s, 1n the case where 1t has not been
determined in the determination 116 that completion of the
remote copy 1s “FALSE”), the scale control 104 executes the
next processing in the process 119. That 1s, when the fourth
Worker DB cluster 120 (cluster 4) 1s created and activated,
the scale control 104 changes all the Worker DB nodes
106561 1n the second Worker DB cluster 110 to the mainte-
nance mode, and deletes the nodes from the second Worker
DB cluster 110 after execution of the query processing is
completed.

Thereatter, the scale control 104 proceeds to a determi-
nation 121 to determine whether or not the transfer amount
of a network 122 for storage access (also referred to as a
“second network 1227 or a “network 27) in the storage
cluster 113 exceeds the threshold value. It should be noted
that the storage cluster 113 1s a software defined storage
(SDS) in which storage areas that are dispersedly located 1n

a plurality of storage nodes 112 are managed by software to
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define all the areas as a large storage device. The storage
node 112 1s, for example, a virtual machine (for example, an
EC2 instance of Amazon Web Services (AWS)) to which a
storage volume (for example, Amazon Flastic Block Store
(EBS) of Amazon Web Services (AWS)) 1s attached.

When 1t 1s determined in the determination 121 that the
transier amount of the second network 122 in the storage
cluster 113 exceeds the threshold value, even if the scale
control 104 adds (increases) the Worker DB nodes 10651,
the communication performance 1s not enhanced (because
the transfer amount of the second network 122 becomes
insuihicient), and thus, the performance 1s not improved 1n
SOme cases.

Thus, 1n the case where the transfer amount of the second
network 122 exceeds the threshold value (that 1s, 1n the case
of “TRUE”), the scale control 104 proceeds to a process 123
to create and activate a plurality of Worker DB nodes 106562
(a filth Worker DB cluster 124 with caches (also referred to
as a “cluster 5”)) that have caches and that execute query
processing 1n a distributed manner. It should be noted that,
when the fifth Worker DB cluster 124 (cluster 3) 1s created
and activated, the scale control 104 changes all the Worker
DB nodes 10651 1n the fourth Worker DB cluster 120 to the
maintenance mode, and deletes the nodes from the fourth
Worker DB cluster 120 after execution of the query pro-
cessing 1s completed.

Further, the scale control 104 adds the storage node 112
to the storage cluster 113 in the process 123 and starts
copying data for data rearrangement. At this time, 1t takes
time to rearrange data (it takes time to copy data for data
rearrangement).

To deal with this problem, the fifth Worker DB cluster 124
with caches 1s first created and activated as described above.
Then, while accessing the data stored in the second data
storage arca 114 of the storage cluster 113, the fifth Worker
DB cluster 124 with caches adds the storage node 112 and
rearranges the data (see a description St3). For example, the
plurality of Worker DB nodes 10652, which have caches,
cache a part of data ({or example, frequently accessed data)
transierred from the storage cluster 113. During the addition
of the storage node 112 and the data rearrangement, the
transfer amount of the second network 122 in the storage
cluster 113 1s decreased by switching to the fifth Worker DB
cluster 124 with caches. Accordingly, the scale control 104
can reduce the transfer amount of the second network 122,
and thus, the possibility that the performance 1s deteriorated
during the addition of the storage node 112 and the data
rearrangement can be reduced.

The scale control 104 proceeds to a determination 123 to
determine whether or not the addition of the storage node
112 and the data copy for data arrangement have been
completed. When 1t 1s determined in the determination 1235
that completion of the addition of the storage node 112 and
the data copy for data arrangement 1s “I'RUE”, the scale
control 104 proceeds to a process 126. In the process 126,
the scale control 104 changes the connection destination of

the Worker DB node 10652 that has a cache and that 1s
included in the fifth Worker DB cluster 124 with caches.
That 1s, the scale control 104 unmounts the copy source
volume of the connection destination of the Worker DB node
10662 having a cache, and then mounts the connection
destination of the Worker DB node 10652 having a cache to
the copy destination volume.

It should be noted that, after the mounting, a plurality of
Worker DB nodes 106561 (a sixth Worker DB cluster (also
referred to as a “cluster 6”)) that have no cache and that
execute query processing in a distributed manner may be
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created and activated. In this case, when the sixth Worker
DB cluster (*cluster 6) 1s created and activated, the scale
control 104 changes all the Worker DB nodes 106562 1n the
fifth Worker DB cluster 124 to the maintenance mode, and
deletes the nodes from the fifth Worker DB cluster 124 after
execution of the query processing 1s completed.

As described above, the data processing infrastructure
system 200 executes the scale control 104. Accordingly, the
data processing inirastructure system 200 can reduce the
possibility that the performance of the database 1s deterio-
rated 1n the cloud bursting, and can also reduce the possi-
bility of being unable to cope with an unexpected load due
to a data analysis application. It should be noted that, in the
existing system described above in the [Description of the
Related Art] section, data that has not been accessed ire-
quently 1n the past 1s not copied to the public cloud.
Therefore, 1n the case where data that has not frequently
been accessed 1n the past 1s read from the storage after the
data copy 1s completed 1n the existing system, a problem that
the performance 1s deteriorated when data which 1s present
in the on-premises environment 1s accessed, and that the
analysis time becomes long possibly occurs. On the con-
trary, since the Worker DB node 10656 1n the public cloud
102 accesses the data in the public cloud 102 after comple-
tion of the data copy, the possibility that the problem occurs
as 1 the existing system 1s low in the data processing
infrastructure system 200.
<Configuration>

FIG. 2 1s a system configuration diagram showing a
system configuration example of the data processing inira-
structure system 200. The data processing infrastructure
system 200 1s configured to execute data processing and
operation management. The data processing 1s executed 1n
such a manner that the data processing system 201 1in the
on-premises 101 cooperates with a data processing system
201 1n a virtual private cloud 203 for data processing in the
public cloud 102 via the first network 103 for data process-
ing.

The operation management 1s executed in such a manner
that a monitoring tool 205 and a setting tool 206 in an
operation management server 204 in the on-premises 101
cooperate with a construction automation server 209 and a
monitoring server 210 1n a virtual private cloud 208 for
operation management in the public cloud 102 via a network
207 for operation management.

The data processing system 201 built in the on-premises
101 1ncludes a plurality of data processing computers VM
and a first storage S1. One of the plurality of data processing
computers VM corresponds to the above-described Master
DB node 105, and the other data processing computers VM
correspond to the Worker DB nodes 106a. The plurality of
data processing computers VM corresponding to the Worker
DB nodes 106a corresponds to the first Worker DB cluster
107.

The first storage S1 i1s connected to the data processing
computers VM so as to mutually transmit and receive data,
and provides the first data storage area 111 (volume) to the
data processing computers VM. Each data processing com-
puter VM 1s an information processing device (also referred
to as a “server”) imncluding a central processing unit (CPU),
a read-only memory (ROM), a random-access memory
(RAM), an interface I/F, a data readable and writable non-
volatile storage device, and the like. Fach data processing
computer VM may be a physical computer or a virtual
computer (virtual machine). In the present example, each
data processing computer VM 1s configured as a virtual
computer. Heremafter, each data processing computer VM
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will also be referred to as a “virtual computer VM.” The first
storage S1 1s configured as a data readable and writable
nonvolatile storage device. The storage S1 may include a
plurality of storage devices.

In the case where the cloud bursting has been executed,
the data processing system 201 built 1n the virtual private
cloud 203 includes virtual computers VM and a storage S2.
The wvirtual computers VM correspond to the above-de-
scribed Worker DB nodes 1065. The virtual computers VM
corresponding to the plurality of Worker DB nodes 10656
correspond to the second Worker DB cluster 110 (the third
Worker DB cluster 118, the fourth Worker DB cluster 120,
and the fifth Worker DB cluster 124). It should be noted that
the second Worker DB cluster 110, the third Worker DB
cluster 118, the fourth Worker DB cluster 120, the fifth
Worker DB cluster 124, and the above-described first
Worker DB cluster 107 will be hereinatter referred to as
“Worker DB clusters™ 1n the case where 1t 1s not particularly
necessary to distinguish them from each other. The Worker
DB cluster will also be referred to as a “processing cluster”
for convenience, 1n some cases.

The storage S2 corresponds to the storage cluster 113
including the plurality of storage nodes 112.

An operation administrator Manl accesses the construc-
tion automation server 209 and the monitoring server 210
via a client PC 211 that 1s a terminal (personal computer) and
that includes a display device 211a (display). The construc-
tion automation server 209 includes a system configuration
information registration process 212, a workflow execution
process 213, a scale control process 214, system configura-
tion information 215, a workflow definition 216, and a
construction/setting procedure 217. The monitoring server
210 includes a system performance mformation collection
process 218, a system threshold value determination process
219, a system operation mformation display process 220,
system performance mformation 221, and threshold value
determination information 222.

FIG. 3 1s a schematic configuration diagram showing a
hardware configuration example of the construction auto-
mation server 209. The construction automation server 209
includes a memory 301, a processor 302, a storage device
303, a communication interface 304, and an input/output
interface (not shown). These components are communicably
connected to each other via a bus Bsl. An mput device IP1
and an output device OP1 are connected to the construction
automation server 209 via an mput/output interface (not
shown).

The memory 301 includes the system configuration infor-
mation registration process 212, the workilow execution
process 213, and the scale control process 214. The func-
tions (processes) of the system configuration information
registration process 212, the worktlow execution process
213, and the scale control process 214 can be implemented
when the processor 302 executes programs stored in the
memory 301 by using the storage device 303 and the
communication interface 304 as appropnate.

The system configuration information registration process
212 includes a server configuration information registration
process 305, a storage configuration information registration
process 306, and a registration process 307 of registering
relevant imformation regarding a DB and a volume. The
system configuration information registration process 212
includes programs that are stored in the memory 301 and
that are to be executed by the processor 302.

The workflow execution process 213 includes a Master
DB node creation process 308, a Worker DB node addition
process 309, a Worker DB node deletion process 310, a
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Worker DB cluster creating/switching process 311, a storage
node addition process 312, a rearrangement process 313 of
rearranging data in a storage cluster, and a change process
314 of changing a connection destination of a Worker DB
node in a Worker DB cluster. The workflow execution
process 213 includes programs that are stored in the memory
301 and that are to be executed by the processor 302. It
should be noted that the Worker DB cluster creating/switch-
ing process 311 will also be referred to as a “Worker DB
cluster switching process 311" hereinaiter 1n some cases.

The scale control process 214 includes an on-prem DB
scale control process 313, an public cloud DB scale control
process 316 using on-prem data, and a public cloud DB scale
control process 317 using public cloud data. The scale
control process 214 includes programs that are stored 1n the
memory 301 and that are to be executed by the processor
302.

The storage device 303 stores the system configuration
information 215, the workflow definition 216, and the con-
struction/setting procedure 217. It should be noted that the
system configuration information 215, the workflow defini-
tion 216, and the construction/setting procedure 217 will be
described later 1n detail.

The communication interface 304 1s an interface for
connecting to a network. It should be noted that information
regarding mput and output between the operation manage-
ment server 204 (FIG. 2) in the on-premises 101, the data
processing system 201 (FIG. 2) 1n the public cloud 102, and
the monitoring server 210 (FIG. 2 and FIG. 4) 1n the public
cloud 102, and information regarding input and output from
the client PC 211 (FIG. 2) via the Web browser are input and
output via the communication interface 304.

FIG. 4 1s a schematic configuration diagram showing a
hardware configuration example of the monitoring server
210. The monitoring server 210 includes a memory 301aq, a
processor 302a, a storage device 303a, a communication
interface 304a, and an mput/output mterface (not shown).
These components are communicably connected to each
other via a bus Bs2. An mput device IP2 and an output
device OP2 are connected to the monitoring server 210 via
an mput/output interface (not shown).

The memory 301a includes the system performance infor-
mation collection process 218, the system threshold value
determination process 219, and the system operation infor-
mation display process 220. The functions (processes) of the
system performance information collection process 218, the
system threshold value determination process 219, and the
system operation information display process 220 can be
implemented when the processor 302a executes programs
stored 1n the memory 301a by using the storage device 303a
and the communication interface 304a as appropriate.

The system performance information collection process
218 includes a server performance data collection process
401 and a storage performance data collection process 402.
The system performance information collection process 218
includes programs that are stored in the memory 301a and
that are to be executed by the processor 302a.

The system threshold value determination process 219
includes a threshold value determination process 403 and an
alert notification process 404. The system threshold value
determination process 219 includes programs that are stored
in the memory 301a and that are to be executed by the
processor 302a.

The system operation information display process 220
includes a system configuration information display process
4035 and a system performance imnformation display process
406. The system operation imnformation display process 220
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includes programs that are stored in the memory 301a and
that are to be executed by the processor 302a.

The storage device 303a stores the system performance
information 221 and the threshold value determination infor-
mation 222. It should be noted that the system performance
information 221 and the threshold value determination infor-
mation 222 will be described later 1n detail.

The communication interface 304a 1s an interface for
connecting to a network. It should be noted that information
regarding mput and output between the operation manage-
ment server 204 (FI1G. 2) in the on-premises 101, the data
processing system 201 (FIG. 2) 1n the public cloud 102, and
the construction automation server 209 (FIG. 2 and FIG. 3)
in the public cloud 102, and information regarding input and

output from the client PC 211 (FIG. 2) via the Web browser

are mput and output via the communication intertace 304aq.

FIG. SA 1s a diagram for explaining details of DB
information DB1 included in the system configuration infor-
mation 215 stored 1n the storage device 303 of the construc-
tion automation server 209. The DB information DBI1
includes a server configuration information table 501, a DB
configuration information table 505, a Worker DB cluster
configuration information table 509, and a relevant infor-
mation table 516 regarding a DB and a volume.

The server configuration information table 501 includes a
physical server name 502, a DB node name 503, and an
Internet protocol (IP) address 504 as columns each having
information (value) therein. In the server configuration
information table 501, pieces of information 1n the respec-
tive columns related to the server configuration are associ-
ated with each other and stored as a collection of information
(records) 1in a row umit.

The DB configuration information table 503 includes a
system name 306, a Master DB node name 3507, and an IP
address 508 as columns each having information (value)
theremn. In the DB configuration information table 503,
pieces of mformation in the respective columns related to
the DB configuration are associated with each other and
stored as a collection of information (records) in a row unit.

The Worker DB cluster configuration information table
509 includes a Worker DB cluster name 510, a location 511,
presence or absence of cache 512, the number of Worker DB
nodes 513, a Worker DB node name 514, and an IP address
515 as columns each having information (value) therein. In
the Worker DB cluster configuration information table 509,
pieces of mformation in the respective columns related to
the configuration of the Worker DB cluster are associated
with each other and stored as a collection of information
(records) 1n a row umnit.

The relevant information table 5316 regarding a DB and a
volume includes a system name 517, a DB node name 518,
an IP address 519, a volume name 520, a capacity 521, a port
name 522, and a path name 3523 as columns each having
information (value) therein. In the relevant information table
516 regarding a DB and a volume, pieces ol information 1n
the respective columns related to the relation between the
DB and the volume are associated with each other and stored
as a collection of information (records) 1n a row unit.

FIG. 3B 1s a diagram for explaimng details of storage
information SI1 included 1n the system configuration infor-
mation 215 stored 1n the storage device 303 of the construc-
tion automation server 209. As shown in FIG. 5B, the
storage information SI1 includes a storage cluster configu-
ration information table 524, a remote copy configuration
information table 533, and a local copy configuration infor-
mation table 542.
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The storage cluster configuration information table 524
includes a storage cluster name 3525, the number of nodes
526, a storage node name 527, an IP address 528, a volume
name 3529, a capacity 530, a port name 531, and a path name
532 as columns each having information (value) therein. In
the storage cluster configuration mformation table 524,
pieces of mformation in the respective columns related to
the storage cluster 113 are stored as a collection of infor-
mation (records) 1 a row umit.

The remote copy configuration information table 3533
includes a copy source storage name 534, a copy source
volume name 535, a capacity 536, a copy source port name
537, a copy destination storage cluster name 538, a copy
destination volume name 339, a copy destination port name
540, and a copy destination path name 541 as columns each
having information (value) therein. In the remote copy
configuration information table 333, pieces of information 1n
the respective columns related to the remote copy are
associated with each other and stored as a collection of
information (records) in a row umnit.

The local copy configuration information table 342
includes a copy source volume name 343, a capacity 544, a
copy source port name 545, a copy destination volume name
546, a copy destination port name 547, and a copy destina-
tion path name 548 as columns each having information
(value) therein. In the local copy configuration information
table 542, pieces of information 1n the respective columns
related to the local copy are associated with each other and
stored as a collection of information (records) 1n a row unit.

FIG. 6A 1s a diagram for explaining a DB server con-
struction/setting procedure PR1 included in the construc-
tion/setting procedure 217 stored 1n the storage device 303
of the construction automation server 209. The DB server
construction/setting procedure PR1 1s information indicating
a DB server construction/setting procedure, and each pro-
cess included in the DB server construction/setting proce-
dure PR1 1s shown 1n a flowchart of FIG. 6A.

As shown 1n FIG. 6A, the DB server construction/setting
procedure PR1 includes a DB template creation process 601,
a creation process 604 of creating a DB having no cache, a

creation process 607 of creating a DB having a cache, and
a volume 1nitial setting process 609.

The DB template creation process 601 1s a process in
which a DB stall process 602 and a DB template creation
process 603 are executed 1n the described order.

The creation process 604 of creating a DB having no
cache 1s a process 1n which an activation process 605 of
activating a VM having no cache from a DB template and an
initial setting process 606 are executed in the described
order.

The creation process 607 of creating a DB having a cache
1s a process 1n which an activation process 608 of activating
a VM with cache from a DB template and the 1nitial setting
process 606 are executed 1n the described order.

The volume 1nitial setting process 609 1s a process in
which a partition creation process 610, a file format process
611, and a mount process 612 are executed 1n the described
order.

FIG. 6B 1s a diagram for explaiming a storage setting
procedure PR2 included 1n the construction/setting proce-
dure 217 stored in the storage device 303 of the construction
automation server 209. The storage setting procedure PR2 1s
information indicating a storage setting procedure, and each
process included in the storage setting procedure PR2 1s

shown in a flowchart of FIG. 6B.
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As shown 1n FIG. 6B, the storage setting procedure PR2
includes a volume creation process 613, a volume connec-
tion process 616, and a copy process 618.

The volume creation process 613 1s a process 1n which a
volume creation process 614 and a path setting process 615
of setting a path between the DB and the volume are
executed 1n the described order.

The volume connection process 616 1s a process 1n which
an Internet small computer system 1nterface 1SCSI) Target
creation process 617 and the path setting process 6135 of
setting a path between the DB and the volume are executed
in the described order.

The copy process 618 1s a process in which a copy
destination volume creation process 619, a path setting
process 620 of setting a path between the copy source
volume and the copy destination volume, a copy pair cre-
ation process 621, and a copy pair division process 622 are
executed 1n the described order.

FIG. 7TA to FIG. 7C are diagrams for explaining the
Master DB node creation process 308, the Worker DB node
addition process 309, the Worker DB node deletion process
310, the Worker DB cluster switching process 311, the
storage node addition process 312, the rearrangement pro-
cess 313 of rearranging data 1n a storage cluster, and the
change process 314 of changing a connection destination of
a Worker DB node 1n a Worker DB cluster, the processes
being included in the worktlow definition 216. The work-
flow definition 216 1s information that defines (or describes)
operations (processes, work, and orders) and the like nec-
essary for carrying out processing of the workilow execution
process 213. The worktlow definition 216 1s shown in
flowcharts of FIG. 7A to FIG. 7C.

As shown 1 FIG. 7A, according to the worktlow defini-
tion of the Master DB node creation process 308, 1t 1s
defined that the following processes are performed 1n the
described order. Specifically, a process 604a of activating a
VM from a DB template having no cache 1s executed 1n the
creation process 604 of creating a DB having no cache, and
a setting process 701 of setting an 1SCSI 1mitiator 1n a DB 1s
executed. Then, a process 613a of creating a volume 1n a
storage 1s executed 1n the volume creation process 613, and
a process 609q of 1mtializing a volume 1n a DB 1s executed
in the volume 1nitial setting process 609. Subsequently, a DB
construction process 702, a data load process 703, and a
Master DB node registration process 704 are executed.

As shown 1n FIG. 7B, according to the worktlow defini-
tion of the Worker DB node addition process 309, 1t 1s
defined that the following processes are performed in the
described order. Specifically, the process 604a of activating
a VM from a DB template having no cache is executed in the
creation process 604 of creating a DB having no cache, or
a process 607a of activating a VM from a DB template
having a cache 1s executed 1n the creation process 607 of
creating a DB having a cache. Then, the setting process 701
of setting the 1SCSI mitiator 1n a DB 1s executed, a process
616a of connecting a volume 1n a storage 1s executed 1n the
volume connection process 616, and the mount process 612
1s executed in a DB. Subsequently, a management table
registration process 705 of connecting the Master DB node
105 to the Worker DB node 106 to register the node 1n the
management table, a registration process 706 of registering,
the node 1n a Worker DB cluster, and a Worker DB node
activation process 707 are performed.

According to the workilow definition of the Worker DB
node deletion process 310, it 1s defined that a process 708 of
changing the Worker DB node 1065 to the maintenance
mode, a Worker DB node stop process 709 after completion
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ol query processing, a process 710 of canceling the connec-
tion between the Master DB node 105 and the Worker DB
node 106 to delete the node from the management table, a
Worker DB node deletion process 711 of deleting a Worker
DB node from a Worker DB cluster, and an instance stop/
deletion process 712 are executed 1n the described order.

According to the worktlow definition of the Worker DB
cluster switching process 311, 1t 1s defined that a repeating
process 713 on all the Worker DB nodes 1n the Worker DB
cluster that has not been switched, the Worker DB node
addition process 309 after switching, and the Worker DB
node deletion process 310 belfore switching are executed in
the described order.

As shown 1n FIG. 7C, according to the worktlow defini-
tion of the storage node addition process 312, it 1s defined
that a VM activation process 714 of activating a VM from
a storage template and the volume creation process 614 of
creating a volume in a storage node are executed in this
order.

According to the worktlow definition of the rearrange-
ment process 313 of rearranging data 1n a storage cluster, 1t
1s defined that a repeating process 7135 on all the storage
nodes 1n the storage cluster before addition of a storage node
and a process 716 of copying some volumes connected to the
storage node to a new storage node are executed in the
described order.

According to the workflow definition of the change pro-
cess 314 of changing a connection destination of a Worker
DB node 1n a Worker DB cluster, 1t 1s defined that a repeating
process 717 on all the Worker DB nodes 1n the Worker DB
cluster, a process 708 of changing the Worker DB node to
the maintenance mode, an unmount process 718 of
unmounting the copy source volume, the mount process 612

of mounting in the copy destination volume, and a process
719 of changing the Worker DB node 106 to the stationary
mode are executed in the described order.

FIG. 8A 1s a diagram for explaimning DB performance

information DB2 included 1n the system performance infor-
mation 221 stored in the storage device 303a of the moni-
toring server 210. As shown 1 FIG. 8A, the DB perior-
mance mformation DB2 included in the system performance
information 221 includes a physical server performance
information table 801, a performance information table 806
indicating performance by DB node, and a Worker DB
cluster performance information table 812.
The physical server performance information table 801
includes a date and time 802, a physical server name 803, a
CPU utilization rate 804, and a network transter amount 805
as columns each having information (value) therein. In the
physical server performance information table 801, pieces of
information in the respective columns related to the physical
server performance are associated with each other and stored
as a collection of information (records) 1n a row unit.

The performance information table 806 indicating perfor-
mance by DB node includes a date and time 807, a DB node
name 808, an IP address 809, a CPU utilization rate 810, and
a network transfer amount 811 as columns each having
information (value) therein. In the performance information
table 806 indicating performance by DB node, pieces of
information 1n the respective columns related to the perfor-
mance based on a DB node are associated with each other
and stored as a collection of information (records) 1n a row
unit.

The Worker DB cluster performance information table
812 includes a date and time 813, a Worker DB cluster name
814, a CPU utilization rate 815, and a network transfer

amount 816 as columns each having information (value)
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therein. In the Worker DB cluster performance information
table 812, pieces of information in the respective columns
related to the Worker DB cluster performance are associated
with each other and stored as a collection of information
(records) 1n a row unit.

FIG. 8B 1s a diagram for explaiming storage performance
information SI2 included in the system performance infor-
mation 221 stored 1n the storage device 303a of the moni-
toring server 210.

The storage performance information SI2 included 1n the
system performance information 221 includes a perfor-
mance information table 817 indicating performance by

storage node and a storage cluster performance imnformation
table 824.

The performance information table 817 1indicating perfor-
mance by storage node includes a date and time 818, a
storage node name 819, an IP address 820, a CPU utilization
rate 821, a network transfer amount 822, and a storage
transfer amount 823 as columns each having information
(value) therein. In the performance information table 817
indicating performance by storage node, pieces of informa-
tion 1n the respective columns related to the performance
based on a storage node are associated with each other and
stored as a collection of information (records) 1n a row unit.

The storage cluster performance information table 824
includes a date and time 825, a storage cluster name 826, a
CPU utilization rate 827, a network transier amount 828,
and a storage transier amount 829 as columns each having
information (value) therein. In the storage cluster perfor-
mance information table 824, pieces of information in the
respective columns related to the storage cluster perfor-
mance are associated with each other and stored as a
collection of information (records) in a row unit.

FIG. 9 1s a diagram for explaining each piece of infor-
mation included in the threshold value determination infor-
mation 222 stored 1n the storage device 303a of the moni-
toring server 210. As shown 1n FIG. 9, the threshold value
determination information 222 includes a Worker DB cluster
threshold value information table 901, a storage cluster
threshold value information table 906, an alert occurrence
condition table 912, and an alert occurrence information
table 916.

The Worker DB cluster threshold value information table
901 includes a Worker DB cluster name 902, a CPU utili-
zation rate 903, a network transfer amount 904, and a storage
transier amount 905 as columns each having information
(value) therein. In the Worker DB cluster threshold value
information table 901, pieces of information 1n the respec-
tive columns related to the threshold value applied to the
Worker DB cluster are associated with each other and stored
as a collection of information (records) 1n a row unit.

The storage cluster threshold value information table 906
includes a storage cluster name 907, the number of storage
nodes 908, a CPU utilization rate 909, a network transier
amount 910, and a storage transfer amount 911 as columns
cach having information (value) therein. In the storage
cluster threshold value information table 906, pieces of
information 1n the respective columns related to the thresh-
old value applied to the storage cluster 113 are associated
with each other and stored as a collection of information
(records) 1in a row umit.

The alert occurrence condition table 912 includes a met-
rics name 913, a period 914, and the number of times 913 as
columns each having information (value) therein. In the alert
occurrence condition table 912, pieces of information 1n the
respective columns related to the alert occurrence conditions
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are associated with each other and stored as a collection of
information (records) 1n a row umnit.

The alert occurrence information table 916 includes a date
and time 917, an alert name 918, and an occurrence location
919 as columns each having information (value) therein. In
the alert occurrence iformation table 916, pieces of infor-
mation 1n the respective columns related to the alert are
associated with each other and stored as a collection of
information (records) 1n a row umnit.
<Process Executed by System™>

Heremafiter, processes executed by the data processing
infrastructure system 200 will be described. It should be
noted that the processes will be described by using a
“program” or a function block as a subject of a sentence 1n
the following description in some cases. However, since the
program 1s executed by a CPU to perform a predetermined
process, the CPU or the function block may be used as a
subject of a sentence when the process 1s described. Simi-
larly, the main unit that executes the program to perform the
process may be a controller, a device, a system, a computer,
or a node having a processor.

FIG. 10A to FIG. 10C are diagrams for explaining pro-
cesses executed by the construction automation server 209
shown 1 FIG. 3.

As shown 1n FIG. 10A, when receiving a system con-
figuration definition file FLL11 from the operation adminis-
trator Manl, the system configuration information registra-
tion process 212 of the construction automation server 209
executes the server configuration information registration
process 305, the storage configuration information registra-
tion process 306, and the registration process 307 of regis-
tering relevant information regarding a DB and a volume,
and stores the resultant information 1n the system configu-
ration information 215.

As shown 1n FIG. 10B, when receiving the system con-
figuration information 213, the worktlow definition 216, and
the construction/setting procedure 217, the worktlow execu-
tion process 213 of the construction automation server 209
executes the Master DB node creation process 308, the
Worker DB node addition process 309, the Worker DB node
deletion process 310, the Worker DB cluster switching
process 311, the storage node addition process 312, the
rearrangement process 313 of rearranging data in a storage
cluster, and the change process 314 of changing a connection
destination of a Worker DB node 1n a Worker DB cluster,
and stores the resultant information 1n the system configu-
ration mformation 215.

As shown in FIG. 10C, when receiving the threshold
value determination information 222, the scale control pro-
cess 214 of the construction automation server 209 executes
the on-prem DB scale control process 315, the public cloud
DB scale control process 316 using on-prem data, and the
public cloud DB scale control process 317 using public
cloud data. The public cloud DB scale control process 316
using on-prem data includes a public cloud DB (no cache)
scale control process 1502 using on-prem data and a public
cloud DB (with cache) scale control process 1503 using
on-prem data. The public cloud DB scale control process
317 using public cloud data includes a public cloud DB (no
cache) scale control process 1504 using public cloud data
and a public cloud DB (with cache) scale control process
1505 using public cloud data. It should be noted that the
scale control process 214 will be described later 1n detail.

FIG. 11A to FIG. 11C are diagrams for explaining a
process (monitoring process) executed by the monitoring
server 210.
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As shown in FIG. 11 A, when receiving system monitoring
data 1601 from the operation management server 204 and
the data processing system 201 in the public cloud 102, the
system performance information collection process 218 of
the momitoring server 210, which 1s shown in FIG. 4,
executes the server performance data collection process 401
and the storage performance data collection process 402, and
stores the resultant data in the system performance infor-
mation 221.

As shown 1n FIG. 11B, when receiving the system per-
formance information 221 and the threshold value determi-
nation information 222, the system threshold value deter-
mination process 219 of the monitoring server 210 executes
the threshold value determination process 403 and the alert
notification process 404, and stores the resultant information
in the threshold value determination information 222.

As shown 1 FIG. 11C, when receiving the system con-
figuration information 215 and the system performance
information 221, the system operation information display
process 220 of the monitoring server 210 executes the
system configuration mnformation display process 405 and
the system performance information display process 406,
and displays the resultant information on the Web browser of
the client PC 211.
<Scale Control Process>

The scale control process 214 described above executes a
processing flow shown 1in flowcharts of FIG. 12A to FIG.
12F.

The scale control process 214 starts the on-prem DB scale
control process 315 in FIG. 12A and proceeds to Step 1201.
In Step 1201, the scale control process 214 refers to the
system performance mformation 221 collected by the sys-
tem performance information collection process 218 of the
monitoring server 210, to monitor the CPU utilization rate of
the Worker DB cluster 1in the on-premises 101.

Thereatfter, the scale control process 214 proceeds to Step
1202. In Step 1202, the scale control process 214 refers to
the threshold value determination information 222 collected
by the system threshold value determination process 219 of
the monitoring server 210, to determine whether or not the
CPU utilization rate of the Worker DB cluster has exceeded
the threshold value 1n the on-premises 101.

In the case where the CPU utilization rate of the Worker
DB cluster has not exceeded the threshold value in the
on-premises 101, the scale control process 214 determines 1n
Step 1202 that the excess of the CPU utilization rate 1s
“FALSE,” and returns to Step 1201.

In the case where the CPU utilization rate of the Worker
DB cluster has exceeded the threshold value in the on-
premises 101, the scale control process 214 determines in
Step 1202 that the excess of the CPU utilization rate 1s
“TRUE,” and proceeds to Step 1203. In Step 1203, 1t 1s
determined whether or not the resources (server resources)
in the on-premises 101 are insuflicient.

In the case where the resources (server resources) in the
on-premises 101 are not mnsuilicient, the scale control pro-
cess 214 determines in Step 1203 that the insuilicient

resource 1s “FALSE,” and proceeds to Step 1204. In Step

1204, the scale control process 214 adds the Worker DB
node 1064 1n the on-premises 101 1n the Worker DB node
addition process 309 described above, and then returns to
Step 1201.

In the case where the resources (server resources) 1n the
on-premises 101 are insuilicient, the scale control process
214 determines 1in Step 1203 that the insutlicient resource 1s
“TRUE,” and sequentially executes the processes of Step

1205 and Step 1206 to be described below.
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Step 1205: The scale control process 214 executes the
Worker DB node addition process 309 described above to
add the Worker DB node 10601 having no cache 1n the
public cloud 102.

Step 1205: The scale control process 214 copies persis-
tence data (that 1s, data stored 1n the first data storage area
111 of the storage S1) to the second data storage area 114
(volume) 1n the public cloud 102.

Thereatter, the scale control process 214 proceeds to the
public cloud DB (no cache) scale control process 1502 using
on-prem data in FIG. 12B.

FIG. 12B 1s a flowchart showing the public cloud DB (no
cache) scale control process 1502 using on-prem data.

The scale control process 214 starts the public cloud DB
(no cache) scale control process 1502 using on-prem data
and proceeds to Step 1211.

In Step 1211, the scale control process 214 refers to the
system performance mnformation 221 collected by the sys-
tem performance information collection process 218 of the
monitoring server 210, to momtor the CPU utilization rate
and the network transfer amount (NW transier amount) of
the Worker DB cluster (that 1s, the second Worker DB cluster
110) 1n the public cloud 102.

Thereatter, the scale control process 214 proceeds to Step
1212, and refers to the threshold value determination infor-
mation 222 collected by the system threshold value deter-
mination process 219 of the monitoring server 210, to
determine whether or not the network transfer amount (NW
transfer amount) of the Worker DB cluster in the public
cloud 102 has exceeded the threshold value.

In the case where the network transfer amount (NW
transier amount) of the Worker DB cluster has not exceeded
the threshold value, the scale control process 214 determines
in Step 1212 that the excess of the network transier amount
1s “FALSE,” and proceeds to Step 1213. In Step 1213, the
scale control process 214 refers to the threshold value
determination nformation 222 collected by the system
threshold value determination process 219 of the monitoring
server 210, to determine whether or not the CPU utilization
rate of the Worker DB cluster 1n the public cloud 102 has
exceeded the threshold value.

In the case where the CPU utilization rate of the Worker
DB cluster 1n the public cloud 102 has not exceeded the
threshold value, the scale control process 214 determines in
Step 1213 that the excess of the CPU utilization rate 1s
“FALSE,” and returns to Step 1211.

In the case where the CPU utilization rate of the Worker
DB cluster 1n the public cloud 102 has exceeded the thresh-
old value, the scale control process 214 determines 1n Step
1213 that the excess of the CPU utilization rate 1s “TRUE,”
and proceeds to Step 1214. In Step 1214, the scale control
process 214 adds the Worker DB node 106561 in the Worker
DB node addition process 309 described above. Thereatter,
the scale control process 214 returns to Step 1211.

In the case where the network transfer amount of the
Worker DB cluster has exceeded the threshold value 1 Step
1212, the scale control process 214 determines 1n Step 1212
that the excess of the network transfer amount 1s “TRUE,”
and proceeds to Step 1215.

In Step 12135, the scale control process 214 determines
whether or not the persistence data copy (that 1s, the above-
described remote copy) has been completed.

In the case where the persistence data copy has not been
completed, the scale control process 214 determines 1n Step
1215 that the completion of the persistence data copy 1s
“FALSE,” and proceeds to Step 1216. In Step 1216, the

Worker DB cluster switching process 311 described above 1s
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executed to switch to the Worker DB cluster that has caches
and that accesses on-prem data (that 1s, the third Worker DB
cluster 118). Thereaiter, the scale control process 214 pro-
ceeds to the public cloud DB (with cache) scale control
process 1503 using on-prem data in FIG. 12C.

In the case where the persistence data copy has been
completed, the scale control process 214 determines 1 Step
1215 that the completion of the persistence data copy 1s
“TRUE,” and proceeds to Step 1217. In Step 1217, the
Worker DB cluster switching process 311 described above 1s
executed to switch to the Worker DB cluster that has no
cache and that accesses public cloud data (that 1s, the fourth
Worker DB cluster 120). Thereatter, the scale control pro-
cess 214 proceeds to the public cloud DB (no cache) scale
control process 1504 using public cloud data in FIG. 12D.

FIG. 12C 1s a flowchart showing the public cloud DB
(with cache) scale control process 1503 using on-prem data.

The scale control process 214 starts the public cloud DB
(with cache) scale control process 1503 using on-prem data
and proceeds to Step 1221.

In Step 1221, the scale control process 214 refers to the
system performance mformation 221 collected by the sys-
tem performance information collection process 218 of the
monitoring server 210, to momitor the CPU utilization rate
and the network transfer amount (NW transier amount) of
the Worker DB cluster 1n the public cloud 102.

Thereafter, the scale control process 214 proceeds to Step
1222, and refers to the threshold value determination infor-
mation 222 collected by the system threshold value deter-
mination process 219 of the monitoring server 210, to
determine whether or not the network transfer amount of the
Worker DB cluster in the public cloud 102 has exceeded the
threshold value.

In the case where the network transfer amount of the
Worker DB cluster has not exceeded the threshold value, the
scale control process 214 determines 1 Step 1222 that the
excess ol the network transfer amount 1s “FALSE,” and
proceeds to Step 1223. In Step 1223, 1t 1s determined
whether or not the CPU utilization rate of the Worker DB
cluster 1in the public cloud 102 has exceeded the threshold
value.

In the case where the CPU utilization rate of the Worker
DB cluster 1n the public cloud 102 has not exceeded the
threshold value, the scale control process 214 determines in
Step 1223 that the excess of the CPU utilization rate 1s
“FALSE,” and returns to Step 1221.

In the case where the CPU utilization rate of the Worker
DB cluster 1n the public cloud 102 has exceeded the thresh-
old value, the scale control process 214 determines 1n Step
1223 that the excess of the CPU utilization rate 1s “TRUE,”
and proceeds to Step 1223. In Step 1223, the scale control
process 214 adds the Worker DB node 106562 1n the Worker
DB node addition process 309 described above. Thereatter,
the scale control process 214 returns to Step 1221.

In the case where the network transfer amount of the
Worker DB cluster has exceeded the threshold value 1n Step
1222, the scale control process 214 determines 1n Step 1222

[ 2%

that the excess of the network transfer amount 1s “TRUE,
and proceeds to Step 1225. In Step 1225, it 1s determined
whether or not the persistence data copy has been com-
pleted.

In the case where the persistence data copy has not been
completed, the scale control process 214 determines 1 Step
1225 that the completion of the persistence data copy 1s
“FALSE,” and executes the process of Step 12235 again.

In the case where the persistence data copy has been
completed, the scale control process 214 determines 1 Step
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1225 that the completion of the persistence data copy 1s
“TRUE,” and proceeds to Step 1226. In Step 1226, the

Worker DB cluster switching process 311 described above 1s
executed to switch to the Worker DB cluster that has no
cache and that accesses public cloud data (that 1s, the fourth
Worker DB cluster 120). Thereaiter, the scale control pro-
cess 214 proceeds to the public cloud DB (no cache) scale
control process 1504 using public cloud data in FIG. 12D.

FIG. 12D 1s a flowchart showing the public cloud DB (no

cache) scale control process 1504 using public cloud data.
The scale control process 214 starts the public cloud DB (no
cache) scale control process 1504 using public cloud data,
and sequentially executes the processes of Step 1231 and
Step 1232 to be described below. Then, the scale control
process 214 proceeds to Step 1233.

Step 1231: The scale control process 214 refers to the
system performance mformation 221 collected by the sys-
tem performance information collection process 218 of the
monitoring server 210, to monitor the storage transier
amount of the storage cluster 113.

Step 1232: The scale control process 214 refers to the
system performance imformation 221 collected by the sys-
tem performance information collection process 218 of the
monitoring server 210, to momitor the CPU utilization rate
and the network transter amount (NW transfer amount) of
the Worker DB cluster 1n the public cloud 102.

Thereatter, the scale control process 214 proceeds to Step
1233, and refers to the threshold value determination infor-
mation 222 collected by the system threshold value deter-
mination process 219 of the momnitoring server 210, to
determine whether or not the CPU utilization rate or the
network transfer amount of the Worker DB cluster has
exceeded the threshold value.

In the case where both the CPU utilization rate and the
network transfer amount are equal to or smaller than the
threshold value, the scale control process determines 1in Step
1233 that the excesses of the CPU utilization rate and the
network transfer amount are “FALSE,” and returns to Step
1231.

On the contrary, 1n the case where the CPU utilization rate
or the network transfer amount has exceeded the threshold
value, the scale control process 214 determines 1n Step 1233
that the excess of the CPU utilization rate or the network
transfer amount 1s “TRUE,” and proceeds to Step 1234.

In Step 1234, the scale control process 214 determines
whether or not the storage transier amount of the storage
cluster 113 1s msuilicient (that 1s, whether or not the storage
transier amount has exceeded the threshold value).

In the case where the storage transfer amount of the
storage cluster 113 1s not insuflicient, the scale control
process determines 1n Step 1234 that the msuflicient storage

transier amount 1s “FALSE,” and proceeds to Step 1235. In

Step 1235, the Worker DB node addition process 309 adds
the Worker DB node 10651. Thereafter, the scale control
process 214 returns to Step 1231.

On the contrary, 1n the case where the storage transfer
amount ol the storage cluster 113 1s 1nsuilicient, the scale
control process 214 determines 1n Step 1234 that the msud-
ficient storage transier amount 1s “TRUE,” and sequentially
executes the processes of Step 1236 to Step 1238 to be
described below. Then, the scale control process 214 pro-
ceeds to Step 1239.

Step 1236: The scale control process 214 switches to the
Worker DB cluster that has caches and that accesses public
cloud data (that 1s, the fifth Worker DB cluster 124) 1n the

Worker DB cluster switching process 311.
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Step 1237: The scale control process 214 adds a storage
node to the storage cluster 113 in the storage node addition
process 312.

Step 1238: The scale control process 214 executes the
rearrangement of the data in the storage cluster in the
rearrangement process 313 of rearranging data 1n a storage
cluster.

In Step 1239, the scale control process 214 determines
whether or not the storage node addition and the data
rearrangement have been completed.

In the case where the storage node addition and the data
rearrangement have not been completed, the scale control
process 214 determines 1n Step 1239 that the completion of
the storage node addition and the data rearrangement 1s
“FALSE,” and executes Step 1239 again.

In the case where the storage node addition and the data
rearrangement have been completed, the scale control pro-
cess 214 determines 1in Step 1239 that the completion of the
storage node addition and the data rearrangement 1s
“TRUE,” and proceeds to Step 1240. In Step 1240, the
connection destination of the Worker DB node 106562 1n the
Worker DB cluster 1s changed in the process of the change
process 314 of changing a connection destination of a
Worker DB node 1in a Worker DB cluster. Thereatter, the
scale control process 214 proceeds to the public cloud DB
(with cache) scale control process 1505 using public cloud
data.

FIG. 12E 1s a flowchart showing the public cloud DB
(with cache) scale control process 1505 using public cloud
data. The scale control process 214 starts the public cloud
DB (with cache) scale control process 1505 using public
cloud data, and sequentially executes the processes of Step
1241 and Step 1242 to be described below. Then, the scale
control process 214 proceeds to Step 1243.

Step 1241: The scale control process 214 refers to the
system performance mformation 221 collected by the sys-
tem performance information collection process 218 of the
monitoring server 210, to monitor the storage transier
amount of the storage cluster 113.

Step 1242: The scale control process 214 refers to the
system performance information 221 collected by the sys-
tem performance iformation collection process 218 of the

monitoring server 210, to momtor the CPU utilization rate
and the network transfer amount (NW transier amount) of
the Worker DB cluster.

Thereafter, the scale control process 214 proceeds to Step
1243, and retfers to the threshold value determination infor-
mation 222 collected by the system threshold value deter-
mination process 219 of the monitoring server 210, to
determine whether or not the CPU utilization rate or the
network transter amount of the Worker DB cluster has
exceeded the threshold value.

In the case where both the CPU utilization rate and the
network transfer amount are equal to or smaller than the
threshold value, the scale control process 214 determines in
Step 1243 that the excesses of the CPU utilization rate and
the network transfer amount are “FALSE,” and returns to
Step 1241.

On the contrary, 1n the case where the CPU utilization rate
or the network transfer amount has exceeded the threshold
value, the scale control process 214 determines in Step 1243
that that the excess of the CPU utilization rate or the network
transier amount 1s “TRUE,” and proceeds to Step 1244 to
determine whether or not the storage transter amount of the
storage cluster 113 1s 1nsuflicient, by referring to the system
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performance information 221 collected by the system per-
formance mformation collection process 218 of the moni-
toring server 210.

In the case where the storage transfer amount of the
storage cluster 113 1s not insuflicient, the scale control
process 214 determines in Step 1244 that the insuflicient

storage transfer amount 1s “FALSE,” and executes the

process ol Step 1245 to be described below. Then, the scale
control process 214 returns to Step 1241.

Step 1245: The scale control process 214 adds the Worker
DB node 106562 1n the Worker DB node addition process
309.

On the contrary, in the case where the storage transfer
amount of the storage cluster 1s insuthicient, the scale control
process 214 determines in Step 1244 that the insuilicient

storage transier amount 1s “I'RUE,” and sequentially

executes the processes of Step 1246 and Step 1247 to be

described below. Then, the scale control process 214 pro-
ceeds to Step 1248.

Step 1246: The scale control process 214 adds the storage
node 112 to the storage cluster 113 1n the storage node
addition process 312.

Step 1247: The scale control process 214 executes the
rearrangement of the data in the storage cluster in the
rearrangement process 313 of rearranging data in a storage
cluster.

In Step 1248, the scale control process 214 determines
whether or not the storage node addition and the data
rearrangement have been completed.

In the case where the storage node addition and the data
rearrangement have not been completed, the scale control
process 214 determines 1n Step 1248 that the completion of
the storage node addition and the data rearrangement 1s
“FALSE,” and executes Step 1248 again.

In the case where the storage node addition and the data
rearrangement have been completed, the scale control pro-
cess 214 determines in Step 1248 that the completion of the
storage node addition and the data rearrangement 1s
“TRUE,” and proceeds to Step 1249. In Step 1249, the
connection destination of the Worker DB node 106562 1n the
Worker DB cluster 1s changed.

Thereatter, the scale control process 214 proceeds to Step
1250 to temporarily stop the processing flow. Thereatter, the
scale control process 214 starts again the public cloud DB
(with cache) scale control process 1505 using public cloud
data.

It should be noted that the scale control process 214
executes the public cloud DB scale control process termi-
nation determination 1506 shown 1n FIG. 12F after the cloud
bursting. Therefore, after the cloud bursting, the scale con-
trol process 214 starts the public cloud DB scale control
process termination determination 1506, and sequentially
executes the processes of Step 1261 and Step 1262 to be
described below. Then, the scale control process 214 pro-
ceeds to Step 1263.

Step 1261: The scale control process 214 refers to the
system performance information 221 collected by the sys-
tem performance information collection process 218 of the
monitoring server 210, to monitor the storage transier
amount of the storage cluster 113.

Step 1262: The scale control process 214 refers to the
system performance mnformation 221 collected by the sys-
tem performance information collection process 218 of the
monitoring server 210, to momtor the CPU utilization rate
and the network transfer amount (NW transier amount) of

the Worker DB cluster.
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In Step 1263, the scale control process 214 determines
whether or not a state where the CPU utilization rate of the
Worker DB cluster in the public cloud 102 1s equal to or
smaller than the threshold value and where the network
transier amount (NW transfer amount) 1s equal to or smaller
than the threshold value has continued for a predetermined
period of time or more.

In the case where a state where the CPU utilization rate of
the public cloud Worker DB cluster 1s equal to or smaller
than the threshold value and where the network transier
amount (NW transfer amount) 1s equal to or smaller than the
threshold value has not continued for a predetermined period
ol time or more, the scale control process 214 determines 1n
Step 1263 that the continued state 1s “FALSE,” and returns
to Step 1261.

In the case where a state where the CPU utilization rate of
the public cloud Worker DB cluster 1s equal to or smaller
than the threshold value and where the network transier
amount (NW transfer amount) 1s equal to or smaller than the
threshold value has continued for a predetermined period of
time or more, the scale control process 214 determines in
Step 1263 that the continued state 1s ““TRUE,” and sequen-
tially executes the processes of Step 1264 and Step 1263 to
be described below. Then, the scale control process 214
proceeds to Step 1266 to temporarily stop the processing
flow.

Step 1264: After the query processing 1s completed, the
scale control process 214 removes the Worker DB node
1065 1n the public cloud 102 from the Worker DB cluster. In
other words, the scale control process 214 executes scale-1n
to reduce the number of Worker DB nodes 1065 1n the public
cloud 102 to 0.

Step 1265: The scale control process 214 stops the storage
cluster 113.
<System Operation Information Display Image>

FIG. 13A and FIG. 13B are examples of graphical user
interface (GUI) images showing operation information dis-
play results at the time of execution of scale-out.

A system operation information display image 1301 1n
FIG. 13A 1s an example of a GUI image in the case where
data processing 1s performed by using the data stored in the
first data storage area 111 1n the on-premises 101. A system
operation information display image 1302 1n FIG. 13B 1s an
example of a GUI image 1n the case where data processing
1s performed by using the data stored in the second data
storage area 114 1n the public cloud 102. For example, the
system operation information display images 1301 and 1302
are displayed on the display device 211a.

The system operation information display image 1301
includes a first graph 1mage Grll, a second graph image
Grl2, and a third graph image Grl3. The first graph image
Grll 1s an 1mage of a graph representing the number of
Worker DB nodes and the number of storage nodes with
respect to time. The second graph image Grl2 1s an 1mage
of a graph representing the CPU utilization rate of the
Worker DB cluster with respect to time. The third graph
image Grl3 1s an 1mage of a graph representing the network
transfer amount (NW transfer amount) between the on-
premises 101 and the public cloud 102 with respect to time.

The first graph 1image Grl1l to the third graph image Gr13
indicate that the Worker DB node 10651 1s added at time t1
since the CPU utilization rate of the Worker DB cluster 1n
the on-premises 101 exceeds the threshold value and the
on-prem resources are insuilicient. Further, the first graph
image Grll to the third graph image Gr13 indicate that the
Worker DB node 10651 1s added (increased) at time t2 since
the CPU utilization rate of the Worker DB cluster 1n the
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public cloud 102 exceeds the threshold value. Moreover, the
first graph 1mage Grll to the third graph image Grl3
indicate that the Worker DB cluster 1s switched to the public
cloud Worker DB cluster having caches (that 1s, the third
Worker DB cluster 118) at time t3 since the network transfer
amount (the transfer amount of the first network 103)
between the on-premises and the public cloud exceeds the
threshold value. Furthermore, the first graph image Grll to
the third graph image Grl3 indicate that the Worker DB
node 106562 1s added (increased) at time t4.

The system operation information display image 1302
includes a fourth graph image Gr21, a fifth graph image
Gr22, and a sixth graph image Gr23.

The fourth graph image Gr21 to the sixth graph image
G123 indicate that the Worker DB node 10651 1s added at
time t5 since the CPU utilization rate exceeds the threshold
value. The fourth graph image Gr21 to the sixth graph image
(G123 indicate that the storage node 112 1s added at time t6
since the storage transfer amount in the storage cluster
exceeds the threshold value. It should be noted that the
threshold value (threshold value storage transier amount) at
this time 1s changed to a threshold value larger than the
current threshold value (see a descnptlon Stll1). The fourth
graph 1mage Gr21 to the sixth graph image Gr23 indicate
that the Worker DB node 106562 1s added at time t7 since the
CPU utilization rate exceeds the threshold value.
<Effect>

As described above, 1n the data processmg infrastructure
system 200, when the data processing system 201 executes
the cloud bursting at the time of on-prem resource shortage,
the Worker DB node 1065 having a cache executes the query
processing while accessing the storage S1 1n the on-premises
101, 1n parallel with data copy to the storage cluster 113 1n
the public cloud 102. Accordingly, the data processing
inirastructure system 200 can reduce the possibility that the
performance of the data processing system 201 1s deterio-
rated due to the waiting time for the data copy. Further, 1in the
data processing inirastructure system 200, 1n the case where
the communication bandwidth of the first network 103
between the on-premises 101 and the public cloud 102 1s
msuilicient (congested), the data processing system 201
reduces the transfer amount of the first network 103 by
switching the Worker DB node that performs data process-
ing, to the Worker DB node 106562 that has a cache and that
caches frequently accessed data. Accordingly, even 1n the
case where the communication bandwidth of the first net-
work 103 1s mnsuflicient, the data processing infrastructure
system 200 can reduce the possibility that the performance
of the data processing system 201 1s deteriorated or that the
data copy speed 1s decreased.

What 1s claimed 1s:

1. A computer system comprising:

a data processing system that 1s built 1n a specific envi-
ronment,

the data processing system including

a management node that accepts data processing,

a processing cluster that includes a plurality of pro-
cessing nodes configured to perform, 1n a distributed
manner, the data processing accepted by the man-
agement node, and

a storage that includes a first data storage area 1n which
data necessary for the data processing 1s stored,

the data processing system being configured to be capable
of executing scaling for increasing or decreasing the
number of the processing nodes of the plurality of
processing nodes that are resources for executing the
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data processing in the distributed manner, according to
a load of the processing cluster, wherein
the data processing system,
in a case where the resources of the data processing
system become msuilicient due to an increase in the
load of the processing cluster,
includes the processing nodes of the plurality of pro-
cessing nodes the number of which can be increased
or decreased and a storage cluster having a plurality
of storage nodes the number of which can be
increased or decreased, the data processing system
being configured to be capable of executing scale-out
for increasing the number of the processing nodes of
the plurality of processing nodes that are the
resources for executing the data processing in the
distributed manner, 1n a cloud environment diflerent
from the specific environment that can communicate
with the data processing system via a network, and
the data processing system,
in a case where the scale-out 1s executed 1n the cloud
environment,
starts a data copy process ol copying data that 1s
stored 1n the first data storage area and that 1s to be
used 1n the data processing, from the first data
storage area of the data processing system to a
second data storage area of the storage cluster via
the network, and
executes, during a period of time from the start of the
data copy process to an end of the data copy
process, the scale-out in the cloud environment by
increasing the number of the processing nodes of
the plurality of processing nodes that execute the
data processing in the distributed manner while
accessing the data stored in the first data storage
area of the storage via the network.

2. The computer system according to claim 1, wherein

the specific environment 1S an on-premises environment,

and

the cloud environment 1s a public cloud environment.

3. The computer system according to claim 1, wherein the
data processing system, during the period of time from the
start of the data copy process to the end of the data copy
process,

first executes the scale-out by increasing the number of

the processing nodes of the plurality of processing
nodes having no cache, and

in a case where a communication bandwidth of the

network becomes congested after the scale-out due to
the data copy process and the access made by the
processing nodes of the plurality of processing nodes to
the first data storage area via the network,

switches the processing nodes of the plurality of process-

ing nodes that execute the data processing in the
distributed manner while accessing the data stored 1n
the first data storage area via the network from the
processing nodes of the plurality of processing nodes
having no cache to the processing nodes of the plurality
of processing nodes that have caches, that execute the
data processing in the distributed manner while access-
ing the data stored in the first data storage area of the
storage via the network, and that cache a part of data
transierred from the storage.

4. The computer system according to claim 3, wherein the
data processing system, during the period of time from the
start of the data copy process to the end of the data copy
process,
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executes the scale-out by using the processing nodes of

the plurality of processing nodes having no cache
betfore the processing nodes of the plurality of process-
ing nodes that execute the data processing in the
distributed manner are switched from the processing
nodes of the plurality of processing nodes having no
cache to the processing nodes of the plurality of pro-
cessing nodes having caches, and

executes the scale-out by using the processing nodes of

the plurality of processing nodes having caches after
the processing nodes of the plurality of processing
nodes that execute the data processing in the distributed
manner are switched from the processing nodes of the
plurality of processing nodes having no cache to the
processing nodes of the plurality of processing nodes
having caches.

5. The computer system according to claim 1,
wherein the data processing system,
in a case where the data copy process 1s completed,

switches the processing nodes of the plurality of pro-
cessing nodes that execute the data processing 1n the
distributed manner while accessing the data stored 1n
the first data storage area via the network, to the
processing nodes of the plurality of processing nodes
that access the data stored in the second data storage
arca ol the storage cluster, and executes the data
processing 1n the distributed manner by the switched
processing nodes of the plurality of processing nodes.

6. The computer system according to claim 5, wherein
the data processing system,

in the case where the data copy process 1s completed,

executes the scale-out 1n the cloud environment by
increasing the number of the processing nodes of the
plurality of processing nodes that execute the data
processing 1n the distributed manner while accessing
the data stored 1n the second data storage area of the
storage cluster, according to the load of the process-
ing cluster.

7. The computer system according to claim 1, wherein
the data processing system,

in a case where the data copy process 1s completed,

switches the processing nodes of the plurality of pro-
cessing nodes that execute the data processing in the
distributed manner while accessing the data stored 1n
the first data storage area via the network, to the
processing nodes of the plurality of processing nodes

that have no cache and that access the data stored in

the second data storage area of the storage cluster,
and executes the data processing in the distributed
manner by the switched processing nodes of the
plurality of processing nodes that have no cache, and
the data processing system,

in a case where the resources of the processing nodes
of the plurality of processing nodes that have been
subjected to the scale-out in the cloud environment
are overloaded and the data communication band-
width 1n the storage cluster 1s congested after the
data copy process 1s completed,

increases the number of the storage nodes after the
processing nodes of the plurality of processing nodes
that execute the data processing in the distributed
manner while accessing the data stored in the second
data storage area are switched to the processing
nodes of the plurality of processing nodes that have
caches, that execute the data processing in the dis-
tributed manner while accessing the data stored 1n
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the second data storage area, and that cache a part of
data transferred from the second data storage area.

8. The computer system according to claim 5, wherein

the data processing system,

in a case where a state in which a load of the resources
ol the processing nodes of the plurality of processing,
nodes in the cloud environment 1s low and 1n which
usage of the data communication bandwidth 1n the
storage cluster 1s low has continued for a predeter-
mined period of time or more,

executes scale-in for reducing the number of the pro-
cessing nodes of the plurality of processing nodes 1n
the cloud environment to O, deletes the data in the
storage cluster, and stops the storage cluster.

9. The computer system according to claim 1, further
comprising;

a display device connected to the data processing system,

wherein the display device displays a screen including

system operation information of the data processing
system.

10. A scale-out method of a computer system that 1s
executed by a data processing system built 1n a specific
environment,

the data processing system including

a management node that accepts data processing,

a processing cluster that includes a plurality of pro-
cessing nodes configured to perform, in the distrib-
uted manner, the data processing accepted by the
management node, and

a storage that includes a first data storage area 1n which
data necessary for the data processing 1s stored,

the data processing system being configured to be capable

of executing scaling for increasing or decreasing a

number of the processing nodes of the plurality of

processing nodes that are resources for executing the
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data processing in the distributed manner, according to
a load of the processing cluster, wherein
the data processing system,

in a case where the resources of the data processing

e

system become insuilicient due to an increase 1n
the load of the processing cluster,

includes the processing nodes of the plurality of

processing nodes the number of which can be
increased or decreased and a storage cluster hav-
ing a plurality of storage nodes the number of
which can be increased or decreased, and executes
scale-out for increasing the number of the pro-
cessing nodes of the plurality of processing nodes
that are the resources for executing the data pro-
cessing 1n the distributed manner, n a cloud
environment different from the specific environ-
ment that can communicate with the data process-
ing system via a network, and,

1n a case where the scale-out 1s executed 1n the cloud

environment,

starts a data copy process ol copying data that 1s

stored 1n the first data storage area and that 1s to be
used 1n the data processing, from the first data
storage arca of the data processing system to a
second data storage area of the storage cluster via
the network, and

executes, during a period of time from the start of the

data copy process to an end of the data copy
process, the scale-out 1n the cloud environment by
increasing the number of the processing nodes of
the plurality of processing nodes that execute the
data processing 1n the distributed manner while
accessing the data stored in the first data storage
arca ol the storage via the network.
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