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IDENTIFYING REGULATOR AND DRIVER
SIGNALS IN DATA SYSTEMS

CROSS-REFERENCE TO RELATED
APPLICATION

The present application 1s a non-provisional application
of, and claims the benefit and priority of India Application
No: 201941036990, filed Sep. 13, 2019, entitled “TECH-
NIQUES FOR DISCOVERING MASTER REGULATORS,
HARBINGER SIGNALS, AND FOLLOWER SIGNALS
IN ENTERPRISE DATA SYSTEMS,” the entire contents of

which are incorporated herein by reference for all purposes.

BACKGROUND

A metric can provide valuable imformation about real-
world operations 1n an entity. Identifying which metrics are
most valuable to the user for their decision making can be
challenging. Relevant information for the user may be
changing rapidly or stagnant. However, the user who regu-
larly looks only at specific metrics may not be aware of the
changes that are significant or contain valuable information,
particularly if the user 1s regularly looking only at stagnant
metrics.

BRIEF SUMMARY

In some embodiments, a method of identitying causal
relationships between time series may include accessing a
hierarchy of nodes 1n a data structure. Each node in the
hierarchy of nodes may include a time series of data. The
method may also include 1dentifying a subset of nodes in the
plurality of nodes for which causal relationships may exist
in the corresponding time series. The method may addition-
ally include generating models for nodes in the subset of
nodes. Each of the models may be generated for a corre-
sponding node. Each of the models may receive the other
nodes 1n the subset of nodes as mputs, and may generate
coellicients for the other nodes in the subset of nodes
indicating how strongly each of the other nodes 1n the subset
of nodes causally aflects the corresponding node. The
method may further include generating a ranked output of
nodes that causally affect the corresponding node of each of
the models.

In some embodiments, a non-transitory computer-read-
able medium may include instructions that, when executed
by one or more processors, cause the one or more processors
to perform operations including accessing a hierarchy of
nodes in a data structure. Each node in the hierarchy of
nodes may include a time series of data. The operations may
also 1nclude 1dentitying a subset of nodes 1n the plurality of
nodes for which causal relationships may exist in the cor-
responding time series. The operations may additionally
include generating models for nodes 1n the subset of nodes.
Each of the models may be generated for a corresponding
node. Each of the models may receive the other nodes 1n the
subset of nodes as 1mnputs, and may generate coellicients for
the other nodes in the subset of nodes indicating how
strongly each of the other nodes in the subset of nodes
causally aflects the corresponding node. The operations may
turther include generating a ranked output of nodes that
causally aflect the corresponding node of each of the mod-
els.

In some embodiments, a system may include one or more
processors and one or more memory devices comprising
instructions that, when executed by the one or more proces-
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sors, cause the one or more processors to perform operations
including accessing a hierarchy of nodes 1n a data structure.
Each node 1n the hierarchy of nodes may include a time
series ol data. The operations may also include identifying
a subset of nodes 1n the plurality of nodes for which causal
relationships may exist in the corresponding time series. The
operations may additionally include generating models for
nodes in the subset of nodes. Each of the models may be
generated for a corresponding node. Each of the models may
receive the other nodes 1n the subset of nodes as inputs, and
may generate coetlicients for the other nodes 1n the subset of
nodes indicating how strongly each of the other nodes 1n the
subset of nodes causally atlects the corresponding node. The
operations may further include generating a ranked output of
nodes that causally affect the corresponding node of each of
the models.

In any embodiments, any or all of the following features
may be included in any combination and without limitation.
Other features described throughout this disclosure may also
be added in any combination and without limitation. The
method/operations may also include identifying master
regulator nodes 1n the subset of nodes that causally aflect a
plurality of other nodes 1n the subset of nodes by greater than
a threshold amount. The method/operations may addition-
ally include recerving hypothetical time series data for a
master regulator node; providing the hypothetical time series
data as an mput to the models corresponding to nodes that
are causally aflected by the master regulator node; generat-
ing graphical outputs of each of the models corresponding to
the nodes that are causally aflected by the master regulator
node to show the eflect of the hypothetical time series data
from the master regulator node. The method/operations may
further 1include determining an optimal hypothetical time
series for the master regulator node; and providing the
optimal hypothetical time series as a fixed input value to a
path predictor algorithm to solve for an optimal solution
relative to the nodes that are causally affected by the master
regulator node. The hierarchy of nodes 1n the data structure
may include a plurality of non-cyclical, linear parent-child
relationships. Identifying the subset of nodes in the plurality
of nodes for which causal relationships may exist may
include i1dentifying a user; accessing a pattern of previous
node selections by the user; and i1dentifying the subset of
nodes based on the pattern of previous node selections by the
user. Identifying the subset of nodes 1n the plurality of nodes
for which causal relationships may exist may include 1den-
tifying a user or user group; providing an identification of
the user or user group to a trained model; and receiving a
selection of the subset of notes from the trained model. The
method/operations may also include 1dentitying a plurality
of data tables 1n a data warchouse associated with a node 1n
the subset of nodes; and denormalizing the plurality of data
tables 1into a single data table for the node before generating
the corresponding model for the node. Identifying the subset
of nodes 1n the plurality of nodes for which causal relation-
ships may exist may include identitying a predicted CPU
and memory usage; comparing the current CPU and memory
usage to a threshold; and adding additional nodes from the
hierarchy of nodes to the subset of nodes until the predicted
CPU and memory usage reaches the threshold. The addi-
tional nodes may be 1dentified as having overlapping time
periods 1n data with at least one of the subset of nodes. The
method/operations may additionally include eliminating
nodes from the subset of nodes that do not show a statisti-
cally significant change of more than a threshold number of
standard deviations 1n a corresponding time series ol data.
The method/operations may further include eliminating
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nodes from the subset of nodes for which at least a threshold
number of incremental changes between entries 1n a corre-
sponding time series of data are not 1mn a same direction
indicating a trend. At least one of the models may receive an
exogenous variable from an external data source. The mod-
cls may be configured to integrate to a maximum of three
levels for each mput node. A p-value for one of the models
may be adjusted based on a number of data points in a time
series of the corresponding node such that the p-value
decreases an order of magnitude for each order of magnitude
decrease 1n the length of the time series. The method/
operations may also include eliminating nodes from the
ranked output of nodes that have less than a threshold level
of contribution to the corresponding node of a model. The
method/operations may additionally include eliminating
nodes as mputs to a model that have less than a threshold
level of contribution to the corresponding node of the model.
The method/operations may further include traversing the
hierarchy of nodes 1n a breadth-first search to identily nodes
that causally affect a plurality of other nodes.

BRIEF DESCRIPTION OF THE DRAWINGS

A further understanding of the nature and advantages of
various embodiments may be realized by reference to the
remaining portions ol the specification and the drawings,
wherein like reference numerals are used throughout the
several drawings to refer to similar components. In some
istances, a sub-label 1s associated with a reference numeral
to denote one of multiple similar components. When refer-
ence 1s made to a reference numeral without specification to
an existing sub-label, it 1s 1mtended to refer to all such
multiple similar components.

FIG. 1 illustrates a data structure that may be used to store
a plurality of nodes representing individual time series,
according to some embodiments.

FIG. 2 illustrates how different methods can mnitially be
used to reduce the search space for identifying hidden
relationships 1 a network of nodes, according to some
embodiments.

FIG. 3 illustrates how additional time series may be added
to the pool of time series for analysis by i1dentifying time
relationships between time series, according to some
embodiments.

FIG. 4 illustrates how data tables representing the time
series may be denormalized to improve performance,
according to some embodiments.

FIG. § illustrates how potential relationships between
nodes may be represented as a set of partial differential
equations, according to some embodiments.

FIG. 6 illustrates one time series represented by a node
that removes anomalies and normalizes the remaining val-
ues, according to some embodiments.

FIG. 7 illustrates a graph of values of three different time
series, according to some embodiments.

FIG. 8 illustrates a process for generating a model for
cach of the time series 1n the node pool, according to some
embodiments.

FIG. 9 1llustrates how a model may be generated for each

of the time series under consideration, according to some
embodiments.

FIG. 10 1llustrates how this algorithm may be executed
recursively for each node in the hierarchy to generate a
model and identify a final set of causal relationships for each
node, according to some embodiments.
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FIG. 11 illustrates how results of the algorithm described
above can be displayed in a usable fashion for a user,

according to some embodiments.

FIG. 12 illustrates how identifying driver nodes 1n the
data structure may be used to identily master regulator
nodes, according to some embodiments.

FIG. 13 1llustrates how a simulation of using the models
for each time series may be used to illustrate the effects of
a master regulator node, according to some embodiments.

FIG. 14 illustrates a flowchart of a method for identifying
causal relationships in a plurality of nodes, according to
some embodiments.

FIG. 15 illustrates a simplified block diagram of a dis-
tributed system for implementing some of the embodiments.

FIG. 16 illustrates a simplified block diagram of compo-
nents of a system environment by which services provided
by the components of an embodiment system may be offered
as cloud services.

FIG. 17 illustrates an exemplary computer system, in
which various embodiments may be implemented.

DETAILED DESCRIPTION

Almost all entities store data using relational databases or
multidimensional data warehouses. This data may include
operational data that describes metrics and progression
towards those metrics 1n terms of discrete data point mea-
surements or inputs. The data may often be stored as a time
series of data points, with each data point representing a
snapshot 1n time of a metric that i1s captured at regular
intervals. For example, a metric may be measured or
recorded on a weekly basis and stored as part of a time series
of values for that metric. These time series may later be used
to analyze progression (or a lack thereol) towards a target
value, along with diagnosing causes for any deviation from
an expected trajectory within the time series, or to find point
deviations or trend deviations from normal trends within
pre-specified time periods.

FIG. 1 illustrates a data structure 100 that may be used to
store a plurality of nodes representing individual time series,
according to some embodiments. Each node in the data
structure 100 may represent an individual time series for a
metric. For example, node 102 may represent a plurality of
values with corresponding timestamps that have been mea-
sured and recorded over time. Values may be continuously
added to the time series of node 102 as they are received
over time. In some embodiments, the time series of node 102
may continually grow as the measurements are received.
Other embodiments may use a sliding window that keeps
only the N most recent values added to this time series to
replace the oldest entries in the time series. Note that the
time series of node 102 and other nodes 1n the data structure
100 may represent any type of data, such as sensor mea-
surements, characteristics of an entity, enterprise data, and
so forth.

A data structure 100 may include elements arranged 1n a
sequential manner, with each member element connected to
its previous and/or next element. This type of data structure
100 may be traversed quickly by moving through each of the
levels. Additionally, the data structure 100 may be hierar-
chical in nature. For example, the data structure 100 may be
organized into different levels with parent relationships and
chuld relationships. A parent-child relationship may indicate
a causal relationship between the time series 1n the parent
node and the time series in the child node, where the child
node’s times series 1s connected to changes in the parent
node’s time series. For example, node 102 may be linked to




US 11,467,803 B2

S

child nodes 108, 110, 112. In some cases, the child nodes
108, 110, 112 may contribute to the value stored 1n the parent
node 102. For example, values in the time series of the child
nodes 108, 110, 112 may predict or contribute to the time
series 1n the parent node 102. However, a parent-child
relationship need not always indicate a causal relationship
between time series. In some cases, the time series stored 1n
the parent node 102 may be related to the time series in the
child nodes 108, 110, 112 1n a non-causal way. For example,
the time series in node 102 may be provided by an entity that
1s a parent organization to an organization providing the time
series 1 node 108.

Beginning with the data structure 100, some embodiments
may train models to predict the future values of an ongoing,
time series by using current or past values of other time
series as inputs to the model. For example, future values of
the time series 1 node 102 may be predicted by training a
model using the time series 1n child nodes 108, 110, 112 as
iputs. Some embodiments may also use the outputs of the
model to determine whether an anomaly has taken place in
the time series of node 102 by comparing the predicted
values generated by the model with actual values recorded
to the time series of node 102 as time moves forward. In this
example, 1t 1s assumed that the child nodes 108, 110, 112 are
related to the parent node 102 1n a causal way, such that their
time series can be used to predict the time series 1n node 102.
Because of the parent-child relationships, the tree data
structure 100 provides a good starting point for determining
which nodes contribute to other nodes.

However, a technical challenge exists 1n relying only this
type of data structure 100 to detect causal relationships.
Specifically, the most significant causal relationships
between nodes may not be accurately captured in the parent-
chuld relationships of the data structure 100. For example,
the time series of node 102 may be better predicted by the
time series of node 114 and node 116. However, node 114
and node 116 are not connected via a parent-child relation-
ship to node 102. This mformation 1s hidden i1n the data
structure 100. In thus example, a linear path between these
two nodes may not even exist. The lack of an obvious
connection makes i1t diflicult to i1dentify these important
causal relationships that may be most beneficial when using
a model to predict future values 1n a time series.

Another technical challenge exists 1n how to identily
these causal relationships that are not immediately apparent
in the tree data structure 100. Specifically, although the tree
data structure 100 1illustrated 1n FIG. 1 comprises only a
small number of nodes, real-world examples of tree data
structures 100 representing data collected for an organiza-
tion may include thousands of individual nodes and rela-
tionships. Performing a many-to-many analysis to identify
correlations between each node 1n the tree data structure 100
simply requires too much computing power for standard
systems. Although such computations may be performed,
they may not be performed regularly at frequent intervals.
This means that data may become stale or no longer action-
able. Furthermore, the relationships between nodes may
change dramatically over time such that up-to-date data and
frequent updates to models may be a necessity for providing
usetul, actionable information. Therefore, improvements are
needed 1n the way that causal relationships are discovered in
a plurality of nodes.

As used herein, the term “nodes” may represent a data
structure that stores or links to a time series of information.
The time series may include a plurality of data points and a
plurality of corresponding times. In some cases, the time
series may include a series of values without corresponding
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timestamps with the understanding that the values are
recorded at regular intervals. Therefore, this disclosure may
make reference to a node, and this reference may also refer
to the time series and values/timestamps stored or referenced
by the node. For example, stating that a node has a causal
relationship with another node may be interpreted to mean
that the time series within the first node may be used as an
input to a predictive model trained to output the second time
series.

FIG. 2 illustrates how different methods can 1mitially be
used to reduce the search space for identifying hidden
relationships i a network of nodes, according to some
embodiments. A first step 1 1dentifying hidden causal rela-
tionships between nodes may include narrowing the search
space for the search algorithms. As mentioned above, the
data structure 100 may 1nclude thousands or even millions of
nodes, and reducing the number of nodes considered by
these algorithms can significantly increase the speed at
which these algorithms can be completed and may make the
complex model generation described below feasible on
standard computing systems.

A first method for reducing the number of nodes consid-
ered by the algorithms described below may be to use
domain expert information to mitially select a number of
nodes that should be considered. Experts in the type of
organization represented by the time series of the nodes may
be able to quickly identity an 1nitial set of nodes that should
be considered. In this example, a domain level expert may
initially select nodes 102, 104, 106, 108, and 204 as nodes
that are of interest to a particular analysis and which may be
involved 1n one or more causal relationships between these
nodes. Note that this step need not require human interaction
or human 1nput 1n order to select these nodes. Instead, some
embodiments may use stored values that pre-identify nodes
that should be considered in such an analysis. For example,
cach new analysis may draw from a library of pre-1dentified
nodes that should be used specific to that type of analysis in
the industry.

A second method for reducing a number of nodes in the
search space may include receiving selections from a user
that 1s performing the immediate analysis. Each individual
analysis may be unique, and a user performing the analysis
may be able to quickly 1dentify additional nodes that are not
part of the domain-expert set of nodes described above. In
this example, an individual user may 1dentify node 206 as an
additional node that may be related to the existing set of
nodes.

In addition to using explicit user selections, some nodes
may be selected automatically based on previous usage
patterns by users having similar roles. Some embodiments
may retrieve a user role for a current user and use that
information to identify a set of nodes that have been previ-
ously 1identified by other users having the same user role. For
example, an administrative user may be provided with an
initial selection of nodes 1n the data structure 100 based on
usage patterns of nodes that were selected by previous
administrative users. Some embodiments may train a model
using machine learning techniques to identily node selec-
tions that take place with each type of user. This model may
be trained over time to evolve with user preferences. Each
different user role or user type may be associated with a
corresponding trained model for generating an 1nitial selec-
tion of nodes. This allows nodes to be selected that are
identified over time as being usetul for particular classes of
users. This recommendation may include additional nodes,

such as node 202 and node 116.
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The combination of methods described above 1n relation
to FIG. 2 may generate an initial selection of nodes as
illustrated 1n FIG. 2. In this simplified example, the number
of nodes to be searched has already been greatly reduced
from the total number of nodes 1n the tree data structure 100.
Some embodiments may also automatically respect the
hierarchy and relationships inherent in the tree data structure
100 and/or data tables representing the individual time
series. For example, a selection that includes node 102 may
also automatically include nodes 108, 110, and/or 112 as
suggested by the hierarchy of the tree data structure 100.

FIG. 3 illustrates how additional time series may be added
to the pool of time series for analysis by identifying time
relationships between time series, according to some
embodiments. Note that only a subset of the tree data
structure 100 1s provided 1n FIG. 3 for the sake of clarity.
Although the purpose of the steps described above 1s to limit
the size of the node pool under consideration, some embodi-
ments may intelligently add additional nodes into the node
pool as allowed by available computing resources.

For example, some embodiments may compare available
CPU and memory resources with a current CPU/memory
requirement based on the current size of the node pool. If an
amount of CPU/memory resources available are at least two
orders of magnitude greater than the requirements for the
analysis of the current node pool, additional nodes may be
added to the analysis. For example, 11 a computing system
includes 500 16-core CPU equivalents and 100 TB of
memory, and the current analysis requires 20 4-core CPU
equivalents and 1 TB of memory, 10 times the number of
existing nodes may be added as additional nodes to the node
pool, compared to the existing node pool. A current com-
puting resource requirement may be estimated and com-
pared to an available computing resource measurement. IT
there are more than a threshold amount of available
resources, then additional nodes may be added to the node
pool.

As described above, an additional technical challenge
involves maintaining a result set that 1s not stale or outdated
as relationships between nodes change over time. Therelore,
some embodiments may adjust the total number of nodes 1n
the node pool based on a refresh rate of the analysis. For
example, 1f the time expected for changes 1n relationships 1s
least two orders of magnitude larger than the data refresh
cycle of the analysis, 10 times the number of existing nodes
may be added as additional nodes, compared to the existing,
number of nodes. If the data refresh cycle 1s daily, a broader
search may be conducted with a larger node pool only once
a quarter, or once every six months. This ensures that the
data 1s refreshed before it becomes stale, with the compute
time required to perform the analysis described below, at
least 1n part, determining the refresh rate. Some embodi-
ments allow trade-offs between refresh times and CPU
memory scaling requirements. For example, using an order
of magnitude more power/CPU/memory may deliver a
refresh time only one order of magmitude longer than the
data refresh time. Therelore, these two metrics may be
balanced together to add additional nodes to the node pool.

In order to determine which nodes to add to the node pool
if the compute/time requirements allow, some embodiments
may 1dentily nodes with overlapping time intervals in the
data available that are significant for the particular problem
under analysis. For example, node 102 may include a time
series 310 that that i1s recorded over a time interval as
described above. Similarly, node 302 may include a time
series 312, and node 304 may include a time series 314.
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Node 102, node 302, and node 304 need not be related to
cach other in a linear, obvious relationship.

Despite the lack of a linear relationship, the possibility
exists that these nodes 102, 302, 304 may still be causally
related. After determining that the requisite compute/time
resources exist, the algorithm may begin adding nodes that
have overlapping time periods in the data which are signifi-
cant for a particular problem 1dentified by the user. Certain
problem types may require recent overlapping data. A por-
tion 322 of the time series 312 for node 302 may overlap
with the time series 310 for node 102. Alternatively, some
types of problems may have a delay between a node that
aflects another. For example, time series 314 may include a
portion 324 of the time series 314 that occurred in the past,
yet which may be relevant to a current time series 310 for
node 102. The delay that may be used for identifying these
time series may be defined by the problem and data under
analysis. Diflerent problem types and data sets may entail
explicit i1dentification of specified delays between time
series, through user specification or a temporal causal rela-
tionship search using the principle that if previous values of
X and Y together predict Y better than previous values of Y
alone, then X 1s a causal factor for Y, and once such
identification 1s done, those time-shifted time series may be
included 1n the node pool, as the compute/time requirements
allow.

The algorithm may continue adding time series as long as
the system performance thresholds based on compute/time
requirements are not breached. The algorithm may begin by
including nodes where the overlap 1s greatest (i.e., greater
than a threshold such as 90%) and may continue adding
nodes using lower thresholds up to but not below 50%, 11 the
compute/time requirements allow.

FIG. 4 illustrates how data tables representing the time
series may be denormalized to improve performance,
according to some embodiments. Each time series may be
associated with one or more data tables and may typically be
associated with a plurality of data tables. Each data table
may be associated with the node or sub node that contributes
to variations 1n the current node. When these data tables are
stored 1n a data warchouse, data in multiple tables may be
denormalized and collected into a single table per node, with
time stamps for each data point.

In the example of FIG. 4, node 102 may include a table
402 referencing a set of users. That table 402 may reference
another table 404 storing information for a plurality of user
messages. A third table 406 may store mdividual message
texts. Using a denormalization algorithm, these tables may
be combined into a single table 408 for node 102. By
denormalizing each of the tables for the nodes included 1n
the node pool under analysis, the algorithm described below
for identifying causal relationships between nodes may be
run significantly faster.

At this stage, a pool of relevant nodes has been 1dentified
for analysis. Again, 1t 1s not feasible to frame the analysis
problem 1n terms of finding relationships between nodes in
an all-to-all search, as that version of the problem 1s com-
putationally intractable 1n its general form due to the expo-
nential explosion in compute time and memory require-
ments. Rather, the algorithm now may begin with a set of
denormalized seed tables identified using the methods
described above. This allows the algorithm described below
to 1dentify causal relationships to be contained computation-
ally and focused on the particular needs of the individual
user. Note that this does not limit any super user with large
CPU/memory resources available to perform a much
broader/deeper search between additional nodes 1n the tree




US 11,467,803 B2

9

data structure 100 to find additional node relationships that
may be missed 1n the smaller node pool. However, allowing,
a search that i1s too broad/deep runs the risk of finding
spurtous relationships that are highly correlated but not
causal. Some embodiments may generate a warning or alert
to users as the node pool size expands above a threshold
amount. For example, 11 the number of nodes in the node
pool expands to larger than a threshold number of nodes
(e.g., 30 nodes) or more than a threshold percentage of nodes
in the data structure 100 (e.g. 10% of the total number of
nodes 1n the data structure 100), an alert may be generated
indicating that the model complexity may lead to weaker
discriminative power in the results.

As described above, each of the nodes represents a time
series, and many of the causal dependencies discovered will
be non-stationary over time. In other words, input distribu-
tions may tend to change over time and there may be
changes 1n the relationships as processes change. Some
embodiments may even change the data generating process
over time such that values 1n the time series are distributed
very diflerently than the values 1n the past. By shrinking the
node pool as described above, these relationships may be
identified much faster and more often to remain current.

FIG. § illustrates how potential relationships between
nodes may be considered to be an approximation for repre-
sentation as a set of partial diflerential equations, according
to some embodiments. Only by way of example, some nodes
may represent input values in an entity, and one of them may
be considered an output for the purpose of modeling the
relationships. Each of these mput values may be stored as a
time series 1in the nodes as described above. FI1G. 3 illustrates
partial derivative relationships between nodes that may exist
within an entity to contribute causally to the node R. A
partial delay differential equation representing a temporal
causal model that embodies relationships 1n a very small part
of the network for just one dependent variable may be
expressed as:
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In this example, the symbols may represent the following
time series variables: R=Revenue 512, P=Profit 516,
S=Sales 510, F=Factory Downtime 504, D=Development
Investment 514, c=Operational Costs, W=Production 506,
¢=Market Demand 508, and 0=Workiorce Availability 502.

In the equation above, the additional terms may be inter-
preted as follows.

Y
dc

may represent a rate or increase/decrease 1n production with
a small change 1n operational cost.

Oy
il

may represent a rate of change 1n production with a small
change 1n availability.
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dD
JdP

may represent a rate of change 1n development with a small
change 1n profit.

I*F
962

may represent a rate of rate of change in factory downtime
with a small change 1n workiorce availability.

82
1 —ps _892

May represent a normalized rate of rate of change of uptime
with respect to availability.

May represent a rate of rate of change of sales with respect
to a change 1n production. The parameters p,, P, P3»> Pas Ps
may represent parameters that are fit from the actual data for
cach of these vanables. t, may represent a time delay
between the investment in product development and the
ellects appearing 1n production. The equivalent of multiple
such equations, one for each variable or metric, may be
embodied by the models described below, and the param-
cters or coellicients may be generated by the models.
Note that this equation and node variables 1n FIG. 5 are
provided only by way of example and are not meant to be
limiting. Again, the nodes may represent any type of time
series data collected by an entity. However, the actual data
set determines different types of relationships. The algo-
rithms described herein are concerned with identifying any
type of relationship that may be described using the equiva-
lent of these types of partial delay differential equations.
To begin processing the pool of nodes to i1dentily rela-
tionships, some embodiments may first normalize each of
the data sets. FIG. 6 illustrates one time series represented by
a node that removes anomalies and normalizes the remain-
ing values, according to some embodiments. A time series

L ] [

608 may include a plurality of values having different
magnitudes at each time. A threshold 602 may be established
to remove outliers from the time series. These extreme point
anomalies may be a limited by setting the threshold 602 a
predetermined number of standard deviations away from the
mean. For example, some embodiments may use a threshold
602 that 1s six sigma or nine sigma away (using domain
specific requirements or based on factory requirements)
from the mean of a surrounding subset of data points in the
time series 608. These anomalies may represent real-world
events that are themselves anomalies, such as a mass attri-
tion event or a natural disaster that do not reflect a persistent
influence of data generating process change within the data
set.

Some embodiments may remove anomalies alter account-
ing for them by setting the threshold 602 relative to a sliding
window 610 of values within the time series 608. The sliding
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window may be a predetermined number of values within
the time series 608. For example, some embodiments may
use the 30 nearest neighbors in the window 610. Other
embodiments may use the nearest 100 neighbors in the
window 610. The position of the window 610 may begin at
a most current data point 1n the time series 608 and extend
backwards in time. The window 610 may be a sliding
window that includes new values as they are received and
removes old values as they become stale on a tail end of the
window 610. In this example, a mean value or median value
may be calculated using the data points 1n the window 610
to add a specified number of standard deviations to 1t to
generate a threshold 602 that 1s six sigma above the calcu-
lated mean. Using this threshold 602, the algorithm may
remove the value 604 from the time series 608. Some
embodiments may remove the data point entirely, while
other embodiments may replace 1t with the mean value or
median value or most frequently occurring value instead.

In addition to removing anomalies, some embodiments
may also normalize all of the input data in each of the time
series using a self-normalized Z-score in terms ol a number
of standard deviations each data point 1s away from a median
of the entire time series data set for each variable taken
individually. This normalizes each of the time series with
respect to themselves. Note that the anomaly values are
removed as anomalies and the time series 1s self-normalized
for purposes of applying this modeling algorithm only. The
actual data 1n the time series 608 stored 1n the data ware-
house typically do not need to be changed by this process.
Only additional columns with this normalized data are
included. After removing point anomalies and self-normal-
1zing, each of the individual time series in the pool of nodes
are ready to be processed.

At this stage, the algornithm may begin to identify nodes
within the pool of nodes that may be of interest to the user
for immediate visualization. Using the selection criteria
described above, the pool of nodes may include a subset of
the total number of nodes 1n the data structure 100 that may
possibly be of interest. This step further narrows the list
down to statistically determine whether a suilicient change
has taken place within the time series within a recent time
interval to be of interest to the user.

FIG. 7 illustrates a graph 700 of values of three different
time series, according to some embodiments. A first time
series 702 may stay relatively stable during a time interval
(e.g. during the last 90 days). A first test that may be carried
out on this data 1s to determine whether the first time series
702 exhibits a statistically significant change across the time
interval of interest to the user. For example, some embodi-
ments may determine whether the cumulative changes
exceed more than one standard deviation from the mean. As
illustrated in FIG. 7, the cumulative changes of the first time
series 702 do not exceed a standard deviation. Therefore, the
node corresponding to the first time series 702 may be
removed from the node pool. This indicates a node that,
although of 1initial interest to a user, does not change
significantly enough to continue to be of interest for pre-
sentation 1n a visualization.

A second time series 706 may also be analyzed using the
same methodology. Specifically, 1t may be determined that
the cumulative changes 1n the second time series 706 may
exceed a threshold 708 determined by a number of standard
deviations. Some embodiments may set the threshold 708 to
be at a level of 1.0 standard deviation, 1.5 standard devia-
tions, 2.0 standard deviations, and so forth. This may 1ndi-
cate that a statistically significant change has taken place
within the data of that time series. This may indicate a
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change 1n the time series that may be of interest to the user
for presentation 1 a visualization.

A third time series 704 may not exhibit a statistically
significant change based on the threshold 708 alone. How-
ever, some embodiments may add a second criteria that
instead analyzes individual changes between data points 1n
the time series 704. For example, i more than a threshold
number of the incremental changes occur in the same
direction, the time series 704 may be considered to 1llustrate
a gradual trend. This trend may indicate that something 1n
the world has changed that drives the underlying data points
consistently in a specific direction. In one embodiment, a
threshold such as requiring that two thirds of the changes be
in a same direction may be used.

After determining whether a deviation 1s statistically
significant, some embodiments may also determine whether
a deviation 1s practically significant. Practical significance
may express how large the deviation 1s from normal distri-
bution. For example, exceeding the threshold 708 may flag
a data set for a further, more practical analysis. This further
analysis may subject the time series 706 to an additional
threshold. For example, if the time series 706 driits more
than two standard deviations, the extent of this deviation
may be considered to be of practical significance. Some
embodiments may also further calculate a cost due to the
deviation. This cost may indicate a real-world impact on an
organization, and this cost value may be compared to a cost
threshold to further determine practical significance. Some
embodiments may also determine practical significance by
determining whether the deviation has occurred more than a
threshold number of times in the past or more than for other
variables. For example, i the deviation for the time series
706 occurs only once, this may 1ndicate practical imsignifi-
cance, whereas 1f the deviation for the time series 706 has
occurred multiple times within a previous time interval, this
may indicate practical significance. Alternatively, 11 a certain
deviation has never occurred in the past, and 1t occurs
multiple times, that may also indicate a change in the
process worthy ol examination by the end user.

At this stage, for the purpose of visualization, the node
pool of data sets may be pared down to include data sets
exhibiting a change that 1s both statistically significant and
practically significant as described above. These time series
are presented to the user with time series plots, showing
thresholds and distributions. The data used for visualization
here 1s the original unnormalized data without removing
extreme anomalies.

The algorithm may now proceed to 1dentifying relation-
ships between the nodes 1n the selected and cleaned pool of
nodes. FIG. 8 illustrates a process for generating a model
802 for each of the time series in the node pool, according
to some embodiments. The model 802 may be generated for
a single one of the time series 804 that will be considered a
dependent variable. Each of the remaining time series 804 1n
the node pool may be considered independent variables by
the model 802. This process described below may execute
for each of the time series in the node pool to generate a
trained model for each. The models may be trained by fitting
parameters to a weighted combination of each of the inde-
pendent variables received by the model 802.

First, the model 802 may function autoregressively. To
function 1n this manner, the model 802 may predict future
values of the time series 804 based at least in part on
previous values of the time series 804. This type of model
802 tends to be well-suited for real-world time series data,
as previous values for many data points rely on previous data
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points. At this step, the modeling process may also 1dentify
seasonality and trends 1n each of the vanables.

To establish a causal relationship aside from the previous
values of the same time series 804, some embodiments may
use a model 802 that also 1dentifies other time series 810 that
improve this prediction. The model 802 may function under
the basic principle that if the time series 804 1s better
predicted by previous values of the time series 804 and
previous values of a second time series than a prediction of
the time series 804 based on the previous values of the time
series 804 alone, then there 1s a causal relationship between
the second time series and the time series 804. This 1s known
as the Granger causality test. Stated another way, if a
prediction model 802 for the time series 804 1s more
accurate by including the second time series as an input, then
the second time series may have a causal relationship with
the time series 804.

The model 802 may also function by integrating time
series 810 1n order to identily integrated causalities. For
example, acceleration data may not necessarily be correlated
with distance data or velocity data when viewed as a single
time series. However, when integrating acceleration data,
the time series will now be heavily correlated with velocity
data. A second integration may cause the acceleration time
series to also be heavily correlated with distance data. Many
real-world time series show strong correlations with other
time series when one or more integrations take place 1n the
model 802. A number of integrations performed may reveal
dependencies that extend up the hierarchy 1n FIG. 1 multiple
levels.

To better 1dentity similarities between time series, some
embodiments of the model 802 may also impose a moving
average on the time series. A moving average may smooth
each of the time series 804, 810 under consideration to
remove small variations, may prevent noise from accumu-
lating, and may instead allow the model to identily causal
relationships due to movement trends that are exposed after
this type of low-pass filter 1s applied to remove as much
noise as possible.

Some embodiments may also 1ncorporate exogenous vari-
ables that are outside of the data structure 100. The time
series represented by these exogenous variables may be
retrieved from outside data sources 820, 822. Analyzing of
the effect of exogenous variables may attempt to provide an
explanation for time series changes within an organization
due to variables that are not tracked 1n the time series nodes
of the data structure 100. Instead, these changes in time
series may be explained by larger forces outside of the
organization (e.g., macroeconomic indicators, an unemploy-
ment rate, census data, climate/weather data, CPI, GDP,
etc.).

Combining these model features, the model 802 may be
generated by calculating how a weighted sum of previous
states of independent time series 810, some of which may be
integrated one, two, or more orders of integration over time,
determines a current state of the dependent time series 804.
In this specific example, the model 802 may operate by
calculating how a weighted sum of previous states of other
time series 810 and any of the exogenous variables affect the
time series 804 under consideration.

FIG. 9 1llustrates how a model may be generated for each
of the time series under consideration, according to some
embodiments. Using the process described above 1n FIG. 8,
a model may be generated for each individual time series.
For example, time series 902 may be associated with a
model 922, time series 904 may be associated with 1ts own
model 924, time series 906 may be associated with 1ts own
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model 926, and so forth. Note that only three models 922,
924, 926 arec illustrated 1n FIG. 9 as examples. It will be
understood that at least as many additional time series and
model pairs may be present as there are time series, and
those are not expressly 1llustrated here.

Instead of generating a model for every time series, some
embodiments may {irst eliminate any collinear time series
from consideration. Collinear time series may follow very
similar trajectories (1.e., may have a similar shape, move-
ment, and distributional characteristics). If two time series
are considered collinear within a threshold amount (e.g.
greater than 95% the same with respect to specific statistical
criteria such as correlation or Kullback-Leibler like diver-
gence measures), then only one of these two time series
needs to be considered as a dependent variable for its own
model. These collinear time series may also be eliminated as
independent variables for other time series models. One of
the collinear time series may be maintained while the others
are eliminated just for the purpose of modeling for a given
dependent variable. The choice as to which time series may
be maintained may be based on domain knowledge of the
user. Certain variables in a collinear time series pair or group
may be more fundamental to the process, and are thus
retained, while the rest 1n the pair or group are considered
derived.

As described above, one of the parameters that may be set
for the models 922, 924, 926 1s the number integrations to
be performed for each of the independent time series inputs.
Although any number of integrations may be used, it has
been found in these embodiments that a maximum of three
levels of integration may produce stable models. Above this,
the causal relationships detections tend to become sensitive
to deterministic chaotic behavior of the underlying equa-
tions, and less likely to indicate a real-world relationship.
Therefore, some embodiments may limit the number of
integrations performed to three or fewer.

At this stage, the models may indicate which of the
independent inputs have causal relationships with the depen-
dent mnput using the Granger causality test. For example,
model 922 may indicate which of the other time series have
causal relationships with time series 902. In practice many
time series will have some relationship with other time
series. Therefore, some embodiments may apply additional
filters or adjust additional parameters 1n the models 922,
924, 926.

One filter 930 that may be applied to the outputs of the
models may include a statistical significance of the causal
relationship. This statistical significance may be represented
by the p parameter of the model. In some embodiments, 1t
has been discovered that an optimal cutofl point 1s approxi-
mately p=0.05 or lower. The p-value gives a measure of the
likelihood that 1n a scenario where there 1s no relationship
between the variables, how likely 1s 1t that observed data wall
show the relationship, or the likelihood that those correla-
tions or statistical relationships or measures occur at the
level that they do just by pure chance or random noise, and
not due to some systematic real world connection. If the
probability that the null hypothesis 1s true 1s less than 0.05,
then 1 the scenario where the null hypothesis that the
relationship does not exist 1s true, there 1s only a 5% chance
of observing the observed data, and therefore, the null
hypothesis should be rejected 11 we accept this 5% level of
significance. The null hypothesis 1n this case 1s that there 1s
no relationship found between varniables. The lower the
p-value, the more surprising the evidence 1s, the more
ridiculous our null hypothesis becomes. Again, real-world
examples may have hundreds of thousands of data points.
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This filter allows the system to present the most important
causal relationships to a user rather than all possible rela-
tionships that may be found by the models.

Additionally, as the number of data points 1n each time
series grows smaller, the p value may be adjusted. The value
for p may go one order of magnitude lower for each order
of magnitude with which the number of data points 1is
reduced. For example, if a time series has a few thousand
data points, the system may instead use p=0.003. In contrast,
if the system has only a few hundred data points, the system
may instead use p=0.0003, and under 100 data points may
use p=0.00005. If the system has fewer than 30 data points,
then the system might use p=0.00001. The value for p used
for significance threshold may also be adjustable by expert
users depending on domain-specific knowledge, but in gen-
eral, the number of data points may depend on the length of
the time window that the user chooses, along with the
amount of data accumulated over time 1n the data warechouse
storing the time series.

The p value filter 930 may be used to indicate statistical
significance. An additional filter 932 may be applied to also
require a level ol practical significance for each causal
relationship 1dentified by a model. For all independent
variables that pass the statistical significance filter above, a
practical significance filter 932 may be applied using the size
of the contribution by the independent variable to affect a
change in the dependent variable. Especially 1n very large
data sets, even small changes may be found to be statistically
significant. However, the embodiments described herein are
mainly concerned with drivers of large changes 1n a time
series. Therefore, some embodiments may use one or more
threshold levels as a cutofl for practical significance.

For example, the filter 932 may be tailored for presenta-
tion to the user. This may serve to eliminate data from
specific variables from presentation to the user. In some
embodiments, each of the independent variables represented
by other time series may require a minimum size ol contri-
bution by that specific independent variable to a change in
the dependent variable, for meriting presentation to the end
user. Although any value may be used as a threshold, a value
ol 5% or more of a contribution to changes 1n the dependent
variable based on the coellicient of the independent variable
has been used to determine if that particular independent
variable will be shown 1n a visualization displayed to the
user. While this filter 932 may aflect the presentation of the
user, eliminated independent varniables 1n this step are not
necessarily eliminated from the model. Instead, these vari-
ables are only excluded from the display of a result set to the
user, while they are able to still continue affecting the model.

In contrast, another filter 934 may use a much lower or
stricter threshold to remove independent variables from the
model altogether. For all independent variables that passed
the statistical significance filter 930 but failed the practical
significance filter 932, the system may perform an additional
filter 934 at a smaller level of contribution to determine
whether the variable should be kept in the model at all. For
example, a minimum of 1% contribution to changes in the
dependent variable may be required 1n order to keep the
independent variable in the model. This filter may be 1impor-
tant for further optimizing the performance of the algorithm,
and implementing the scientific principle of Occam’s razor.
Eliminating independent variables allows these variables to
be removed from the in-memory storage, which reduces
memory requirements and increases the speed with which
the collective set of time series may be processed. The filter
934 also has the eflect of removing unnecessary noise from
the model to improve performance with respect to memory
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and CPU usage. Note that some embodiments may allow
these thresholds for filter 932 and filter 934 to be adjusted by

administrative users for different implementations.

FIG. 10 1llustrates how this algorithm may be executed
recursively for each node in the hierarchy to generate a
model and identify a final set of causal relationships for each

node, according to some embodiments. FIG. 10 illustrates a

subset of the data structure 100 from FIG. 1. Recall that not
all of the nodes that are part of the data structure 100 have
been included 1n this analysis. For each node included 1n the
analysis, the process described above 1n FIGS. 8-9 may be
executed recursively 1in a manner that 1s ordered by the
hierarchy of the data structure 100. This recursive execution
may be performed 1 a breadth-first manner rather than a
depth-first manner.

In this example, the algorithm may begin with the time
series of node 102. This time series may be provided to a
model along with the time series from each of the other
nodes under consideration. The model may be it to 1dentify
which of those nodes has a causal relationship with node 102
that 1s of both practical and statistical sigmificance as
described above. The mputs may be funneled such that some
time series may be removed from the model as described
above.

After the causal relationships are 1dentified for node 102,
cach of the nodes 1n the second level (e.g. node 108, node
110, node 112) that are part of the analysis group of nodes
may be processed. This algorithm may traverse recursively
through each of the diflerent levels. In order to avoid cyclical
recursion, the algorithm may stop this recursion at each node
whenever a significant causal relationship 1s discovered that
already exists 1n the set of relationships. The algorithm may
then carry on to the next node 1n the breadth-first search.

Performing a breadth-first search as opposed to a depth-
first search may be important for a number of reasons. First,
traversing the data structure 100 from top to bottom allows
circular dependencies to be detected and stop the recursion.
Second, performing a depth-first search 1s computationally
riskier compared to a breadth-first search, as it can lead to a
traversal of unlikely tree branches, without first finding the
most important relationships that affect the top level vari-
ables. Finally, 1t has been discovered that a depth-first search
can often times 1dentily long distance anecdotal relation-
ships 1n the graph. Therefore, the breadth-first search 1s more
cilicient for this problem.

FIG. 11 illustrates how results of the algorithm described
above can be displayed in a usable fashion for a user,
according to some embodiments. After having identified the
most relevant causal relationships for a node 102, all of these
causal relationships may be compiled together into a list of
other nodes 1n the data structure 100 that drive the node 102.
In the simplified example of FIG. 11, the three other nodes
may be identified as driver nodes that have a causal rela-
tionship with node 102. These driver nodes may include
node 108, node 1102, and node 1104.

After identitying the list of driver nodes, the driver nodes
may be ranked according to their statistical contribution to
the node 102. In some embodiments, the model may gen-
crate a weighted combination of 1ndependent variable
inputs. Each of those variable inputs may have a coetlicient
assigned that 1s fitted by the modeling process. The magni-
tude of the coetlicient may directly indicate a contribution to
a variation in the node 102 as all the vanables are seli-
normalized. Each of the driver nodes may be ordered based
on the relative size or magnitude of their coeflicient 1n the

model tor node 102.
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Various methods may be used to display this information
to the user 1n a usable fashion. In the example of FIG. 11, a
bar graph for each node 1s displayed 1n the order determined
above through the magnitude of the coeflicients. For
example, node 1104 (e.g. Var3) may have the largest coet-
ficient and may therefore contribute the most to changes 1n
the node 102. Bar graph 1110 may be displayed at the top of
a result list. Each of the bars 1n the bar graph 1110 1llustrate
a value assigned to node 1104 1n the time series. This allows
the user to see which values in the time series of node 1104
have the most effect on the time series 1n node 102. Simi-
larly, bar graph 1112 may be associated with node 1102, and
bar graph 1114 may be associated with node 108 in that
order.

The result of the process above 1s a determination as to
which time series in the data structure 100 are the drivers of
change in a particular node. This process automatically
identifies those time series and ranks them in order of
importance. This ranking may be used to display the results
in order of importance to the user. This represents a technical
improvement 1n the way that data i1s generated and dis-
played. This type of meaningful ordering of the data by
strength of relationships was not previously available, and
could not be automatically 1solated by users from the
overwhelming amount of data that may be present 1n the data
structure 100. As stated above, the data structure 100 may
include hundreds of thousands of time series, and the sheer
number of weak correlative relationships would be so over-
whelming as to be useless to a user looking to make
decisions based on 1nsights from the data. The embodiments
described above not only efliciently process all of these time
series, but they also generate a display of information that 1s
much more useful and that was not previously available.

FIG. 12 1llustrates how i1dentifying driver nodes in the
data structure 100 may be used to identify master regulator
nodes, according to some embodiments. After a list of
drivers have been identified for each of the nodes in the
analysis above, a second search may be performed among
these nodes to identily nodes that are drivers for multiple
higher level nodes. These reverse connections may be aggre-
gated for each node, and nodes that have the most influence
within the data structure 100 may be identified. These

influential nodes may be referred to as master regulator
nodes, as they serve to regulate many different time series
within the data structure 100.

In some embodiments, the algorithm may search for
single nodes which are second, third, fourth, etc. level nodes
in the data structure 100 which are also drivers of multiple
other nodes. The algorithm may begin by identifying nodes
that are drivers for two or more nodes and use tighter bounds
for statistical and practical significance as more are found.
These master regulators may then be identified. In a path
prescription model, these master regulators may serve as
both enablers of making large-scale changes within various
time series 1n the data structure 100, as well as potential
roadblocks for otherwise making well-directed change in
these time series.

After creating an acyclic graph of relationships between
nodes, the algorithm may begin by identilying lower-level
nodes that directly explain more than a 5% variability 1n at
least two higher level nodes. Similar to how filters for
practical significance and statistical significance were used
above, a threshold may be applied to identily nodes that
have both a practically and statistically significant influence
on multiple nodes. To classily these nodes as master regu-
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lator nodes, the influence on practical changes 1n higher-
level nodes may be raised to a higher threshold, such as
10%.

In the example of FIG. 12, node 114 may be identified as
producing at least a 5% eflect on changes found 1n node 102,
node 1202, node 1204, and node 1206. Because more than
two of these significant relationships exist for node 114,
node 114 may be labeled as a master regulator node 1n the
data structure 100. Also note that exogenous variables may
be 1dentified as master regulator nodes outside of the data
structure 100, although they are not shown explicitly in FIG.
12. These exogenous variables would be i1dentified by the
models described above in the same manner as the time
series nodes have been identified.

FIG. 13 1llustrates how a simulation of using the models
for each time series may be used to illustrate the effects of
a master regulator node, according to some embodiments.
Once the master regulator nodes are 1dentified, simulations
may be used to visualize the effect that those nodes may
have on other nodes 1n the data structure 100. Specifically,
new future predictions in the time series may be generated
for a master regulator node and added to the time series.
These new predictions in the time series for the master
regulator nodes can then be input to models created above to
generate output predictions for each of the higher-level
nodes mfluenced by the master regulator node.

In some cases, a different model may be generated and
used once the master regulator nodes are i1dentified. Since
there will be relatively few of these 1n the data structure 100,
these master regulator nodes may have new models gener-
ated for them that may generate more precise results. For
example, a new model may be generated using VARFIMA
or LSTM models that are more computationally expensive,
yet which are more computationally feasible at this stage.

The new data input provided to the model for the master
regulator node may represent proposed changes to calculate
what might happen 1n what-1f scenarios in a real-world
system or structure that 1s represented by the time series. For
example, the time series may represent a real-world type of
working condition for employer. This working condition
may strongly influence a plurality of higher-level time series
metrics, representing metrics such as retention, productivity,
satisfaction, and so forth. Test data may be generated that
changes this working condition as represented by the time
series. This time series may be provided as an mput to the
models for each of the higher-level nodes that are affected by
this master regulator node. These models may then generate
predicted outputs based on the new inputs for the master
regulator node.

In FIG. 13, new input data may be provided for the master
regulator node as illustrated by curve 1302. For example,
this data may represent an increase or improvement in a
particular working condition. Each of the nodes that depend
on the master regulator node (e.g., node 102, node 1202,
node 1204, node 1206) may have their outputs predicted by
their respective models, and the data may be presented next
to the data for the master regulator node. For example, the
simulated results of node 102, node 1202, node 1204, node
1206 may be displayed as curves 1304, 1306, 1308, 1310,
respectively, alongside curve 1302 for node 114.

The simulations may also be governed using real-world
constraints as boundary conditions imposed on the values
that may be provided 1n the different scenarios being simu-
lated. For example, simulations may generate an optimal
value for the master regulator node that would not be
teasible 1n real-world scenarios. Although mathematically
correct, the real-world implementation of the resulting time
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series may not work. Therefore, some boundaries on the
simulated values for the master regulator node may be
imposed to maintain real-world results that are feasible.
Providing such boundaries also reduces the search space for
the optimization.

These lower-level master regulator nodes may be dis-
played with the data for the higher-level nodes that they
strongly 1nfluence. This may demonstrate the systemic
impact of changes in these lower-level nodes. These may be
used to generate multiple “what 11 predictions by simulat-
ing each model out a few points at a time to show an upward
cascade of effects driven by these master regulator nodes. In
some embodiments, a path predictor algorithm may be used
to 1dentily a shortest path to a desired outcome in one of the
nodes that 1s influenced by the master regulator node. An
optimal value may be identified for the master regulator
node using the simulations described above. This optimal
value may then be used as a starting point 1n a path predictor
algorithm to find the shortest path to recovery. This repre-
sents a technical improvement, as previous attempts to use
such path predictor algorithms did not have an optimal
starting point for their algorithm. This allows the range of
values for the master regulators in the path predictor algo-
rithm to remain stable while varying other values to find an
optimal path, rather than trying to change all variables at
once which 1s not realistic for a real world scenario of trying
to control an enterprise system.

FI1G. 14 1llustrates a flowchart of a method for identifying
causal relationships 1n a plurality of nodes, according to
some embodiments. The method may include accessing a
hierarchy of nodes 1n a data structure (1402). Each node in
the plurality of nodes may include a time series of data as
described above 1 FIG. 1.

The method may also include identifying a subset of
nodes 1n the plurality of nodes for which causal relationships
may exist 1 the corresponding time series (1404). This
subset may be 1dentified as described above 1n FIGS. 2-7.
Each of the steps in relation to these figures may be
performed to identify a subset of nodes and otherwise
process those nodes to be ready for subsequent steps 1n this

method. This may include normalization, filtering, using
user roles or machine learning to 1dentily patterns of nodes,
and so forth.

The method may additionally include generating a model
for each of the subset of nodes (1406). The model may
receive the subset of nodes and may generate coetlicients for
cach of the subset of nodes indicating how strongly each of
the subset of nodes causally aflects a first node 1n the subset
of nodes. This step may be carried out as described above 1n
relation to FIGS. 8-11.

The method may further include generating a ranked
output ol nodes that causally aflect a first node 1n the subset
of nodes based on an output of the corresponding model
(1408). This step may be carried out as described above and
clation to FIGS. 10-13.

It should be appreciated that the specific steps 1llustrated
in FI1G. 14 provide particular methods of 1dentifying causal
relationships 1n a plurality of nodes according to various
embodiments. Other sequences of steps may also be per-
formed according to alternative embodiments. For example,
alternative embodiments may perform the steps outlined
above 1n a different order. Moreover, the individual steps
illustrated 1n FIG. 14 may include multiple sub-steps that
may be performed in various sequences as appropriate to the
individual step. Furthermore, additional steps may be added

5

10

15

20

25

30

35

40

45

50

55

60

65

20

or removed depending on the particular applications. Many
variations, modifications, and alternatives also fall within
the scope of this disclosure.

Each of the methods described herein may be imple-
mented by a computer system. Each step of these methods
may be executed automatically by the computer system,
and/or may be provided with inputs/outputs involving a user.
For example, a user may provide mputs for each step 1n a
method, and each of these mputs may be 1n response to a
specific output requesting such an input, wherein the output
1s generated by the computer system. Each mput may be
received 1n response to a corresponding requesting output.
Furthermore, inputs may be received from a user, from
another computer system as a data stream, retrieved from a
memory location, retrieved over a network, requested from
a web service, and/or the like. Likewise, outputs may be
provided to a user, to another computer system as a data
stream, saved 1n a memory location, sent over a network,
provided to a web service, and/or the like. In short, each step
of the methods described herein may be performed by a
computer system, and may involve any number of 1nputs,
outputs, and/or requests to and from the computer system
which may or may not mvolve a user. Those steps not
involving a user may be said to be performed automatically
by the computer system without human mtervention. There-
fore, 1t will be understood 1n light of this disclosure, that
cach step of each method described herein may be altered to
include an mput and output to and from a user, or may be
done automatically by a computer system without human
intervention where any determinations are made by a pro-
cessor. Furthermore, some embodiments of each of the
methods described herein may be implemented as a set of
istructions stored on a tangible, non-transitory storage
medium to form a tangible soitware product.

FIG. 15 depicts a simplified diagram of a distributed
system 1500 for implementing one of the embodiments. In
the 1llustrated embodiment, distributed system 1500
includes one or more client computing devices 1502, 1504,
1506, and 1508, which are configured to execute and operate
a client application such as a web browser, proprietary client
(e.g., Oracle Forms), or the like over one or more network(s)
1510. Server 1512 may be communicatively coupled with
remote client computing devices 1502, 1504, 1506, and
1508 via network 1510.

In various embodiments, server 1512 may be adapted to
run one or more services or soltware applications provided
by one or more of the components of the system. In some
embodiments, these services may be oflered as web-based or
cloud services or under a Software as a Service (SaaS)
model to the users of client computing devices 1502, 1504,
1506, and/or 1508. Users operating client computing devices
1502, 1504, 1506, and/or 1508 may 1n turn utilize one or
more client applications to interact with server 1512 to
utilize the services provided by these components.

In the configuration depicted in the figure, the software
components 1518, 1520 and 1522 of system 1500 are shown
as being implemented on server 1512. In other embodi-
ments, one or more of the components of system 1500
and/or the services provided by these components may also
be implemented by one or more of the client computing
devices 1502, 1504, 1506, and/or 1508. Users operating the
client computing devices may then utilize one or more client
applications to use the services provided by these compo-
nents. These components may be implemented 1n hardware,
firmware, software, or combinations thereof. It should be
appreciated that various different system configurations are
possible, which may be different from distributed system
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1500. The embodiment shown in the figure 1s thus one
example of a distrbuted system for implementing an
embodiment system and 1s not intended to be limiting.

Client computing devices 1502, 1504, 1506, and/or 1508
may be portable handheld devices (e.g., an 1Phone®, cellular
telephone, an 1Pad®, computing tablet, a personal digital
assistant (PDA)) or wearable devices (e.g., a Google Glass®
head mounted display), running software such as Microsoit
Windows Mobile®, and/or a variety of mobile operating
systems such as 10S, Windows Phone, Android, BlackBerry
10, Palm OS, and the like, and being Internet, e-mail, short
message service (SMS), Blackberry®, or other communi-
cation protocol enabled. The client computing devices can
be general purpose personal computers including, by way of
example, personal computers and/or laptop computers run-
ning various versions of Microsoft Windows®, Apple
Macintosh®, and/or Linux operating systems. The client
computing devices can be workstation computers running
any ol a variety of commercially-available UNIX® or
UNIX-like operating systems, including without limitation
the varniety of GNU/Linux operating systems, such as for
example, Google Chrome OS. Alternatively, or in addition,
client computing devices 1502, 1504, 1506, and 1508 may
be any other electronic device, such as a thin-client com-
puter, an Internet-enabled gaming system (e.g., a Microsoit
Xbox gaming console with or without a Kinect® gesture
input device), and/or a personal messaging device, capable
of communicating over network(s) 1510.

Although exemplary distributed system 1500 1s shown
with four client computing devices, any number of client
computing devices may be supported. Other devices, such as
devices with sensors, etc., may interact with server 1512.

Network(s) 1510 1n distributed system 1500 may be any
type of network that can support data communications using,
any of a variety of commercially-available protocols, includ-
ing without limitation TCP/IP (transmission control proto-
col/Internet protocol), SNA (systems network architecture),
IPX (Internet packet exchange), AppleTalk, and the like.
Merely by way of example, network(s) 1510 can be a local
area network (LAN), such as one based on Ethernet, Token-
Ring and/or the like. Network(s) 1510 can be a wide-area
network and the Internet. It can include a virtual network,
including without limitation a virtual private network
(VPN), an 1ntranet, an extranet, a public switched telephone
network (PSTN), an infra-red network, a wireless network
(c.g., a network operating under any of the Institute of
Electrical and Electronics (IEEE) 802.11 suite of protocols,
Bluetooth®, and/or any other wireless protocol); and/or any
combination of these and/or other networks.

Server 1512 may be composed of one or more general
purpose computers, specialized server computers (including,
by way of example, PC (personal computer) servers,
UNIX® servers, mid-range servers, mainframe computers,
rack-mounted servers, etc.), server farms, server clusters, or
any other appropriate arrangement and/or combination. In
various embodiments, server 1512 may be adapted to run
one or more services or software applications described 1n
the foregoing disclosure. For example, server 1512 may
correspond to a server for performing processing described
above according to an embodiment of the present disclosure.

Server 1512 may run an operating system including any
of those discussed above, as well as any commercially
available server operating system. Server 1512 may also run
any ol a variety of additional server applications and/or
mid-tier applications, including HTTP (hypertext transport
protocol) servers, FTP (file transfer protocol) servers, CGI
(common gateway interface) servers, JAVA® servers, data-

10

15

20

25

30

35

40

45

50

55

60

65

22

base servers, and the like. Exemplary database servers
include without limitation those commercially available
from Oracle, Microsoit, Sybase, IBM (International Busi-
ness Machines), and the like.

In some 1implementations, server 1512 may include one or
more applications to analyze and consolidate data feeds
and/or event updates recerved from users of client comput-
ing devices 1502, 1504, 1506, and 1508. As an example,
data feeds and/or event updates may include, but are not
limited to, Twitter® feeds, Facebook® updates or real-time
updates recerved from one or more third party information
sources and continuous data streams, which may include
real-time events related to sensor data applications, financial
tickers, network performance measuring tools (e.g., network
monitoring and traiflic management applications), click-
stream analysis tools, automobile tratlic monitoring, and the
like. Server 1512 may also include one or more applications
to display the data feeds and/or real-time events via one or
more display devices of client computing devices 1502,
1504, 1506, and 1508.

Distributed system 1500 may also include one or more
databases 1514 and 1516. Databases 1514 and 1516 may
reside 1n a variety of locations. By way of example, one or
more ol databases 1514 and 1516 may reside on a non-
transitory storage medium local to (and/or resident 1n) server

1512. Alternatively, databases 1514 and 1516 may be remote

from server 1512 and in communication with server 1512
via a network-based or dedicated connection. In one set of
embodiments, databases 1514 and 1516 may reside 1 a
storage-area network (SAN). Similarly, any necessary files
for performing the functions attributed to server 1512 may
be stored locally on server 1512 and/or remotely, as appro-
priate. In one set of embodiments, databases 1514 and 1516
may include relational databases, such as databases provided
by Oracle, that are adapted to store, update, and retrieve data
in response to SQL-formatted commands.

FIG. 16 1s a simplified block diagram of one or more
components of a system environment 1600 by which ser-
vices provided by one or more components of an embodi-
ment system may be offered as cloud services, 1n accordance

with an embodiment of the present disclosure. In the 1llus-
trated embodiment, system environment 1600 includes one
or more client computing devices 1604, 1606, and 1608 that
may be used by users to interact with a cloud infrastructure
system 1602 that provides cloud services. The client com-
puting devices may be configured to operate a client appli-
cation such as a web browser, a proprietary client application
(e.g., Oracle Forms), or some other application, which may
be used by a user of the client computing device to interact
with cloud infrastructure system 1602 to use services pro-
vided by cloud infrastructure system 1602.

It should be appreciated that cloud infrastructure system
1602 depicted 1n the figure may have other components than
those depicted. Further, the system shown in the figure 1s
only one example of a cloud infrastructure system that may
incorporate some embodiments. In some other embodi-
ments, cloud infrastructure system 1602 may have more or
fewer components than shown 1n the figure, may combine
two or more components, or may have a diflerent configu-
ration or arrangement ol components.

Client computing devices 1604, 1606, and 1608 may be
devices similar to those described above for 1502, 1504,
1506, and 1508.

Although exemplary system environment 1600 1s shown
with three client computing devices, any number of client
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computing devices may be supported. Other devices such as
devices with sensors, etc. may interact with cloud inirastruc-
ture system 1602.

Network(s) 1610 may {facilitate communications and
exchange of data between clients 1604, 1606, and 1608 and
cloud infrastructure system 1602. Each network may be any
type of network that can support data communications using,
any of a variety of commercially-available protocols, includ-
ing those described above for network(s) 1510.

Cloud nfrastructure system 1602 may comprise one or
more computers and/or servers that may include those
described above for server 1512.

In certain embodiments, services provided by the cloud
infrastructure system may include a host of services that are
made available to users of the cloud infrastructure system on
demand, such as online data storage and backup solutions,
Web-based e-mail services, hosted oflice suites and docu-
ment collaboration services, database processing, managed
technical support services, and the like. Services provided
by the cloud infrastructure system can dynamically scale to
meet the needs of 1ts users. A specific instantiation of a
service provided by cloud infrastructure system 1s referred to
herein as a “service mstance.” In general, any service made
available to a user via a communication network, such as the
Internet, from a cloud service provider’s system 1s referred
to as a “cloud service.” Typically, in a public cloud envi-
ronment, servers and systems that make up the cloud service
provider’s system are different from the customer’s own
on-premises servers and systems. For example, a cloud
service provider’s system may host an application, and a
user may, via a communication network such as the Internet,
on demand, order and use the application.

In some examples, a service 1n a computer network cloud
infrastructure may include protected computer network
access to storage, a hosted database, a hosted web server, a
soltware application, or other service provided by a cloud
vendor to a user. For example, a service can include pass-
word-protected access to remote storage on the cloud
through the Internet. As another example, a service can
include a web service-based hosted relational database and
a script-language middleware engine for private use by a
networked developer. As another example, a service can
include access to an email software application hosted on a
cloud vendor’s web site.

In certain embodiments, cloud infrastructure system 1602
may include a suite of applications, middleware, and data-
base service oflerings that are delivered to a customer 1n a
seli-service, subscription-based, elastically scalable, reli-
able, highly available, and secure manner. An example of
such a cloud infrastructure system 1s the Oracle Public
Cloud provided by the present assignee.

In various embodiments, cloud infrastructure system 1602
may be adapted to automatically provision, manage and
track a customer’s subscription to services oflfered by cloud
infrastructure system 1602. Cloud infrastructure system
1602 may provide the cloud services via different deploy-
ment models. For example, services may be provided under
a public cloud model 1n which cloud infrastructure system
1602 1s owned by an organization selling cloud services
(e.g., owned by Oracle) and the services are made available
to the general public or different industry enterprises. As
another example, services may be provided under a private
cloud model 1n which cloud infrastructure system 1602 is
operated solely for a single organization and may provide
services for one or more entities within the organization. The
cloud services may also be provided under a community
cloud model in which cloud infrastructure system 1602 and
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the services provided by cloud infrastructure system 1602
are shared by several organizations 1n a related community.
The cloud services may also be provided under a hybrid
cloud model, which 1s a combination of two or more
different models.

In some embodiments, the services provided by cloud
inirastructure system 1602 may include one or more services
provided under Software as a Service (SaaS) category,
Platform as a Service (PaaS) category, Infrastructure as a
Service (laaS) category, or other categories ol services
including hybrid services. A customer, via a subscription
order, may order one or more services provided by cloud
infrastructure system 1602. Cloud infrastructure system
1602 then performs processing to provide the services in the
customer’s subscription order.

In some embodiments, the services provided by cloud
infrastructure system 1602 may include, without limitation,
application services, platform services and infrastructure
services. In some examples, application services may be
provided by the cloud infrastructure system via a SaaS
platform. The SaaS platform may be configured to provide
cloud services that fall under the SaaS category. For
example, the SaaS platform may provide capabilities to
build and deliver a suite of on-demand applications on an
integrated development and deployment platform. The SaaS
platform may manage and control the underlying software
and 1nfrastructure for providing the SaaS services. By uti-
lizing the services provided by the SaaS platform, customers
can utilize applications executing on the cloud infrastructure
system. Customers can acquire the application services
without the need for customers to purchase separate licenses
and support. Various different SaaS services may be pro-
vided. Examples include, without limitation, services that
provide solutions for sales performance management, enter-
prise integration, and business flexibility for large organi-
zations.

In some embodiments, platform services may be provided
by the cloud infrastructure system via a PaaS platform. The
PaaS platform may be configured to provide cloud services
that fall under the PaaS category. Examples of platform
services may include without limitation services that enable
organizations (such as Oracle) to consolidate existing appli-
cations on a shared, common architecture, as well as the
ability to build new applications that leverage the shared
services provided by the platform. The PaaS platform may
manage and control the underlying soiftware and infrastruc-
ture for providing the PaaS services. Customers can acquire
the PaaS services provided by the cloud infrastructure
system without the need for customers to purchase separate
licenses and support. Examples of platform services include,
without limitation, Oracle Java Cloud Service (JCS), Oracle
Database Cloud Service (DBCS), and others.

By utilizing the services provided by the PaaS platform,
customers can employ programming languages and tools
supported by the cloud infrastructure system and also con-
trol the deployed services. In some embodiments, platform
services provided by the cloud infrastructure system may
include database cloud services, middleware cloud services
(e.g., Oracle Fusion Middleware services), and Java cloud
services. In one embodiment, database cloud services may
support shared service deployment models that enable orga-
nizations to pool database resources and ofler customers a
Database as a Service mn the form of a database cloud.
Middleware cloud services may provide a platform {for
customers to develop and deploy various business applica-
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tions, and Java cloud services may provide a platform for
customers to deploy Java applications, 1n the cloud inira-
structure system.

Various different infrastructure services may be provided
by an IaaS platform 1n the cloud infrastructure system. The
inirastructure services facilitate the management and control
of the underlying computing resources, such as storage,
networks, and other fundamental computing resources for
customers utilizing services provided by the SaaS platform
and the PaaS platform.

In certain embodiments, cloud infrastructure system 1602
may also include infrastructure resources 1630 for providing,
the resources used to provide various services to customers
of the cloud mfrastructure system. In one embodiment,
infrastructure resources 1630 may include pre-integrated
and optimized combinations of hardware, such as servers,
storage, and networking resources to execute the services
provided by the PaaS platform and the SaaS platform.

In some embodiments, resources 1n cloud infrastructure
system 1602 may be shared by multiple users and dynami-
cally re-allocated per demand. Additionally, resources may
be allocated to users in different time zones. For example,
cloud infrastructure system 1630 may enable a first set of
users 1n a first time zone to utilize resources of the cloud
infrastructure system for a specified number of hours and
then enable the re-allocation of the same resources to
another set of users located 1n a different time zone, thereby
maximizing the utilization of resources.

In certain embodiments, a number of internal shared
services 1632 may be provided that are shared by different
components or modules of cloud infrastructure system 1602
and by the services provided by cloud infrastructure system
1602. These internal shared services may include, without
limitation, a security and identity service, an integration
service, an enterprise repository service, an enterprise man-
ager service, a virus scanning and white list service, a high
availability, backup and recovery service, service {for
enabling cloud support, an email service, a notification
service, a file transfer service, and the like.

In certain embodiments, cloud infrastructure system 1602
may provide comprehensive management of cloud services
(e.g., SaaS, PaaS, and laaS services) in the cloud infrastruc-
ture system. In one embodiment, cloud management func-
tionality may include capabilities for provisioning, manag-
ing and tracking a customer’s subscription received by cloud
infrastructure system 1602, and the like.

In one embodiment, as depicted in the figure, cloud
management functionality may be provided by one or more
modules, such as an order management module 1620, an
order orchestration module 1622, an order provisioning
module 1624, an order management and monitoring module
1626, and an 1dentity management module 1628. These
modules may include or be provided using one or more
computers and/or servers, which may be general purpose
computers, specialized server computers, server farms,
server clusters, or any other appropriate arrangement and/or
combination.

In exemplary operation 1634, a customer using a client
device, such as client device 1604, 1606 or 1608, may
interact with cloud infrastructure system 1602 by requesting
one or more services provided by cloud infrastructure sys-
tem 1602 and placing an order for a subscription for one or
more services ollered by cloud infrastructure system 1602.
In certain embodiments, the customer may access a cloud
User Intertace (UI), cloud UI 1612, cloud UI 1614 and/or
cloud Ul 1616 and place a subscription order via these Uls.
The order information received by cloud infrastructure sys-
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tem 1602 1n response to the customer placing an order may
include information identitying the customer and one or
more services offered by the cloud infrastructure system
1602 that the customer intends to subscribe to.

After an order has been placed by the customer, the order
information 1s received via the cloud Uls, 1612, 1614 and/or
1616.

At operation 1636, the order i1s stored 1n order database
1618. Order database 1618 can be one of several databases
operated by cloud infrastructure system 1618 and operated
in conjunction with other system elements.

At operation 1638, the order information 1s forwarded to
an order management module 1620. In some instances, order
management module 1620 may be configured to perform
billing and accounting functions related to the order, such as
veritying the order, and upon vernfication, booking the order.

At operation 1640, information regarding the order is
communicated to an order orchestration module 1622. Order
orchestration module 1622 may utilize the order information
to orchestrate the provisioning of services and resources for
the order placed by the customer. In some 1nstances, order
orchestration module 1622 may orchestrate the provisioning
of resources to support the subscribed services using the
services of order provisioning module 1624.

In certain embodiments, order orchestration module 1622
enables the management of business processes associated
with each order and applies business logic to determine
whether an order should proceed to provisioning. At opera-
tion 1642, upon receiving an order for a new subscription,
order orchestration module 1622 sends a request to order
provisioning module 1624 to allocate resources and config-
ure those resources needed to fulfill the subscription order.
Order provisioning module 1624 enables the allocation of
resources for the services ordered by the customer. Order
provisioning module 1624 provides a level of abstraction
between the cloud services provided by cloud infrastructure
system 1600 and the physical implementation layer that 1s
used to provision the resources for providing the requested
services. Order orchestration module 1622 may thus be
1solated from implementation details, such as whether or not
services and resources are actually provisioned on the tly or
pre-provisioned and only allocated/assigned upon request.

At operation 1644, once the services and resources are
provisioned, a notification of the provided service may be
sent to customers on client devices 1604, 1606 and/or 1608
by order provisioming module 1624 of cloud infrastructure
system 1602.

At operation 1646, the customer’s subscription order may
be managed and tracked by an order management and
monitoring module 1626. In some instances, order manage-
ment and monitoring module 1626 may be configured to
collect usage statistics for the services 1n the subscription
order, such as the amount of storage used, the amount data
transterred, the number of users, and the amount of system
up time and system down time.

In certain embodiments, cloud infrastructure system 1600
may include an 1dentity management module 1628. Identity
management module 1628 may be configured to provide
identity services, such as access management and authori-
zation services 1n cloud infrastructure system 1600. In some
embodiments, 1dentity management module 1628 may con-
trol information about customers who wish to utilize the
services provided by cloud infrastructure system 1602. Such
information can include imformation that authenticates the
identities of such customers and information that describes
which actions those customers are authorized to perform
relative to various system resources (e.g., files, directories,
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applications, communication ports, memory segments, etc.)
Identity management module 1628 may also include the
management of descriptive information about each customer
and about how and by whom that descriptive information
can be accessed and modified.

FI1G. 17 1llustrates an exemplary computer system 1700,
in which various embodiments may be implemented. The
system 1700 may be used to implement any of the computer
systems described above. As shown 1n the figure, computer
system 1700 includes a processing unit 1704 that commu-
nicates with a number of peripheral subsystems via a bus
subsystem 1702. These peripheral subsystems may include
a processing acceleration unit 1706, an I/O subsystem 1708,
a storage subsystem 1718 and a communications subsystem
1724. Storage subsystem 1718 includes tangible computer-
readable storage media 1722 and a system memory 1710.

Bus subsystem 1702 provides a mechanism for letting the
vartous components and subsystems of computer system
1700 communicate with each other as intended. Although
bus subsystem 1702 1s shown schematically as a single bus,
alternative embodiments of the bus subsystem may utilize
multiple buses. Bus subsystem 1702 may be any of several
types of bus structures including a memory bus or memory
controller, a peripheral bus, and a local bus using any of a
variety of bus architectures. For example, such architectures
may nclude an Industry Standard Architecture (ISA) bus,
Micro Channel Architecture (MCA) bus, Enhanced ISA
(EISA) bus, Video Electronics Standards Association
(VESA) local bus, and Peripheral Component Interconnect
(PCI) bus, which can be implemented as a Mezzanine bus
manufactured to the IEEE P1386.1 standard.

Processing unit 1704, which can be implemented as one
or more integrated circuits (e.g., a conventional micropro-
cessor or microcontroller), controls the operation of com-
puter system 1700. One or more processors may be included
in processing unit 1704. These processors may include
single core or multicore processors. In certain embodiments,
processing unit 1704 may be implemented as one or more
independent processing units 1732 and/or 1734 with single
or multicore processors included 1in each processing unit. In
other embodiments, processing unit 1704 may also be
implemented as a quad-core processing unit formed by
integrating two dual-core processors into a single chip.

In wvarious embodiments, processing unmt 1704 can
execute a variety of programs in response to program code
and can maintain multiple concurrently executing programs
or processes. At any given time, some or all of the program
code to be executed can be resident 1n processor(s) 1704
and/or 1n storage subsystem 1718. Through suitable pro-
gramming, processor(s) 1704 can provide various function-
alities described above. Computer system 1700 may addi-
tionally include a processing acceleration unit 1706, which
can iclude a digital signal processor (DSP), a special-
purpose processor, and/or the like.

I/O subsystem 1708 may include user interface input
devices and user interface output devices. User interface
input devices may include a keyboard, pointing devices such
as a mouse or trackball, a touchpad or touch screen 1ncor-
porated 1nto a display, a scroll wheel, a click wheel, a dial,
a button, a switch, a keypad, audio mput devices with voice
command recognition systems, microphones, and other
types ol mput devices. User mnterface input devices may
include, for example, motion sensing and/or gesture recog-
nition devices such as the Microsoit Kinect® motion sensor
that enables users to control and interact with an input
device, such as the Microsoit Xbox® 360 game controller,
through a natural user interface using gestures and spoken
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commands. User interface mput devices may also include
eye gesture recognition devices such as the Google Glass®
blink detector that detects eye activity (e.g., ‘blinking” while
taking pictures and/or making a menu selection) from users
and transforms the eye gestures as mput into an mput device
(e.g., Google Glass®). Additionally, user interface input
devices may include voice recognition sensing devices that
enable users to 1interact with voice recognition systems (e.g.,
S1r1® navigator), through voice commands.

User interface mput devices may also include, without
limitation, three dimensional (3D) mice, joysticks or point-
ing sticks, gamepads and graphic tablets, and audio/visual
devices such as speakers, digital cameras, digital camcord-
ers, portable media players, webcams, 1mage scanners, {in-
gerprint scanners, barcode reader 3D scanners, 3D printers,
laser rangefinders, and eye gaze tracking devices. Addition-
ally, user interface mput devices may include, for example,
medical imaging mmput devices such as computed tomogra-
phy, magnetic resonance 1imaging, position emission tomog-
raphy, medical ultrasonography devices. User interface
input devices may also include, for example, audio mput
devices such as MIDI keyboards, digital musical instru-
ments and the like.

User terface output devices may include a display
subsystem, indicator lights, or non-visual displays such as
audio output devices, etc. The display subsystem may be a
cathode ray tube (CRT), a flat-panel device, such as that
using a liqud crystal display (LCD) or plasma display, a
projection device, a touch screen, and the like. In general,
use of the term “output device” 1s mtended to include all
possible types of devices and mechanisms for outputting
information from computer system 1700 to a user or other
computer. For example, user interface output devices may
include, without limitation, a variety of display devices that
visually convey text, graphics and audio/video information
such as monitors, printers, speakers, headphones, automo-
tive navigation systems, plotters, voice output devices, and
modems.

Computer system 1700 may comprise a storage subsys-
tem 1718 that comprises software elements, shown as being
currently located within a system memory 1710. System
memory 1710 may store program instructions that are load-
able and executable on processing unit 1704, as well as data
generated during the execution of these programs.

Depending on the configuration and type of computer
system 1700, system memory 1710 may be volatile (such as
random access memory (RAM)) and/or non-volatile (such as
read-only memory (ROM), flash memory, etc.) The RAM
typically contains data and/or program modules that are
immediately accessible to and/or presently being operated
and executed by processing unit 1704. In some implemen-
tations, system memory 1710 may include multiple different
types of memory, such as static random access memory
(SRAM) or dynamic random access memory (DRAM). In
some 1implementations, a basic input/output system (BIOS),
containing the basic routines that help to transfer informa-
tion between elements within computer system 1700, such
as during start-up, may typically be stored in the ROM. By
way of example, and not limitation, system memory 1710
also 1llustrates application programs 1712, which may
include client applications, Web browsers, mid-tier applica-
tions, relational database management systems (RDBMS),
etc., program data 1714, and an operating system 1716. By
way of example, operating system 1716 may include various
versions of Microsoft Windows®, Apple Macintosh®, and/
or Linux operating systems, a variety of commercially-
available UNIX® or UNIX-like operating systems (includ-
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ing without limitation the variety of GNU/Linux operating
systems, the Google Chrome® OS, and the like) and/or
mobile operating systems such as 10S, Windows® Phone,
Android® OS, BlackBerry® 10 OS, and Palm® OS oper-
ating systems.

Storage subsystem 1718 may also provide a tangible
computer-readable storage medium for storing the basic
programming and data constructs that provide the function-
ality of some embodiments. Software (programs, code mod-
ules, mstructions) that when executed by a processor pro-
vide the functionality described above may be stored in
storage subsystem 1718. These software modules or instruc-
tions may be executed by processing unmit 1704. Storage
subsystem 1718 may also provide a repository for storing
data used in accordance with some embodiments.

Storage subsystem 1700 may also include a computer-
readable storage media reader 1720 that can further be
connected to computer-readable storage media 1722.
Together and, optionally, 1n combination with system
memory 1710, computer-readable storage media 1722 may
comprehensively represent remote, local, fixed, and/or
removable storage devices plus storage media for temporar-
1ly and/or more permanently containing, storing, transmit-
ting, and retrieving computer-readable information.

Computer-readable storage media 1722 containing code,
or portions of code, can also include any appropriate media,
including storage media and communication media, such as
but not limited to, volatile and non-volatile, removable and
non-removable media implemented 1n any method or tech-
nology for storage and/or transmission of mformation. This
can include tangible computer-readable storage media such
as RAM, ROM, electronically erasable programmable ROM
(EEPROM), flash memory or other memory technology,
CD-ROM, digital versatile disk (DVD), or other optical
storage, magnetic cassettes, magnetic tape, magnetic disk
storage or other magnetic storage devices, or other tangible
computer readable media. This can also include nontangible
computer-readable media, such as data signals, data trans-
missions, or any other medium which can be used to
transmit the desired information and which can be accessed
by computing system 1700.

By way of example, computer-readable storage media
1722 may include a hard disk drive that reads from or writes
to non-removable, nonvolatile magnetic media, a magnetic
disk drive that reads from or writes to a removable, non-
volatile magnetic disk, and an optical disk drive that reads
from or writes to a removable, nonvolatile optical disk such
as a CD ROM, DVD, and Blu-Ray® disk, or other optical
media. Computer-readable storage media 1722 may include,
but 1s not limited to, Zip® drives, flash memory cards,
universal serial bus (USB) flash drives, secure digital (SD)
cards, DVD disks, digital video tape, and the like. Com-
puter-readable storage media 1722 may also 1nclude, solid-
state drives (SSD) based on non-volatile memory such as
flash-memory based SSDs, enterprise flash drives, solid state
ROM, and the like, SSDs based on volatile memory such as
solid state RAM, dynamic RAM, static RAM, DRAM-based
SSDs, magnetoresistive RAM (MRAM) SSDs, and hybnd
SSDs that use a combination of DRAM and flash memory
based SSDs. The disk drives and their associated computer-
readable media may provide non-volatile storage of com-
puter-readable instructions, data structures, program mod-
ules, and other data for computer system 1700.

Communications subsystem 1724 provides an interface to
other computer systems and networks. Communications
subsystem 1724 serves as an interface for receirving data
from and transmitting data to other systems from computer
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system 1700. For example, communications subsystem
1724 may enable computer system 1700 to connect to one or
more devices via the Internet. In some embodiments com-
munications subsystem 1724 can include radio frequency
(RF) transceiver components for accessing wireless voice
and/or data networks (e.g., using cellular telephone technol-
ogy, advanced data network technology, such as 3G, 4G or
EDGE (enhanced data rates for global evolution), WiFi
(IEEE 802.11 family standards, or other mobile communi-
cation technologies, or any combination thereof), global
positioning system (GPS) recerver components, and/or other
components. In some embodiments communications sub-
system 1724 can provide wired network connectivity (e.g.,
Ethernet) 1n addition to or instead of a wireless interface.
In some embodiments, communications subsystem 1724
may also receive iput communication in the form of
structured and/or unstructured data feeds 1726, event

streams 1728, event updates 1730, and the like on behalf of

one or more users who may use computer system 1700.

By way of example, communications subsystem 1724
may be configured to receirve data feeds 1726 1n real-time
from users of social networks and/or other communication
services such as Twitter® feeds, Facebook® updates, web
feeds such as Rich Site Summary (RSS) feeds, and/or
real-time updates from one or more third party information
sources.

Additionally, communications subsystem 1724 may also
be configured to receive data 1 the form of continuous data
streams, which may include event streams 1728 of real-time
events and/or event updates 1730, that may be continuous or
unbounded in nature with no explicit end. Examples of
applications that generate continuous data may include, for
example, sensor data applications, financial tickers, network
performance measuring tools (e.g. network monitoring and
tratlic management applications), clickstream analysis tools,
automobile traflic monitoring, and the like.

Communications subsystem 1724 may also be configured
to output the structured and/or unstructured data feeds 1726,
event streams 1728, event updates 1730, and the like to one
or more databases that may be in communication with one

or more streaming data source computers coupled to com-
puter system 1700.

Computer system 1700 can be one of various types,
including a handheld portable device (e.g., an 1Phone®
cellular phone, an 1Pad® computing tablet, a PDA), a
wearable device (e.g., a Google Glass® head mounted
display), a PC, a workstation, a mainframe, a kiosk, a server
rack, or any other data processing system.

Due to the ever-changing nature of computers and net-
works, the description of computer system 1700 depicted in
the figure 1s mntended only as a specific example. Many other
configurations having more or fewer components than the
system depicted in the figure are possible. For example,
customized hardware might also be used and/or particular
clements might be implemented in hardware, firmware,
software (including applets), or a combination. Further,
connection to other computing devices, such as network
input/output devices, may be employed. Based on the dis-
closure and teachings provided herein, other ways and/or
methods to implement the various embodiments should be
apparent.

In the foregoing description, for the purposes of expla-
nation, numerous specific details were set forth 1n order to
provide a thorough understanding of various embodiments.
It will be apparent, however, that some embodiments may be
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practiced without some of these specific details. In other
instances, well-known structures and devices are shown in
block diagram form.

In the foregoing description, time series representing
metrics each of the nodes have been described generically.
In one particular embodiment, these metrics may specifi-
cally refer to Key Performance Indicators (KPIs) that are
tracked by an organization. The methods and systems
described above may be used to identity KPIs that causally
influence other KPIs. KPIs may include revenue, attrition,
sales, profit, and/or other metrics that are tracked by busi-
ness.

The foregoing description provides exemplary embodi-
ments only, and 1s not intended to limit the scope, applica-
bility, or configuration of the disclosure. Rather, the fore-
going description of various embodiments will provide an
enabling disclosure for implementing at least one embodi-
ment. It should be understood that various changes may be
made 1n the function and arrangement of elements without
departing from the spirit and scope of some embodiments as
set forth in the appended claims.

Specific details are given 1n the foregoing description to
provide a thorough understanding of the embodiments.
However, it will be understood that the embodiments may be
practiced without these specific details. For example, cir-
cuits, systems, networks, processes, and other components
may have been shown as components 1n block diagram form
in order not to obscure the embodiments 1n unnecessary
detail. In other instances, well-known circuits, processes,
algorithms, structures, and techniques may have been shown

without unnecessary detail 1n order to avoid obscuring the
embodiments.

Also, 1t 1s noted that individual embodiments may have
been described as a process which 1s depicted as a flowchart,
a flow diagram, a data flow diagram, a structure diagram, or
a block diagram. Although a flowchart may have described
the operations as a sequential process, many of the opera-
tions can be performed 1n parallel or concurrently. In addi-
tion, the order of the operations may be re-arranged. A
process 1s terminated when its operations are completed, but
could have additional steps not included in a figure. A
process may correspond to a method, a function, a proce-
dure, a subroutine, a subprogram, etc. When a process
corresponds to a function, its termination can correspond to
a return of the function to the calling function or the main
function.

The term “computer-readable medium™ includes, but 1s
not limited to portable or fixed storage devices, optical
storage devices, wireless channels and various other medi-
ums capable of storing, containing, or carrying istruction(s)
and/or data. A code segment or machine-executable mstruc-
tions may represent a procedure, a function, a subprogram,
a program, a roufine, a subroutine, a module, a software
package, a class, or any combination of instructions, data
structures, or program statements. A code segment may be
coupled to another code segment or a hardware circuit by
passing and/or receirving information, data, arguments,
parameters, or memory contents. Information, arguments,
parameters, data, etc., may be passed, forwarded, or trans-
mitted via any suitable means including memory sharing,
message passing, token passing, network transmission, etc.

Furthermore, embodiments may be implemented by hard-
ware, software, firmware, middleware, microcode, hardware
description languages, or any combination thereof. When
implemented 1n software, firmware, middleware or micro-
code, the program code or code segments to perform the
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necessary tasks may be stored in a machine readable
medium. A processor(s) may perform the necessary tasks.

In the foregoing specification, features are described with
reference to specific embodiments thereof, but 1t should be
recognized that not all embodiments are limited thereto.
Various features and aspects of some embodiments may be
used mdividually or jointly. Further, embodiments can be
utilized 1n any number of environments and applications
beyond those described herein without departing from the
broader spirit and scope of the specification. The specifica-
tion and drawings are, accordingly, to be regarded as 1illus-
trative rather than restrictive.

Additionally, for the purposes of illustration, methods
were described 1n a particular order. It should be appreciated
that in alternate embodiments, the methods may be per-
formed 1n a different order than that described. It should also
be appreciated that the methods described above may be
performed by hardware components or may be embodied in
sequences ol machine-executable instructions, which may
be used to cause a machine, such as a general-purpose or
special-purpose processor or logic circuits programmed with
the instructions to perform the methods. These machine-
executable 1nstructions may be stored on one or more
machine readable mediums, such as CD-ROMs or other type
of optical disks, tloppy diskettes, ROMs, RAMs, EPROMs,
EEPROMSs, magnetic or optical cards, flash memory, or
other types of machine-readable mediums suitable for stor-
ing electronic instructions. Alternatively, the methods may
be performed by a combination of hardware and software.

What 1s claimed 1s:

1. A method of i1dentifying causal relationships between
time series, the method comprising;:

accessing a hierarchy of nodes 1n a data structure, wherein

cach node 1n the hierarchy of nodes comprises a time
series of data:
identilying a subset of nodes 1n the plurality of nodes for
which causal relationships may exist in the correspond-
Ing time series;

generating models for nodes i1n the subset of nodes,
wherein each of the models 1s generated for a corre-
sponding node, and each of the models receives the
other nodes 1n the subset of nodes as inputs and
generates coeflicients for the other nodes in the subset
of nodes indicating how strongly each of the other
nodes 1n the subset of nodes causally aflects the cor-
responding node;

generating a ranked output of nodes that causally affect

the corresponding node of each of the models.

2. The method of claim 1, further comprising:

identifying master regulator nodes in the subset of nodes

that causally aflect a plurality of other nodes in the
subset of nodes by greater than a threshold amount.

3. The method of claim 2, further comprising:

receiving hypothetical time series data for a master regu-

lator node;

providing the hypothetical time series data as an input to

the models corresponding to nodes that are causally
aflected by the master regulator node;
generating graphical outputs of each of the models cor-
responding to the nodes that are causally affected by the
master regulator node to show the eflect of the hypo-
thetical time series data from the master regulator node.
4. The method of claim 3, further comprising:
determining an optimal hypothetical time series for the
master regulator node; and
providing the optimal hypothetical time series as a fixed
input value to a path predictor algorithm to solve for an
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optimal solution relative to the nodes that are causally
allected by the master regulator node.

5. The method of claim 1, wherein the hierarchy of nodes
in the data structure comprises a plurality of non-cyclical,
linear parent-child relationships.

6. The method of claim 1, wherein 1dentifying the subset
of nodes 1n the plurality of nodes for which causal relation-
ships may exist comprises:

identifying a user;

accessing a pattern ol previous node selections by the

user; and

identifying the subset of nodes based on the pattern of

previous node selections by the user.

7. The method of claim 1, wherein 1dentifying the subset
ol nodes 1n the plurality of nodes for which causal relation-
ships may exist comprises:

identifying a user or user group;

providing an 1dentification of the user or user group to a

trained model; and

receiving a selection of the subset of notes from the

trained model.

8. A non-transitory computer-readable medium compris-
ing instructions that, when executed by one or more pro-
cessors, cause the one or more processors to perform opera-
tions comprising:

accessing a hierarchy of nodes 1n a data structure, wherein

cach node 1n the plurality of nodes comprises a time
series of data;
identifying a subset of nodes in the plurality of nodes for
which causal relationships may exist in the correspond-
Ing time series;

generating models for nodes in the subset of nodes,
wherein each of the models 1s generated for a corre-
sponding node, and each of the models receives the
other nodes in the subset of nodes as mputs and
generates coetlicients for the other nodes 1n the subset
of nodes indicating how strongly each of the other
nodes 1n the subset of nodes causally aflects the cor-
responding node;

generating a ranked output of nodes that causally affect

the corresponding node of each of the models.
9. The non-transitory computer-readable medium of claim
8, wherein the operations further comprise:
identifying a plurality of data tables 1n a data warchouse
assoclated with a node 1n the subset of nodes; and

denormalizing the plurality of data tables into a single
data table for the node before generating the corre-
sponding model for the node.

10. The non-transitory computer-readable medium of
claim 8, wherein identifying the subset of nodes in the
plurality of nodes for which causal relationships may exist
COmMprises:

identifying a predicted CPU and memory usage;

comparing the current CPU and memory usage to a

threshold; and

adding additional nodes from the hierarchy of nodes to the

subset of nodes until the predicted CPU and memory
usage reaches the threshold.

11. The non-transitory computer-readable medium of
claim 10, wherein the additional nodes are identified as
having overlapping time periods 1n data with at least one of
the subset of nodes.

10

15

20

25

30

35

40

45

50

55

60

34

12. The non-transitory computer-readable medium of
claim 8, wherein the operations further comprise:

climinating nodes from the subset of nodes that do not

show a statistically significant change of more than a
threshold number of standard deviations in a corre-
sponding time series ol data.

13. The non-transitory computer-readable medium of
claim 8, wherein the operations further comprise:

climinating nodes from the subset of nodes for which at

least a threshold number of incremental changes
between entries 1n a corresponding time series of data
are not 1n a same direction indicating a trend.

14. The non-transitory computer-readable medium of
claim 8, wherein at least one of the models receives an
exogenous variable from an external data source.

15. A system comprising:

one or more processors; and

one or more memory devices comprising instructions that,

when executed by the one or more processors, cause the

One or more processors to perform operations compris-

ng:

accessing a hierarchy of nodes 1n a data structure,
wherein each node 1n the hierarchy of nodes com-
prises a time series of data;

identifying a subset of nodes 1n the plurality of nodes
for which causal relationships may exist i the
corresponding time series;

generating models for nodes in the subset of nodes,
wherein each of the models 1s generated for a cor-
responding node, and each of the models receives the
other nodes in the subset of nodes as inputs and
generates coellicients for the other nodes in the
subset of nodes indicating how strongly each of the
other nodes 1n the subset of nodes causally aflects the
corresponding node;

generating a ranked output of nodes that causally aflect

the corresponding node of each of the models.

16. The system of claim 135, wherein the models are
configured to integrate to a maximum of three levels for each
input node.

17. The system of claim 15, wherein a p-value for one of
the models 1s adjusted based on a number of data points in
a time series of the corresponding node such that the p-value
decreases an order of magnitude for each order of magnitude
decrease 1n the length of the time series.

18. The system of claim 15, wherein the operations further
comprise:

climinating nodes from the ranked output of nodes that

have less than a threshold level of contribution to the
corresponding node of a model.

19. The system of claim 15, wherein the operations further
comprise:

climinating nodes as 1inputs to a model that have less than

a threshold level of contribution to the corresponding
node of the model.

20. The system of claim 15, wherein the operations further
comprise:

traversing the hierarchy of nodes in a breadth-first search

to 1dentily nodes that causally aflect a plurality of other
nodes.
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