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POSITION CONTROL DEVICE AND
POSITION CONTROL METHOD

TECHNICAL FIELD

The present invention relates to a position control device
and a position control method.

BACKGROUND ART

In general, to create a production system 1n which a robot
arm performs assembly work requires manual instruction
operation, called teaching, to be performed by an operator.
In such a case, the robot repeats motions only for the
position stored in the teaching, so that the robot may not be
able to respond properly 1 manufacturing or mounting
errors occur. Therefore, 1 a position correction technique
that can allow individual positional errors 1s developed,
increase ol opportunity to use robots as well as improvement
of productivity 1s expected.

A conventional technique enables position correction
using a camera image in operations up to the connector
insertion (Patent Document 1). Also, 1f a plurality of devices
such as a force sensor and a stereo camera are used, it 1s
possible to allow position errors aflecting the production
assembly (insertion, work holding, etc.). For determiming the
position correction amount, however, the values such as the
coordinates of the center of the gripped connector and the
coordinates of the center of the connector being the insertion
destination part have to be specifically calculated from the
image information, as the Patent Document 1 discloses.
Because this calculation depends on the shapes of the
connectors, setting must be made for each connector to be
used, by a designer. If the three-dimensional imformation 1s
obtained from a device such as a range camera, the calcu-
lation 1s comparatively easy. However, 1 the three-dimen-
sional information has to be obtained from two dimensional
image information, the image processing algorithms have to
be developed for each connector, requiring a lot of design
COST.

REFERENCES CITED

Patent Documents

Patent Document 1: WO 98-017444

SUMMARY OF INVENTION

Technical Problem

It 1s difficult to control the position for assembly only with
information from a monocular camera.

The present disclosure 1s devised to solve the problem and
to enable alignment only with a monocular camera.

Solution to Problem

A position control device according to the disclosure is to
install a first object to a second object by causing a drive unit
to move the first object. The device includes an 1maging
circuitry ol a monocular camera to capture an 1mage includ-
ing two objects that are the first object and the second object,
and processing circuitry. Among a plurality of neural net-
works, each of which has an input layer into which infor-
mation of a plurality of images captured by the imaging
circuitry are inputted, and has an output layer in which
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2

control amounts obtained on a basis of a learning rule such
as a stochastic gradient method are outputted, each of the
control amounts for moving the first object, corresponding
to each of the plurality of 1mages mputted into the input
layer, the processing circuitry, when the imaging circuitry
captures an i1mage for the first time, compares a control
amount outputted in the output layer with a range of control
amount set for each of the plurality of neural networks, and
selects a neural network having a range of control amount
within which the control amount falls, and outputs the
control amount outputted 1n the output layer of the selected
neural network as a control amount for causing the drive unit
to move the first object among the two objects that are the
first object and the second object included in the image
acquired from the imaging circuitry. The processing cir-
cuitry acquires an image captured by the imaging circuitry
for the second time or later, inputs information of the
acquired 1mage into an mput layer of a neural network
selected from among the plurality of neural networks on a
basis of a control amount outputted 1n an output layer of a
neural network whose input layer has received information
of an 1mage acquired last time, and outputs the control
amount outputted in an output layer of the selected neural
network as a control amount for causing the drive unit to
move the first object of the two objects that are the first
object and the second object included 1n the 1mage acquired
from the 1maging circuitry.

ftects of Invention

L1

Advantageous

The position control device according to the disclosure 1s
to 1nstall a first object to a second object by causing a drive
unit to move the first object. The device includes 1maging
circuitry of a monocular camera to capture an 1image includ-
ing two objects that are the first object and the second object,
and processing circuitry. Among a plurality of neural net-
works, each of which has an input layer into which infor-

mation of a plurality of images captured by the imaging
circuitry are imnputted, and has an output layer in which
control amounts obtained on a basis of a learming rule such
as a stochastic gradient method are outputted, each of the
control amounts for moving the first object, corresponding
to each of the plurality of 1mages inputted into the input
layer, the processing circuitry, when the imaging circuitry
captures an image for the first time, compares a control
amount outputted in the output layer with a range of control
amount set for each of the plurality of neural networks, and
selects a neural network having a range of control amount
within which the control amount falls, and outputs the
control amount outputted 1n the output layer of the selected
neural network as a control amount for causing the drive unit
to move the first object among the two objects that are the
first object and the second object included in the image
acquired from the imaging circuitry. The processing cir-
cuitry acquires an 1image captured by the imaging circuitry
for the second time or later, inputs information of the
acquired 1mage into an mput layer of a neural network
selected from among the plurality of neural networks on a
basis of a control amount outputted 1n an output layer of a
neural network whose input layer has received information
of an 1mage acquired last time, and outputs the control
amount outputted 1n an output layer of the selected neural
network as a control amount for causing the drive unit to
move the first object of the two objects that are the first
object and the second object included 1n the 1mage acquired




US 11,440,184 B2

3

from the 1maging circuitry. Therefore, the present disclosure
enables alignment only with a monocular camera.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s an 1illustration in which a robot arm 100
according to Embodiment 1, male connectors 110, and
female connectors 120 are arranged.

FIG. 2 1s a functional configuration diagram showing the
position control device according to Embodiment 1.

FIG. 3 1s a hardware structure diagram showing the
position control device according to Embodiment 1.

FIG. 4 1s a flowchart showing the position control per-
formed by the position control device according to Embodi-
ment 1.

FIG. 5 1s an example of diagrams showing the camera
images and the control amounts; the images are captured by
the monocular camera 102 according to Embodiment 1 at
the 1nsertion start position and at its vicinities.

FIG. 6 1s an example showing a neural network and a
learning rule of the neural network according to Embodi-
ment 1.

FIG. 7 1s a flowchart showing the neural network accord-
ing to Embodiment 1 1n which a plurality of networks are
used.

FIG. 8 1s a functional configuration diagram of a position
control device according to Embodiment 2.

FIG. 9 1s a hardware structure diagram of the position
control device according to Embodiment 2.

FIG. 10 shows a male connector 110 and a female
connector 120 1n a trial of fitting according to Embodiment
2.

FIG. 11 1s a flowchart showing of the path learming of the
position control device according to Embodiment 2.

FIG. 12 1s a flowchart showing of the path learning of a
position control device according to Embodiment 3.

FIG. 13 1s an example showing a neural network and a
learning rule of the neural network according to Embodi-
ment 3.

DESCRIPTION OF EMBODIMENTS

Embodiment 1

Hereinafter, Embodiments of the present invention will be
described.

In Embodiment 1, a robot arm which learns the insertion
positions of connectors and operates in a production line as
well as 1ts position control method will be described.

Configurations will be described. FIG. 1 1s an 1llustration
in which a robot arm 100, male connectors 110, and female
connectors 120 according to Embodiment 1 are arranged.
The robot arm 100 1s provided with a gripping unit 101 to
orip a male connector 110, and a monocular camera 102 1s
attached to the robot arm 100 at a position where the
monocular camera 102 can view the gripping unit. When the
oripping unit 101 at the end of the robot arm 100 1s gripping
the male connector 110, the monocular camera 102 1s
positioned so as to be able to view the end of the gripped
male connector 110 and the female connector 120 into which
it will be inserted.

FIG. 2 1s a functional configuration diagram showing the
position control device according to Embodiment 1.

As shown 1n FIG. 2, the position control device includes:
an 1maging unit 201 to capture images, the imaging unit 201
being a function of the monocular camera 102 shown 1n FIG.
1; a control parameter generation unit 202 to generate a
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4

position control amount of the robot arm 100 by using the
captured 1images; a control unit 203 to control the current and
voltage values to be provided for the drive unit 204 of the
robot arm 100 by using the position control amount; and a
drive unit 204 to change the position of the robot arm 100
on the basis of the current and voltage values outputted from
the control unit 203.

The control parameter generation unit 202 determines,
upon receiving an image captured by the imaging unit 201
that 1s a function of the monocular camera 102, the control
amount (AX, AY, AZ, AAx, AAy, AAz) corresponding to the

position of the robot arm 100 (X, Y, Z, Ax, Ay, Az), and

outputs the control amount to the control unit 203. Here, X,
Y, and Z being coordinates of the position of the robot arm
100, and Ax, Ay, and Az being the attitude angles of the robot
arm 100.

The control unit 203 determines and controls the current
and voltage values for the devices composing the drive unit
204 on the basis of the received control amount (AX, AY,
AZ, AAX, AAy, AAz) corresponding to the position (X, Y, Z,
Ax, Ay, Az) of the robot arm 100.

Each device composing the drive unit 204 operates
according to the current and voltage values received from

the control unit 203, causing the robot arm 100 to move to
the position (X+AX, Y+AY, Z+A7Z, Ax+AAX, Ay+AAy,

Az+AAz7).

FIG. 3 1s a hardware structure diagram of the position
control device according to Embodiment 1. The monocular
camera 102 1s communicably connected wired or wirelessly
with a processor 302 and a memory 303 via an mput/output
interface 301. The input/output intertace 301, the processor
302, and the memory 303 realize the functions of the control
parameter generation unit 202 in FIG. 2. The mput/output
interface 301 1s communicably connected wired or wire-
lessly with a control circuit 304 corresponding to the control
umt 203. The control circuit 304 1s also electrically con-
nected to a motor 305. The motor 3035, corresponding to the
drive umit 204 in FIG. 2, 1s a component for each device to
perform position control. In the present embodiment, the
motor 305 1s used as a form of the hardware corresponding
to the drive unit 204, any hardware capable of providing the
functionality of such position control would suflice. The
monocular camera 102 and the input/output interface 301
may be separate bodies, and the input/output interface 301
and the control circuit 304 may be separate bodies.

Next, operations will be described.

FIG. 4 1s a flowchart showing the position control per-
formed by the position control device according to Embodi-
ment 1.

First, in Step S101, the gripping unit 101 of the robot arm
100 grips a male connector 110. The position and the attitude
of the male connector 110 are preregistered 1n the control
unmit 203 shown 1n FIG. 2, and the operation 1s performed 1n
accordance with the control program also preregistered 1n
the control unit 203.

Next, in Step S102, the robot arm 100 1s brought closer to
the vicinity of the insertion position of a female connector
120. The approximate position and attitude of the female
connector 120 are preregistered n the control unmit 203
shown 1n FIG. 2, and the position of the male connector 110
1s controlled 1n accordance with the control program pre-
registered 1n the control unit 203.

Next, in Step S103, the control parameter generation unit
202 mnstructs the imaging unit 201 of the monocular camera
102 to capture an image, and the monocular camera 102
captures an 1mage which includes both the male connector




US 11,440,184 B2

S

110 gripped by the gripping unit 101 and the female con-
nector 120 being the insertion destination part.
Next, in Step S104, the control parameter generation unit

202 obtains the image from the imaging unit 201 and
determines the control amount (AX, AY, AZ, AAX, AAy,
AAz). In determiming the control amount, the control param-

cter generation unit 202 uses the processor 302 and the
memory 303 shown 1n FIG. 3 as hardware, and calculates the

control amount (AX, AY, AZ, AAx, AAy, AAz) by using a

neural network. The calculation method of the control
amount by using the neural network will be described later.
Next, 1n Step S105, the control unit 203 obtains the

control amount (AX, AY, AZ, AAX, AAy, AAz) outputted
from the control parameter generation unit 202, and com-
pares all components of the control amount with their
respective predetermined threshold values. If all compo-
nents of the control amount are equal to or less than their
respective threshold values, the process proceeds to Step
S107, and the control unit 203 controls the drive unit 204 so
that the male connector 110 1s inserted into the female
connector 120.

If any one of the components of the control amount 1s
larger than 1ts corresponding threshold value, the control
unit 203 controls the drive unit 204, 1n Step S106, by using
the control amount (AX, AY, AZ, AAX, AAy, AAz) outputted
by the control parameter generation umt 202, and the
process returns to Step S103.

Next, the calculation method of the control amount by
using the neural network performed 1n Step S104 of FIG. 4
will be described.

Before starting the calculation of the control amount by
using the neural network, a plurality of data sets of an 1image
and a required amount of movement are collected; this 1s a
preparation for enabling the neural network to calculate the
amount of movement until successiul fitting using the mput
image. For example, the male connector 110 and the female
connector 120, whose positions are known, are fitted
together, and the male connector 110 1s gripped by the
oripping unit 101 of the robot arm 100. Then, the gripping
unit 101 moves along the known direction, pulling out the
connector, up to the insertion start position, and the mon-
ocular camera 102 captures a plurality of images. Also, with
the control amount for the insertion start position being set
to (0, 0, 0, 0, 0, 0), not only the amount of movement from
the fitting state position to the start position of insertion with
its 1image but also the amounts of movement to positions 1n
the vicinity of the insertion start position, or the control
amounts (AX, AY, AZ, AAX, AAy, AAz), with their images
are acquired.

FIG. 5 1s an example of diagrams showing control
amounts and their respective 1mages captured by the mon-
ocular camera 102 1n Embodiment 1 at the insertion start
position and at 1ts vicinities.

Then, the learning 1s performed on the basis of a general
learning rule of the neural network (such as a stochastic
gradient method) by using the plurality of data sets each
composed of the amount of movement from the fitting
position to the insertion start position and the image cap-
tured by the monocular camera 102 at the insertion start
position or i1ts vicinity.

There are various types in the neural network such as
CNN and RNN, and any type can be used for the present
disclosure.

FIG. 6 1s a diagram showing an example of the neural
network and the learning rule of the neural network accord-
ing to Embodiment 1.
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The 1mages obtained from the monocular camera 102
(such as luminance and color difference of each pixel) are
fed to the input layer, and the control amounts (AX, AY, AZ,
AAX, AAy, AAz) are outputted 1n the output layer.

In the learning process of the neural network, the param-
cters ol the intermediate layer are optimized so that the
output values of the output layer obtained from the inputted
images via the mtermediate layer are approximated to the
control amounts stored 1n association with their respective
images. Such approximation methods include the stochastic
gradient method.

Therefore, more accurate learning can be achieved, as
shown 1n FIG. 5, by obtaining the 1mages corresponding not
only to the amount of movement from the fitting position to
the insertion start position, but also to the amounts of
movements to positions around the insertion start position.

In FIG. 5, a case 1s shown where the position of the male
connector 110 1s fixed with respect to the monocular camera
102 and only the position of the female connector 120 1s
changed. Actually, however, the gripping unit 101 of the
robot arm 100 does not always grip the male connector 110
accurately at the designated position, and the position of the
male connector 110, due to its individual differences, etc.,
may deviate from the normal position. In the learming
process, 1n a state where the male connector 110 deviated
from the accurate position, data sets of a control amount and
an 1mage at the msertion start position and the positions 1n
its vicinities are acquired to perform learning; thus, the
learning that can cope with individual differences of both the
male connector 110 and the female connector 120 1s per-
formed.

Note here that, the control amount (AX, AY, AZ, AAX,
AAy, AAz) 1s calculated, at the time of capturing, excluding
the amount of movement from the fitting position to the
insertion start position. Thus, the amount of movement from
the fitting position to the insertion start position has to be
separately stored for use 1n Step S107 1n FIG. 4. Also note
that the above-mentioned coordinates are obtained with
respect to the coordinate system of the monocular camera.
Thus, when the coordinate system of the monocular camera
does not match the coordinate system of the entire robot arm
100, the control unit 203 needs to perform coordinate
conversion before controlling the robot arm 100.

In this embodiment, because the monocular camera 1s
fixed to the robot arm 100, the coordinate system of the
female connector 120 and the coordinate system of the
monocular camera 102 are different. If the monocular cam-
era 102 and the female connector 120 are in the same
coordinate system, the conversion from the coordinate sys-
tem for the monocular camera 102 to the coordinate system
for the robot arm 100 1s not necessary.

Next, the detail of the operation and an operation example
shown 1n FIG. 4 will be described.

In Step S101, the robot arm 100 grips a male connector
110 m a preregistered manner, and 1n Step S102, the male
connector 110 1s moved to a point almost above the female
connector 120.

Note here that the position of the gripped male connector
110 just before being gripped 1s not always the same. Due to
subtle operation deviation of the machine that sets the
position of the male connector 110, there 1s always a
possibility that a subtle position errors may have occurred.
In the same token, the female connector 120 may also have
SOmMe errors.

Therefore, 1t 1s important that the images acquired 1n Step
S103 show both the male connector 110 and the female
connector 120, the images being captured as 1n FIG. 5 by the
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imaging unit 201 of the monocular camera 102 attached to
the robot arm 100. The position of the monocular camera
102 with respect to the robot arm 100 15 always fixed, so that
the 1images include the information on the positional relation
between the male connector 110 and the female connector
120.

In Step S104, the control amount (AX, AY, AZ, —AX,
— Ay, AA7z) 1s calculated by the control parameter generation
unit 202 having the neural network as shown 1n FIG. 6 which
has learned 1n advance the information on the positional
relation. However, depending on the accuracy of the learn-
ing, the movement to the 1nsertion start position 1s 1mpos-
sible using the control amount outputted by the control
parameter generation unit 202. In such a case, by repeating,
the loop from Step S103 through S106, the control param-
cter generation unit 202 may perform calculations until all
components of the control amount become equal to or less
than their respective threshold values as shown 1n Step S105,
and the control unit 203 and the drive umit 204 further
control the position of the robot arm 100.

The threshold values shown in S105 are determined on
the basis of the required accuracy of the male connector 110
and the female connector 120 to be fitted. For example, 1n
the case where the fitting 1s lose, that 1s, originally the high
accuracy as the characteristic of the connector 1s not
required, the threshold values can be set large. In the
opposite case, the small threshold values are set. In a general
manufacturing process, manufacturing tolerances, which are
specified 1n many cases, may be used for the threshold
values.

Also, taking into account the case where, depending on
the accuracy of the learning, the movement to the insertion
start position 1s 1mpossible using the control amount out-
putted by the control parameter generation umit 202, a
plurality of insertion start positions may be set. If an
insertion start position i1s set without an enough distance
between the male connector 110 and the female connector
120, they may collide with each other and break either or
both of them before insertion. To avoid such a risk, the
insertion start position may be set stepwise 1n accordance
with the number of times of looping from Step S103 through
Step S106 shown in FIG. 4. For example, the distance
between the male connector 110 and the female connector
120 may be set to 5 mm for the first time, to 20 mm for the
second time, to 10 mm {for the third time, and so on.

Although the present embodiment 1s described using
connectors, application of the technique i1s not limited to
fitting of connectors. This method can be eflectively applied,
for example, to mounting IC chips on a substrate and,
especially, to inserting capacitors or the like having legs with
a large dimensional error into holes of a substrate.

This method can be applied not only to control for
insertion ito substrates but also to general position control
to derive a control amount from a known relations between
images and control amounts. In the present disclosure, the
relations between images and control amounts are learned
by the neural network; thus, mndividual differences in the
objects can be allowed in performing alignment of the
objects.

In Embodiment 1, an imaging unit 201, a control param-
cter generation unit 202, a control unit 203, and a drive unit
204 are provided. The imaging unit 201 captures an image
including two objects. The control parameter generation unit
202 feeds information of the captured image including the
two objects mto an input layer of a neural network, and
outputs a position control amount for controlling the posi-
tional relation between the captured two objects as an output
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layer of the neural network. The control unmit 203 controls
current or voltage to control the positional relation between
the two objects by using the outputted position control
amount. The drive unit 204 changes a position of one of the
two objects by using the current or the voltage. Therefore,
even 1f there are diflerences between objects or errors 1n the
positional relationship between the two objects, alignment
can be performed only with a monocular camera.

An embodiment using only a single neural network 1s
described above. In some cases, however, a plurality of
neural networks have to be used. Because when the mputs
are 1mages and the outputs are numerical values as 1n the
embodiment, the outputs may include errors of about several
percentage; this 1s because approximation accuracy in the
numerical values 1s limited. Depending on the amount from
the insertion start position to 1ts vicinity in Step S102 of FIG.
4, the determination result may always fall into “No” and, as
a result, the operation 1n Step S105 cannot be completed. To
handle such a case, a plurality of networks are used as shown
in FIG. 7.

FIG. 7 1s a tlowchart to use a plurality of neural networks
in contrast with the use of the single neural network shown
above in Embodiment 1. This shows the detail of Step S104
of FIG. 4.

The plurality of parameters are included in the control
parameter generation unit shown in FIG. 2.

In Step S701, the control parameter generation umt 202
selects the network to be used on the basis of the inputted
image.

When the loop count 1s one or the previously obtained
control amount 1s equal to or larger than 25 mm, the neural
network 1 1s selected and the process proceeds to Step S702.
When the loop count 1s two or later and the previously
obtained control amount 1s equal to or larger than 5 mm and
smaller than 25 mm, the neural network 2 1s selected and the
process proceeds to Step S703. When the loop count 1s two
or later and the previously obtained control amount is
smaller than 5 mm, the neural network 3 1s selected and the
process proceeds to Step S704. The neural network for a
Step selected from S702 to S704 1s used to calculate the
control amount.

Each of the neural networks has learned on the basis of the
distance between the male connector 110 and the female
connector 120 or the control amount. In the figure, for
example, the ranges of the learning data are changed 1n a
stepwise fashion; the neural network 3 uses the learning data
having errors within 1 mm and +1 degree, and the neural
network 2 uses the learning data having errors within from
+] mm to £10 mm and from +1 degree to =5 degrees. It 1s
more eilicient not to overlap the ranges of images used in
cach neural network.

The example shown 1n FIG. 7 includes three networks,
but the number of networks 1s not limited. When using such
a method, a determination function in Step S701, which
determines a network to be used, has to be prepared as “a
network selection switch”. This network selection switch
can be configured also by using a neural network. In this
case, the input to the mput layer 1s an 1mage, and the output
in the output layer 1s a network number. As an 1mage data
set, an 1mage used 1n all networks and a network number 1s
used.

An example of the use of a plurality of neural networks 1s
described by using connectors. Application of this tech-
nique, however, 1s not limited to fitting of connectors. This
method can be effectively applied, for example, to mounting
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IC chips on a substrate and, especially, to inserting capaci-
tors or the like having legs with a large dimensional error

into holes of a substrate.

This method using a plurality of neural networks can be
applied not only to control for insertion 1nto substrates but
also to general position control to derive a control amount
from a known relations between images and control
amounts. In the present disclosure, the relations between
images and control amounts are learned by the neural
network; thus, individual differences 1n the objects can be
allowed 1n performing alignment of the objects, and the
control amounts can be calculated accurately.

In the above example, an 1maging unit 201, a control
parameter generation unit 202, a control umt 203, and a
drive umit 204 are provided. The imaging unit 201 captures
an 1mage including two objects. The control parameter
generation unit 202 feeds information of the captured image
including the two objects into an input layer of a neural
network, and outputs a position control amount for control-
ling the positional relation between the captured two objects
as an output layer of the neural network. The control unit
203 controls current or voltage to control the positional
relation between the two objects by using the outputted
position control amount. The drive unit 204 changes a
position of one of the two objects by using the current or the
voltage. Here, the control parameter generation unit 202
selects the neural network from a plurality of neural net-
works. Therefore, even 1 there are diflerences between
objects or errors in the positional relationship between the
two objects, alignment can be performed more accurately.

Embodiment 2

In Embodiment 1, the male connector 110 and the female
connector 120, whose positions are known, are fitted
together, and the male connector 110 1s gripped by the
ogripping unit 101 of the robot arm 100. Then, the gripping
unit 101 moves along the known direction, pulling out the
connector, up to the insertion start position, and the mon-
ocular camera 102 captures a plurality of i1mages. In
Embodiment 2, a case where the fitting position of the male
connector 110 and the female connector 120 1s unknown will
be described.

A method called reinforcement learning has been studied
as a method for a robot to autonomously learn to acquire
proper actions. In this method, a robot performs a variety of
actions by trial and error, stores the action producing a better
result, and obtains the optimized action in the end. The
optimization of the action, unfortunately, requires a large
number of trials.

Among the methods to reduce the number of tnals, a
framework called “on policy” 1s generally used 1n the field
of remnforcement learning. However, application of this
framework to teaching of a robot arm requires various
improvements dedicated for the robot arm and the control
signals, and 1s not vet put to practical use.

In a configuration to be described in Embodiment 2, the
robot such as shown 1n Embodiment 1 performs a variety of
actions by trial and error, and the action producing a good
result 1s stored, thereby reduce a large number of trials
currently required to optimize the action.

Next, the system configuration will be described. What 1s
not described here 1s the same as in Embodiment 1. The
overall hardware structure 1s the same as FIG. 1 1n Embodi-
ment 1, however, 1t 1s diflerent 1n that the robot arm 100 1s
provided with a force sensor 801 (not illustrated in FIG. 1)
for measuring the load applied to the gripping unit 101.
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FIG. 8 1s a functional configuration diagram showing a
position control device according to Embodiment 2. The
difference from FIG. 2 1s that a force sensor 801 and a path
determination unit 802 are added, wherein the path deter-
mination unit 802 includes a critic unit 803, an actor unit
804, an evaluation unit 805, and a path setting unit 806.

FIG. 9 1s a hardware structure diagram showing the
position control device according to Embodiment 2. The
only difference from FIG. 3 is that the force sensor 801 1is
connected to an input/output interface 301 electrically or
communicably. Also, the mput/output interface 301, the
processor 302, and the memory 303 perform the functions of
the control parameter generation unit 202 and the path
determination unit 802 shown in FIG. 8. The force sensor
801, the monocular camera 102 and the 1mput/output inter-
face 301 may be separate bodies, and the input/output
interface 301 and the control circuit 304 may be separate

bodies.

Next, the detail of FIG. 8 will be described.

The force sensor 801 measures the load applied to the
gripping unit 101 of the robot arm 100; for example, 1t
measures the force value applied when the male connector
110 and the female connector 120 shown 1n FIG. 1 come 1n
contact.

The critic unit 803 and the actor unit 804 are the same as
Critic and Actor 1n the conventional reinforcement learning.

Next, the conventional type of reinforcement learning
method will be described. In the present embodiment, a
model called Actor-Critic model 1n the reinforcement learn-
ing 1s used (Reference: Remnforcement Learning: R. S.
Sutton and A. G. Barto, published in Dec. 2000). The actor
unit 804 and the critic unit 803 obtain a state of an envi-
ronment via the imaging unit 201 and the force sensor 801.
The actor unit 804 1s a function to receive the environment
state 1 obtained by the sensor device, and to output the
control amount A to the robot controller. The critic unit 803
1s configured to cause the actor unit 804 to appropriately
learn an output A for the mnput I so that the fitting of the actor
umt 804 will properly succeed.

Next, the conventional type of reinforcement learning
method will be described.

In the reinforcement learning, an amount called reward R
1s defined, and the actor unit 804 acquires the action A that
maximizes the reward R. Assuming as an example that the
work to be learned 1s fitting of a male connector 110 and a
female connector 120 as shown in Embodiment 1, R=1 1s
grven when fitting 1s successiul and otherwise R=0. In this
example, the action A indicates a “movement correction
amount” from the current position (X, Y, 7, Ax, Ay, Az),
wherein A=(dX, dY, dZ, dAx, dAy, dAz). Here, X, Y, and Z
are position coordinates with the central point of the robot as
the origin; Ax, Ay, and Az are rotation amounts about X axis,
Y axis, and Z axis, respectively. The “movement correction
amount” 1s the amount of movement from the current
position to the insertion start position 1n a first fitting trial of
the male connector 110. The environment state or the trial
result 1s observed by the imaging unit 201 and the force
sensor 801 and obtained therefrom as an 1image and a value.

In the reinforcement learning, the critic unit 803 learns a
function called state value function V(I). Suppose here that
when time t=1 (for example, when the first fitting trial 1s
started), the action A(1) 1s performed at the state I(1), and
when time t=2 (for example, after the finish of the first fitting
trial and before the start of the second fitting trial), the
environment changes to 1(2) and the reward amount R(2)
(the result of the first fitting trial) 1s given. An example,
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among a variety of updating formulas possible, will be
shown next. The updating formula of V(I) 1s defined as
follows.

O=R(£)+YV(2))-V(1))

[Formula 1]

VI(1)<=V{I(1))+ao [Formula 2]

Here, 0 1s a prediction error, a 1s a learning rate being a
positive real number from 0 to 1, and v 1s a discount factor
being a positive real number from O to 1. The actor unit 804

updates A (I) as follows, with mput as I and output as A (I).
When 06>0,

AT(1)=A TN +a(A(D=AT(1))) [Formula 3]

When 0=0,

o(/(1))=poli(1))

Here, o denotes the standard deviation of the outputs. In
the state I, the actor unit adds to A(I) random numbers
having a distribution with the mean 0 and the dispersion 0.
This means that the movement correction amount for the
second trial 1s determined at random irrespective of the
result of the first tral.

Note here that, from among a variety of the updating
formulas 1n the Actor-Critic model, any type of generally
used models can replace the updating formula shown above
as an example.

With such a configuration, the actor unit 804 learns the
action suitable for each state. However, the action as shown
in Embodiment 1 1s performed after the learning 1s com-
pleted. During learning, the path setting unit 806 calculates
the recommended action for learning, and sends 1t to the
control unit 203. In other words, during learning, the control
unit 203 receives the movement signal as 1t 1s from the path
setting unit 806, and controls the drive umt 204.

This means that, in the conventional Actor-Critic model,
the learning 1s done only when the fitting 1s successiul,
owing to the definition that R=1 for the success of the fitting
and R=0 otherwise, and the movement correction amounts
to be used for the following trials are given at random until
the success of the fitting. As a result, until the success of the
fitting, the determination of the movement correction
amount for the next trial 1n accordance with degree of failure

[Formula 4]

of the tnal 1s not performed. Even if using other types of

reinforcement learning models such as Q-Learning, the
similar results will be obtained as when using the conven-
tional type of the Actor-Critic models, because only success
or failure of the fitting 1s evaluated. In the present embodi-
ment of the disclosure, the determination process will be
described i which the degree of failure 1s evaluated to
calculate the movement correction amount for the next trial.

The evaluation unit 805 generates a function to perform
the evaluation 1n each fitting trial. FIG. 10 shows the male
connector 110 and the female connector 120 1n a fitting trial
according to Embodiment 2.

Suppose that an image as shown 1n FIG. 10(A) 1s obtained
as a result of the trial. This trial 1s failed because the
connectors are greatly out of fitting position. Here, how
close 1t 15 to the success 1s measured and quantified to obtain
an evaluation value indicating the degree of success. An
example of quantification method 1s to calculate the surface
area (the number of pixels) of the connector being the
insertion destination part in the image as shown 1n FIG. 10
(B). In this method, when the failure of insertion of the male
connector 110 to the female connector 120 1s detected by the
torce sensor 801 of the robot arm 100, 1f only the fitting
surface of the female connector 120 1s applied with a coating
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or a sticker with a color different from other backgrounds,
data acquisition from the image and the calculation are
easier. In the above described method, one camera was used;:
however, a plurality of aligned cameras may capture images,
and the results derived from each image may be integrated.

Also, a similar evaluation can be performed by obtaining
the number of pixels along the two dimensional directions
(such as X, Y directions), instead of the surface area of the
connector.

The processing in the path setting unmit 800 1s divided 1nto
two steps.

In the first step, the path setting unit 806 learns the
evaluation result processed in the evaluation unit 805 and
the actual movement of the robot. Let the movement cor-
rection amount for the robot be A, and let the evaluation
value indicating the degree of success processed by the
cvaluation unit 805 be E. Then, the path setting unit 806
prepares a function with A as the mput and E as the output
to perform the approximation. The function, for example,
includes a Radial Basis Function (RBF) network. RBF 1s
known as a function that can easily approximate various
unknown functions.

For example, suppose the k-th input as follows.

xXhk=x_1% ..., x ik, ...x 1Tk [Formula 5]
Then, the output 1(x) 1s defined as follows.

f(x)zﬁf W (X) [Formula 6]

(pj(x)exp(—ﬁ(xf—pf)z/oz) [Formula 7]

Here, o denotes the standard deviation; p denotes the
center of RBF.

The learning data used by the RBF 1s not a single data but
all data from the start of the trial to the latest. For example,
il the current trial 1s the N-th trial, N data sets are prepared.
Through the learning, the above-mentioned W=(w_1, w_lI)
has to be determined. Among various determination meth-
ods, RBF interpolation 1s exemplified as follows.

Suppose Formula 8 and Formula 9 are given as follow.

(i) e eilag)” [Formula 8]
b — . .

Lol ),
F=(fixYH, . .. ™) [Formula 9]

Then, the learning 1s completed by Formula 10.

W= 'F [Formula 10]

After the approximation 1s completed through the RBF
interpolation, the mimimum value 1s calculated by the RBF
network using a general optimization method such as gra-
dient descent and Particle Swam Optimization (PSO). Then,
the minimum value 1s transmitted to the actor unit 804 as a
recommended value for the next trial.

To explain the above case specifically, the surface areas or
the numbers of pixels 1n the two-dimensional direction for
the respective movement correction amounts are arranged 1n
time series for each trial number as evaluation values, and
the arranged values are used to obtain the optimal solution.
More simply, the movement correction amount may be
obtained which causes movement at a constant rate 1n the
direction where the number of pixels in the two-dimensional
direction decreases.

Next, the operational flow 1s shown in FIG. 11.
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FIG. 11 1s a flowchart showing the path learming of the
position control device according to Embodiment 2.

First, in Step S1101, the gripping unit 101 of the robot arm
100 grips the male connector 110. The position and the
attitude of the male connector 110 are preregistered in the
control unit 203 1n FIG. 8 and the operation 1s performed 1n
accordance with the control program preregistered in the
control unit 203.

Next, i Step S1102, the robot arm 100 1s brought closer
to the vicinity of the insertion position of the female con-
nector 120. The approximate position and attitude of the
female connector 120 are preregistered 1n the control unit
203 in FIG. 8, and the position of the male connector 110 1s
controlled 1n accordance with the control program prereg-
istered 1n the control unit 203. The steps up to here are the
same as Steps S101 to S102 1n the flowchart shown 1n FIG.
4 1n Embodiment 1.

In Step S1103, the path determination unit 802 instructs
the imaging unit 201 of the monocular camera 102 to capture
an 1mage. The monocular camera 102 captures an image
which includes both the male connector 110 gripped by the
gripping unit 101 and the female connector 120 being the
insertion destination part. Also, the path determination unit
802 1nstructs the control unit 203 and the monocular camera
102 to capture images 1n the vicinity of the current position.
The monocular camera 1s moved by the drive umit 204 to a
plurality of positions based on amounts of movement
instructed by the control unit 203, and captures at each
position an 1mage which includes both the male connector
110 and the female connector 120 being the insertion
destination part.

In Step S1104, the actor unit 804 of the path determination
unit 802 provides an amount of movement for fitting to the
control unit 203; the control unit 203 causes the drive unit
204 to moves the robot arm 100 to make a fitting trial of the
male connector 110 and the female connector 120 being the
insertion destination part.

In Step S1105, when the connectors get 1n contact with
cach other while the robot arm 100 1s being moved by the
drive unit 204, the evaluation unit 805 and the critic unit 803
ol the path determination unit 802 store the values obtained
from the force sensor 801 and the images obtained from the
monocular camera 102 for every unit amount of the move-
ment.

In Step S1106, the evaluation unit 805 and the critic umit
803 check whether the fitting 1s succeeded.

In most cases, the fitting 1s not successful at this point.
Thus, mm Step S1108, the evaluation unit 805 evaluates the
degree of success using the method described 1in FIG. 10,
and provides the evaluation value indicating the degree of
success 1n the alignment to the path setting unit 806.

In Step S1109, the path setting unit 806 performs the
learning using the above-mentioned method and provides a
recommended value for the next trial to the actor unit 804.
The critic umit 803 calculates a value 1in accordance with the
reward amount and outputs the value. The actor umt 804
receives the value. In Step S1110, the actor unit 804 adds the
value obtained 1n accordance with the reward amount and
outputted by the critic unit 803 and the recommended value
for the next trial outputted by the path setting unit 806 1n
order to obtain the movement correction amount. In this
step, however, 11 only the recommended value for the next
trial outputted from the path setting unit 806 can produce a
sufficient effect, the value obtained 1in accordance with the
reward amount 1s not need to be added. Also, 1n calculating,
the movement correction amount, the actor unit 804 may set
an addition ratio of the recommended value for the next trial
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outputted from the path setting unit 806 to the value obtained
in accordance with the reward amount outputted by the critic
unmt 803, thereby the movement correction amount may be
changed 1n accordance with the reward amount.

Then, 1n Step S1111, the actor unit 804 provides the
movement correction amount to the control unit 203, and the

control unit 203 moves the gripping unit 101 of the robot
arm 100.

Then, the process returns to Step S1103, the 1mages are

captured at the position to which the robot arm 100 1s moved
in accordance with the movement correction amount, and
then the fitting operation 1s performed. These steps are
repeated until the fitting succeeds.

When the fitting 1s successiul, the actor umt 804 and the
critic unit 803 learn, 1n Step S1107, about the environmental

state I from Steps S1102 to S1106 under which the fitting 1s
successiul. Lastly, the path determination unit 802 provides
the learned data of the neural network to the control param-
cter generation unit 202, so that the operation according to
Embodiment 1 can be performed.

Note here that, 1n Step S1107, the actor unit 804 and the
critic unit 803 learn about the environmental state I under
which the fitting 1s successiul; however, the actor unit 804
and the critic unit 803 may learn using the data obtained for
all fitting trials from the start to the success of the fitting. In
Embodiment 1, the case 1s described where a plurality of
neural networks are formed 1n accordance with the control
amount. In this regard, if the position that results 1n suc-
cessiul fitting 1s known, it 1s possible to form at the same
time a plurality of suitable neural networks according to the
magnitude of the control amount.

This description 1s provided on the basis of the Actor-
Critic model as a module of the reinforcement learning, but
another reinforcement learming model such as Q-Learning
can also be used.

The RBF network 1s exemplified as the approximation
function, but another approximation function method (linear
function, quadratic function, etc.) may be used.

The above example of evaluation method used a connec-
tor having a surface with different color from other surfaces;
however, the deviation amount between connectors, or the
like, obtained by using another 1mage processing technique
may be used for the evaluation.

As stated in Embodiment 1 and in the present embodi-
ment, application of this technique 1s not limited to fitting of
connectors. This method can be eflectively applied, for
example, to mounting IC chips on a substrate and, espe-
cially, to 1nserting capacitors or the like having legs with a
large dimensional error ito holes of a substrate.

This method can be applied not only to control for
insertion mto substrates but also to general position control
to derive a control amount from a known relations between
images and control amounts. In the present disclosure, the
relations between 1mages and control amounts are learned
by the neural network; thus, individual differences in the
objects can be allowed in performing alignment of the
objects, and the control amounts can be calculated accu-
rately.

According to the present embodiment, 1n application of
the Actor-Critic model to the learning of the control
amounts, the actor unit 804 calculates the movement cor-
rection amounts for the trials by adding the value obtained
by the critic unit 803 in accordance with the reward amount
and the recommended value obtained by the path setting unit
806 on the basis of the evaluation value. Thus, the present
disclosure can significantly reduce the number of trials for
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the alignment, whereas the conventional Actor-Critic mod-
els require a large number of trials and errors until the
successiul alignment.

Note that 1n the present embodiment, 1t 1s described that
the number of trials of the alignment can be reduced by
cvaluating the images of misalignment obtained from the
imaging unmt 201; however, the number of trials also can be
reduced by using the values obtained from the force sensor
801 during the alignment trials. For example, in the fitting of
connectors or 1n the alignment of two objects including
insertion, the detection of a failure 1s generally performed 1n
a way that, when the value obtained from the force sensor
801 exceeds a threshold, the actor unit 804 checks whether
the two objects are 1n a position where fitting or 1nsertion 1s
complete. In such a case, the following cases may be
considered. One of such cases 1s a case where the fitting or
isertion 1s not completed (Case A), and another 1s a case
where the fitting or insertion 1s completed, but during the
fitting or insertion, the value obtained from the force sensor
801 has reached a certain value (Case B).

Case A can be handled by a method of learning with both
the value from the force sensor 801 and the image. The detail
will be described 1n Embodiment 3.

Case B can be handled by a method of learning with only
the value from the force sensor 801 described 1n Embodi-

ment 3. The similar effect can be obtained by using another
method 1 which the reward R of Actor-Critic model 1s

defined that R=(1-A/F) at the time of success, R=0 at the

time of failure. Here, F 1s the maximum load applied during
the fitting or msertion, and A 1s a positive constant.

Embodiment 3

In the present embodiment, a method of efliciently col-
lecting data in the learning process performed after success-
tul alignment i Embodiment 2 will be described. What 1s
not specifically mentioned here 1s assumed to be the same as
in Embodiment 2. Therefore, regarding the position control
device according to Embodiment 3, the functional configu-
ration diagram 1s shown in FIG. 8, and the hardware
structure diagram 1s shown 1n FIG. 9.

Regarding the action, a method of collecting learning data
more eiliciently in the operation of Step S1107 of FIG. 11 1n
Embodiment 2 will be described below.

FI1G. 12 1s a flowchart showing a path learning process of
the position control device according to Embodiment 3.

First, in Step S1201, when the fitting of the male con-
nector 110 and the female connector 120 succeeds 1n Step
S1107 of FIG. 11, the path setting unit 806 1nitializes the
variables as 1=0, 1=1, and k=1. Here, the variable 1 indicates
the number of learnings for the robot arm 100 hereafter, the
variable k indicates the number of learnings after the fitting,
ol the male connector 110 and the female connector 120 1s
released; and the varnable 1 indicates the loop count in the
flowchart shown i FIG. 12.

Next, in Step S1202, the path setting unit 806 provides an
amount of movement to the control unit 203 via the actor
unit 804 for returning by 1 mm from a state caused by the
amount of movement for fitting provided in Step S1104 1n
FIG. 11, and causes the drive unit 204 to move back the
robot arm 100 accordingly. Then, the vaniable 1 i1s incre-
mented by one. Here, the amount of movement for returning,
by 1 mm 1s provided, but the unit amount 1s not limited to
1 mm, and may be 0.5 mm, 2 mm and the like.

In Step S1203, the path setting unit 806 stores the current
coordinates as O(i) (1=1 at this time).

10

15

20

25

30

35

40

45

50

55

60

65

16

In Step S1204, the path setting unit 806 generates random
amount of movement (AX, AY, AZ, AAX, AAy, AAz) from
point O(1), and provides the generated random amount of
movement to the control unit 203 via the actor umt 804.
Then, the drive unit 204 accordingly moves the robot arm
100. Here, the maximum amount of movement can be set to
any amount within the range 1n which the robot arm 100 can
move.

In Step S1205, at the position reached 1n Step S1204, the
actor unit 804 collects the value obtained by the force sensor
801 corresponding to the random amount of movement (AX,
AY, AZ, AAX, AAy, AAz). In Step S1206, the critic unit 803
and the actor unit 804 record, as a data set for learning, the
value (-AX, -AY, -AZ, -AAX, —-AAy, —AAz) being the
amount of movement multiplied by —1, and the sensor value
ol the force sensor 801 measuring the force to hold the male
connector 110.

In Step S1207, the path setting umit 806 judges whether
the number of collected data sets has reached the predeter-
mined number J. If the number of data sets falls short, 1n
Step S1208, the variable j 1s incremented by one, and 1n Step
S1204 again, the amount of movement (AX, AY, AZ, AAX,
AAy, AAz) 1s updated by using some random number to
obtain another data set. Thus, the Steps S1204 to S1207 are
repeated until the number of data sets reaches the predeter-
mined number J.

When the number of data sets reaches the predetermined
number, the path setting unit 806 sets the variable j to one
in Step S1209, and checks whether the fitting of the male
connector 110 and the female connector 120 1s released 1n
Step S1210.

If not released, the process returns to Step S1202 via Step
S1211.

In Step S1211, the path setting unit 806 provides the
amount of movement to the control unit 203 via the actor
umt 804 so that the coordinates of the robot arm 100 will
return to OQ@) that are coordinates before the random
amounts ol movement were provided. Then, the drive unit
204 accordingly moves the robot arm 100.

Then, the loop from Step S1202 to Step S1210 1s
repeated; that 1s, the following two processes are repeated
until the fitting of the male connector 110 and the female
connector 120 1s released: the process of returning by 1 mm
or a unit amount from a state caused by the amount of
movement provided for fitting, and returning the robot arm
100 accordingly; and a process of providing the random
amounts of movement from the returned position, and
collecting data of the force sensor 801 there. When the fitting
of the male connector 110 and the female connector 120 is
released, the process proceeds to Step S1212.

In Step S1212, the path setting unit 806 sets the value of
variable 1 as I, where I 1s an integer larger than the value of
variable 1 at the time when 1t 1s determined that the fitting of
the male connector 110 and the female connector 120 1s
released. The path setting unit 806 then provides with the
control unit 203 wvia the actor unit 804 an amount of
movement for returning by 10 mm (not limited to this value)
from the state caused by the amount of movement provided
for fitting, and causes the drive unit 204 to move back the
robot arm 100 accordingly.

In Step S1213, the path setting umt 806 stores the
coordinates of the position to which the robot arm 100 has
moved 1n step S1212 as the coordinates of the center
position O (1+k).

In Step S1214, the path setting unit 806 generates again
a random amount of movement (AX, AY, AZ, AAX, AAy,
AAz) from the center position O(1+k), and provides, via the
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actor unit 804, the generated random amount of movement
to the control unit 203. Then, the drive unit 204 accordingly
moves the robot arm 100.

In Step S1215, the critic umt 803 and the actor umt 804
obtain the image captured by the imaging unit 201 of the
monocular camera 102 at the position of the robot arm 100
that has moved by the random amount of movement (AX,
AY, AZ, AAX, AAy, AAz).

In Step S1216, the critic umt 803 and the actor unit 804
record, as a learning data set, the amount (-AX, —AY, -AZ,
—-AAx, —AAy, —AAz) obtaimned by multiplying the random
amount of movement by -1 and the captured 1image.

In Step S1217, the path setting unit 806 checks whether
the number of data sets collected has reached the predeter-
mined number J. If the number of data sets falls short, 1n
Step S1218, the vanable j 1s incremented by one, and the
process returns to Step S1214. The path setting unit 806
changes the amount of movement (AX, AY, AZ, AAX, AAy,
AAz) at random and obtains another data set for movement.
Steps S1214 to S1217 are repeated until the number of data
sets reaches the predetermined number J.

Note here that, the maximum random amount of move-
ment (AX, AY, AZ, AAX, AAy, AAz) in S1214 and the
maximum random amount of movement 1n S1204 may be
different.

The actor unit 804 and the critic unit 803 perform the
learning using the learning data sets obtained by the method
described above.

FIG. 13 1s a diagram showing an example of the neural
network and the learning rule of the neural network accord-
ing to Embodiment 3.

In Embodiments 1 and 2, the learning method using the
data obtained by the force sensor 801 i1s not described. In
Embodiments 1 and 2, only the images are used for the input
layer, but in Embodiment 3, the values obtained by the force
sensor 801 may be fed into the mput layer 1n place of the
images. The values provided by the force sensor 801 may be
three (a force and moments about two directions) or six
(forces 1n three directions and moments about three direc-
tions). The control amount (AX, AY, AZ, AAX, AAy, AAz) 1s
outputted 1n the output layer. Note here that, when the fitting
ol the male connector 110 and the female connector 120 1s
released, both the images and the values obtained by the
force sensor 801 are fed into the 1input layer at the same time.

In the learning process of the neural network, the param-
cters of the intermediate layer are optimize so that the output
values of the output layer approximate the control amounts;
here, the output values are derived from the input 1mages
and the values from the force sensor 801 via the intermediate
layer, and the control amounts are stored with their respec-
tive images and their respective values from the force sensor
801. Lastly, the path determination unit 802 provides the
learned data of the neural network to the control parameter
generation unit 202, so that the operation according to
Embodiment 1 can be performed.

The present embodiment has been described assuming the
tollowing. To perform the learning, the robot arm 100 moves
back little by little from the fitting position of the male
connector 110 and the female connector 120, and then
slightly moves to the peripheral positions, and, depending on
the number of pixels of the 1image of the monocular camera
102, satisfactory learning cannot be performed until the
fitting 1s released. However, 11 the monocular camera 102
produces suiliciently high definition images, which allow
the sutlicient learming using the images obtained when the
robot arm 100 slightly moves to the peripheral positions, the
learning may be performed by using only the 1mages pro-
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vided by the monocular camera 102. Also, even when the
male connector 110 and the female connector 120 are in the

fitted state, both the images of the monocular camera 102
and the values obtained from the force sensor 801 may be
used.

In Embodiments 1 and 2, the case where a plurality of
neural networks are used 1s described. Also in the present
embodiment, for example, diflerent neural networks may be
used for the case where the male connector 110 and the
female connector 120 are fitted and for the case where they
are not fitted. As described above, learning can be performed
more accurately by using the values from the force sensor
801 to form the input layer when the male connector 110 and
the female connector 120 are fitted and using the 1images to
form the mput layer when the fitting 1s released. Further,
even 1n a case of using only the images for learning, accurate
learning can be performed by separating processing for the
fitted state and for the released state, because the configu-
ration of the 1mages corresponding to each state 1s diflerent.

As stated mn Embodiments 1 and 2, application of this
technique 1s not limited to fitting of connectors. This method
can be eflectively applied, for example, to mounting IC
chips on a substrate and, especially, to inserting capacitors or
the like having legs with a large dimensional error into holes
ol a substrate.

This method can be applied not only to control for
insertion mto substrates but also to general position control
to derive a control amount from a known relations between
images and control amounts. In the present disclosure, the
relations between images and control amounts are learned
by the neural network; thus, individual differences in the
objects can be allowed in performing alignment of the
objects, and the control amounts can be calculated accu-
rately.

In the present embodiment, for a case of performing
operations including alignment and insertion of two objects,
a path setting unit 806 and an actor unit 804 are provided to
learn a control amount. The path setting unit 806 provides
the amount of movement for removing an object from 1its
inserted position, and for locating i1t on and around the path
of removing. The actor unit 804 obtains positions of the
object and the values of a force sensor 801 there to perform
learning by letting the positions of the object be the values
for the output layer and letting the values of the force sensor
801 be the values for the input layer. Therefore, learning data
can be collected ethiciently.

DESCRIPTION OF SYMBOLS

robot arm

oripping unit
monocular camera
male connector

female connector
imaging unit

control parameter generation unit
control unit

drive unit

input/output interface
Processor

memory

control circuit

motor

force sensor

path determination unit
critic unit

actor unit

100:
101:
102:
110:
120:
201:
202:
203:
204:
301:
302:
303:
304:
305:
801:
802:
303:
304:
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using each of the first control amount and the second control
amount outputted from the processing circuitry.
3. The position control device according to claim 1,
wherein
at a trial, the processing circuitry
receives information of an 1mage captured by the
imaging circuitry,

805: evaluation unit
806: path setting unit

The 1nvention claimed 1s:

1. A position control device to install a first object to a 5
second object by causing a motor to move the first object, the
device comprising:

imaging circuitry of a monocular camera to capture an

image mcluding two objects that are the first object and

within which a magnitude of the first control
amount falls,
select a second neural network as the neural network

outputs a first movement correction amount that maxi-
mizes a defined reward, that 1s obtained on a basis of

the second object; and 10 . L .
. . . . a position of the first object 1n an 1image captured by
processing circultry programmed to utilize a plurality of he ; . ity at a frst trial £ firat
neural networks, wherein each of the plurality of neural the imaging circuitry at a lirs e e, s e T
movement control amount for causing the motor to
networks ,
has an 1nput layer into which information of an image move the first object, _ _
captured by the imaging circuitry is inputted, 5 outputs. a secgnd movement con:ectlon amount th:;.at 1S
has an output layer in which a control amount obtained obtained using a recommendation value on a basis of
on a basis of a learning rule 1s outputted, the control a position of the first object in an image captured by
amount being for moving the first object in corre- the imaging circuitry at a second trial time, which 1s
spondence with the image inputted into the input later than the first trial time, as a second movement
layer, and 20 control amount for causing the motor to move the
1s trained 1n association with a range of control amounts first object, and
to be outputted by the output layer, wherein the obtains, when the first object 1s moved according to
plurality of neural networks are trained respectively cach of the first and second movement control
in association with a plurality of different ranges of amounts outputted from the processing circuitry, a
control amounts, 25 recommendation value on a basis of an evaluation
wherein the processing circuitry 1s further programmed to value indicating a degree of success based on a
in response to the 1maging circuitry capturing a first positional relation between the first object and the
image, which includes the first object and the second second object.
object, at a first time, 4. The position control device according to claim 2,
determine a {first range from among the different 30 wherein
ranges of control amounts having a highest mag- at a trial, the processing circuitry
nitude, and receives information of an 1mage captured by the
select a first neural network as the neural network imaging circuitry,
among the plurality of neural networks trained 1n outputs a {irst movement correction amount that maxi-
association with the first range, 35 mizes a defined reward, that 1s obtained on a basis of
input information of the first 1mage into the input a position of the first object 1n an 1image captured by
layer of the first neural network, the 1maging circuitry at a first trial time, as a {first
output a first control amount, which 1s outputted 1n movement control amount for causing the motor to
the output layer of the first neural network in move the first object,
response to the information of the first image 40 outputs a second movement correction amount that 1s
being inputted into the input layer of the first obtained using a recommendation value on a basis of
neural network, as a control amount for causing a position of the first object 1n an 1mage captured by
the motor to move the first object included 1n the the 1maging circuitry at a second trial time, which 1s
first image acquired from the imaging circuitry, later than the first trial time, as a second movement
in response to the 1imaging circuitry capturing a second 45 control amount for causing the motor to move the
image, which includes the first object and the second first object, and
object, at a second time, which 1s later than the first obtains, when the first object 1s moved according to
time, each of the first and second movement control
determine, from among the plurality of different amounts outputted from the processing circuitry, a
ranges of the control amounts, a second range 50 recommendation value on a basis of an evaluation

value indicating a degree of success based on a
positional relation between the first object and the
second object.

among the plurality of neural networks trained 1n 5. A position control method for installing a first object to

association with the second range, 55 a second object by causing a motor to move the first object,
input information of the second 1image into an input the method comprising:

layer of the second neural network, and determiming a first neural network from among a plurality

output a second control amount, which 1s outputted
in the output layer of the second neural network 1n
response to the mformation of the second 1mage
being inputted 1nto the mput layer of the second
neural network, as a control amount for causing
the motor to move the first object included in the
second 1mage acquired from the imaging circuitry.

60

of neural networks, each of the plurality of neural
networks including an input layer for mputting infor-
mation of an 1mage including the first object and the
second object, each of the plurality of neural networks
including an output layer for outputting a control
amount from a corresponding range of control
amounts, the first neural network being determined as

the one of the plurality of neural networks whose
corresponding range of control amount has a highest
magnitude;

2. The position control device according to claim 1, 65
turther comprising a controlling circuitry to control a current
value or a voltage value for the motor to move the first object
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inputting mformation of a first image, which 1s captured
by 1maging circuitry of a monocular camera at a first
time and includes the first object and the second object,
into an mput layer of the first neural network;
outputting a first control amount that 1s outputted 1n the
output layer of the first neural network, the first control
amount being a value
that 1s outputted as a result of the information of the
first image being mnputted into the mput layer of the
first neural network,
that 1s obtained on a basis of a learning rule, and
that 1s applied as a control amount for causing the
motor to move one of the two objects included in the
first image captured by the 1maging circuitry;
inputting information of a second 1mage including the first
object and the second object captured by the 1maging
circuitry at a second time, which 1s later than the first
time, mnto an mput layer of a second neural network
selected from among the plurality of neural networks
on a basis of which of the plurality of neural networks
has a corresponding range of control amounts within
which a magnitude of the first control amount falls; and
outputting a second control amount that 1s outputted 1n the
output layer of the second neural network, the second
control amount being a value
that 1s outputted as a result of the information of the
second 1mage being mnputted 1nto the mput layer of
the second neural network,
that 1s obtained on a basis of a learning rule, and
that 1s applied as a control amount for causing the
motor to move the first object included 1n the second
image captured by the imaging circuitry.

6. A position control method for installing a first object to
a second object by causing a motor to move the first object,
the method comprising:

performing a process of training a plurality of neural

networks including

calculating a first movement correction amount that
maximizes a defined reward on a basis of a position
of the first object in information of an image that
includes two objects that are the first object and the
second object, and that 1s captured by 1maging cir-
cuitry of a monocular camera at a first trial, as a first
movement control amount for causing the motor to
move the first object;

calculating a first recommendation value on a basis of
an evaluation value 1ndicating a degree of success
based on a positional relation between the first object
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and the second object when the first object 1s moved
according to the first movement control amount;

calculating, using the first recommendation value, a
second movement correction amount on a basis of a
position of the first object 1n an 1mage captured by
the 1maging circuitry at a second trial, as a second
movement control amount for causing the motor to
move the first object;

calculating, when the imaging circuitry captures an
image at a third trnal, a second recommendation
value on a basis of an evaluation value indicating a
degree of success based on a positional relation

between the first object and the second object when
the first object 1s moved according to the second
movement control amount:

calculating, using the second recommendation amount,
a third movement correction amount from a position
of the first object 1n an 1mage captured by the
imaging circuitry at the third trial, as a third move-

ment control amount for causing the motor to move
the first object; and

selecting a neural network from among the plurality of

trained neural networks, each of the plurality of neural
networks including an input layer for mputting infor-
mation of an 1mage including the first object and the
second object, each of the plurality of neural networks
including an output layer for outputting a control
amount from a corresponding range of control
amounts, the selection being made on a basis of the
ranges of control amounts respectively corresponding
to the plurality of neural networks;

inputting information of a particular image including the

first object and the second object, which 1s captured by
the imaging circuitry, into the mput layer of the selected
neural network; and

outputting a control amount that 1s outputted in the output

layer of the selected neural network, the obtained

control amount being a value

that 1s outputted as a result of the information of the
particular image being mputted into the mput layer
of the selected neural network,

that 1s obtained on a basis of a learning rule subjected
to said training, and

that 1s applied as a control amount for causing the
motor to move the first object included 1n the par-
ticular 1mage captured by the imaging circuitry.
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