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AUTOMATICALLY PERIODICALLY ACCESSING A PLURALITY OF
COMPUTING NODES IN A COMPUTING SYSTEM FOR CERTIFICATE
. EXPIRATION OF A CERTIFICATE OF THE PLURALITY OF COMPUTING |
NODES, WHEREIN THE AUTOMATICALLY PERIODICALLY ACCESSING |
1S PROVIDED BY A CENTRALIZED MANAGEMENT TOOL OF THE
COMPUTENG S‘KSTEM 7‘?6
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AUTOMATICALLY DETERMENENG THE CERTIFICATE OF THE
PLURALITY OF COMPUTING NODES HAS AN IMPENDING
CERTIFICATE EXPIRATION, BY THE CENTRALIZED MANAGEMENT
TOOL OF THE COMPUTING SYSTEM 720
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STANDALONE TOOL FOR CERTIFICATE
MANAGEMENT

RELATED APPLICATIONS

Benefit 1s claimed under 35 U.S.C. 119(a)-(d) to Foreign

Application Serial No. 201941021825 filed 1n India entitled
“STANDALONE TOOL FOR CERTIFICATE MANAGE-

MENT”, on Jun. 1, 2019, by VMWARE, INC., which 1is

herein incorporated 1n 1ts entirety by reference for all pur-
poses.

BACKGROUND

Secure Sockets Layer/Transport Layer Security (SSL/
TLS) 1s a protocol for securing traflic 1n a computing
system/network. In general, SSL/TLS 1s used for establish-
ing trust between two endpoints and the tratlic 1s encrypted
by the sender and decrypted by the receiver. In some
instances, SSL thumbprint (or fingerprint) verification may
be required. The management of SSL thumbprints 1s cum-
bersome and not specifically defined by any standard.

Additionally, provisioning of an endpoint with a signed
certificate in the computing system/network requires manual
procedures. Such manual procedures may increase chance of

error and may be cumbersome to the user to maintain and
manage thousands of endpoints in the computing system/
network.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated in
and form a part of this specification, illustrate various
embodiments and, together with the Description of Embodi-
ments, serve to explain principles discussed below. The
drawings referred to 1n this brief description of the drawings
should not be understood as being drawn to scale unless
specifically noted.

FIG. 1 depicts a block diagram of a distributed computing,
system, according to various embodiments.

FIG. 2 depicts a flow diagram for a method for automated
provisioning a certificate in a computing system, according
to various embodiments.

FI1G. 3 depicts a flow diagram for a method for automated
provisioning a certificate 1n a computing system, according
to various embodiments.

FI1G. 4 depicts a flow diagram for a method for automated
provisioning a certificate 1n a computing system, according,
to various embodiments.

FIG. 5 depicts a flow diagram for a method for automated
provisioning a certificate 1n a computing system, according,
to various embodiments.

FIG. 6 depicts a flow diagram for a method for automated
pushing of a certificate revocation list, according to various
embodiments.

FIG. 7 depicts a flow diagram for a method for automated
monitoring of certificate expiration, according to various
embodiments.

FIG. 8 depicts a flow diagram for a method for automated
remediation of certificate expiration, according to various
embodiments.

FIG. 9 depicts a flow diagram for a method automated
pushing of a certificate revocation list, according to various
embodiments.

FIG. 10 depicts a block diagram of a host computing
system, according to various embodiments.
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2

FIG. 11 1illustrates an example cloud-based computing
environment communicatively coupled with an out-of-net-
work computer system, according to various embodiments.

FIG. 12 illustrates a block diagram of an example SDDC
upon which embodiments described herein may be imple-
mented, according to various embodiments.

FIG. 13 1llustrates a block diagram of another layout of an
SDDC with user interfaces 1s shown in accordance with an
embodiment

FIG. 14 depicts a block diagram of a standalone tool for
certificate management, according to various embodiments.

FIG. 15 depicts a block diagram of a full-stack architec-
ture for the standalone tool for certificate management,

according to various embodiments.
FIG. 16 1s a block diagram of the CMS output to a GUI

that provides a single management interface for all SDDC
certificate operations, according to various embodiments.

DESCRIPTION OF EMBODIMENTS

Retference will now be made 1n detail to various embodi-
ments of the subject matter, examples of which are 1llus-
trated 1n the accompanying drawings. While various
embodiments are discussed herein, 1t will be understood that
they are not intended to limait to these embodiments. On the
contrary, the presented embodiments are intended to cover
alternatives, modifications and equivalents, which may be
included 1n the spirit and scope the various embodiments as
defined by the appended claims. Furthermore, in this
Description of Embodiments, numerous specific details are
set forth 1 order to provide a thorough understanding of
embodiments of the present subject matter. However,
embodiments may be practiced without these specific
details. In other mstances, well known methods, procedures,
components, and circuits have not been described in detail
as not to unnecessarily obscure aspects of the described
embodiments.

NOTATION AND NOMENCLATUR.

(Ll

Some portions of the detailed descriptions which follow
are presented 1n terms of procedures, logic blocks, process-
ing and other symbolic representations of operations on data
bits 1n a computer memory. These descriptions and repre-
sentations are the means used by those skilled in the data
processing arts to most eflectively convey the substance of
their work to others skilled in the art. In the present
application, a procedure, logic block, process, or the like, 1s
conceived to be one or more self-consistent procedures or
instructions leading to a desired result. The procedures are
those requiring physical manipulations of physical quanti-
ties. Usually, although not necessarily, these quantities take
the form of electrical or magnetic signals capable of being
stored, transferred, combined, compared, and otherwise
mampulated 1n an electronic device.

It should be borne 1n mind, however, that all of these and
similar terms are to be associated with the appropnate
physical quantities and are merely convenient labels applied
to these quantities. Unless specifically stated otherwise as
apparent from the following discussions, 1t 1s appreciated
that throughout the description of embodiments, discussions
utilizing terms such as “connecting,” “displaying,” “receiv-
ing,” “providing,” “determining,” “generating,” “establish-
ing,” “managing,” “extending,” “creating,” “migrating,”
“effectuating,” or the like, refer to the actions and processes
of an electronic computing device (e.g., ClientMachine) or
system such as: a host processor, a processor, a memory, a

- B Y - 22 &
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virtual storage area network (VSAN), a virtualization man-
agement server or a virtual machine (VM), software-defined
data center (SDDC), VMware Analytics Cloud (VAC) 1nira-
structure, among others, of a virtualization infrastructure or
a computer system of a distributed computing system, or the
like, or a combination thereof. It should be appreciated that
the virtualization infrastructure may be on-premises (e.g.,
local) or ofl-premises (e.g., remote or cloud-based), or a
combination thereof. The electronic device manipulates and
transforms data represented as physical (electronic and/or
magnetic) quantities in the electronic device’s registers and
memories into other data similarly represented as physical
quantities 1n the electronic device’s memories or registers or
other such information storage, transmission, processing, or
display components.

Embodiments described herein may be discussed in the
general context of processor-executable instructions resid-
ing on some form ol non-transitory processor-readable
medium, such as program modules, executed by one or more
computers or other devices. Generally, program modules
include routines, programs, objects, components, data struc-
tures, etc., that perform particular tasks or implement par-
ticular abstract data types. The functionality of the program
modules may be combined or distributed as desired in
various embodiments.

In the Figures, a single block may be described as
performing a function or functions; however, 1n actual
practice, the function or functions performed by that block
may be performed 1n a single component or across multiple
components, and/or may be performed using hardware,
using software, or using a combination of hardware and
software. To clearly illustrate this interchangeability of
hardware and software, various illustrative components,
blocks, modules, circuits, and steps have been described
generally 1n terms of their functionality. Whether such
functionality 1s i1mplemented as hardware or software
depends upon the particular application and design con-
straints imposed on the overall system. Skilled artisans may
implement the described functionality in varying ways for
cach particular application, but such implementation deci-
sions should not be 1nterpreted as causing a departure from
the scope of the present disclosure. Also, the example
mobile electronic device described herein may include com-
ponents other than those shown, including well-known
components.

The techniques described herein may be implemented in
hardware, software, firmware, or any combination thereof,
unless specifically described as being implemented in a
specific manner. Any features described as modules or
components may also be implemented together 1n an 1nte-
grated logic device or separately as discrete but interoper-
able logic devices. If implemented in software, the tech-
niques may be realized at least 1n part by a non-transitory
processor-readable storage medium comprising instructions
that, when executed, perform one or more of the methods
described herein. The non-transitory processor-readable data
storage medium may form part of a computer program
product, which may include packaging matenals.

The non-transitory processor-readable storage medium
may comprise random access memory (RAM) such as
synchronous dynamic random access memory (SDRAM),
read only memory (ROM), non-volatile random access
memory (NVRAM), electrically erasable programmable
read-only memory (EEPROM), FLASH memory, other
known storage media, and the like. The techniques addi-
tionally, or alternatively, may be realized at least 1n part by
a processor-readable communication medium that carries or
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4

communicates code in the form of instructions or data
structures and that can be accessed, read, and/or executed by

a computer or other processor.

The various 1illustrative logical blocks, modules, circuits
and 1nstructions described 1n connection with the embodi-
ments disclosed herein may be executed by one or more
processors, such as one or more motion processing units
(MPUs), sensor processing units (SPUs), host processor(s)
or core(s) thereot, digital signal processors (DSPs), general
purpose microprocessors, application specific integrated cir-
cuits (ASICs), application specific mstruction set processors
(ASIPs), field programmable gate arrays (FPGAs), or other
equivalent integrated or discrete logic circuitry. The term
“processor,” as used herein may refer to any of the foregoing
structures or any other structure suitable for implementation
of the techmiques described herein. In addition, 1n some
aspects, the functionality described herein may be provided
in dedicated software modules or hardware modules con-
figured as described herein. Also, the techniques could be
tully implemented 1n one or more circuits or logic elements.
A general purpose processor may be a microprocessor, but
in the alternative, the processor may be any conventional
processor, controller, microcontroller, or state machine. A
processor may also be implemented as a combination of
computing devices, €.g., a combination of an SPU/MPU and
a microprocessor, a plurality ol microprocessors, one or
more microprocessors 1 conjunction with an SPU core,
MPU core, or any other such configuration.

I. Automated Provisioning of Certificates
A. Distributed Computing System

FIG. 1 depicts an embodiment of a block diagram of
computing system 100. Computing system 100 includes,
among other things, a plurality of nodes or endpoints (e.g.,
nodes 110 and 112), centralized management tool 120 and
certificate authority 130.

System 100 can be any computing system or network that
includes various endpoints or computing nodes that are able
to provide for communication within system 100. System
100 can be but 1s not limited a virtualization infrastructure,
storage area network (SAN), etc. In one embodiment, sys-
tem 100 1s a distnibuted system.

Nodes 110 and 112 are any endpoint device or computing
nodes that are able to communicate with one another 1 a
networked environment. In one embodiment, the nodes are
hosts (e.g., ESX hosts, ESXi1 hosts and the like) mn a
virtualization infrastructure that provides the underlying
hardware for supporting virtual machines and their respec-
tive workloads. In another embodiment, the nodes are stor-
age devices 1 a SAN. It should be appreciated that system
100 can include any number of nodes such as thousands of
nodes.

Communication or data traflic within system 100, in one
embodiment, 1s secured by the Secure Sockets Layer/ Trans-
port Layer Security (SSL/TLS) protocol, referred to herein
as SSL, which 1s a standard security technology for estab-
lishing an encrypted link between nodes (e.g., a server and
a client). As such, SSL allows sensitive information such as
login credentials to be transmitted securely.

Centralized management tool 120 1s a central manage-
ment point for system 100. In general, centralized manage-
ment tool 120 1s a suite of virtualization tools (e.g., vSphere
suite). For example, centralized management tool 120
allows for the management of multiple ESX servers and
virtual machines from different ESX servers through a single
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console application. Centralized management tool 120 can
be stored and executed on one the hosts (e.g., node 110 or
node 112) or can be stored and executed on another physical
device (e.g., client device) that 1s communicatively coupled
with system 100.

Centralized management tool 120 enables a user (e.g., I'T
administrator) to manage system 100 from a single or
centralized tool, via a user interface. For example, resource
utilization and/or health of nodes may be controlled via
centralized management tool 120.

Additionally, centralized management tool 120 enables
for centralized management and automated provisioning of
digital certificates to the nodes in system 100. For example,
centralized management tool 120 automates the provision-
ing of SSL certificates to the nodes. In general, SSL Cer-
tificates are small data files that digitally bind a crypto-
graphic key to an orgamization’s details. When 1nstalled on
a node, the certificate allows for secure connections with the
node. In one embodiment, the digital certificates are X.509
certificates.

It should be appreciated that the centralized management
and automated provisioning of digital certificates to the
nodes 1n system 100 may be provided via a UI and/or APIs.
Additionally, APIs at the host and centralized management
tool level may be utilized to push certificates, keys, CRLs.
Moreover, users may configure options to adjust notification
levels, modes of operation, and certificate metadata via a Ul
and/or APIs.

Certificate authority 130 1s an authorized authority that
1ssues the certificates. In general, a certificate authority 1s an
entity that issues digital certificates. A digital certificate
certifies the ownership of a public key by the named subject
of the certificate. This allows others (relying parties) to rely
upon signatures or on assertions made by the private key that
corresponds to the certified public key. In this model of trust
relationships, a certificate authority 1s a trusted third party—
trusted both by the subject (owner) of the certificate and by
the party relying upon the certificate. In one embodiment,
certificate authority 130 1s provided and/or controlled by the
entity that provides or develops centralized management
tool (e.g., VMware). In another embodiment, certificate
authority 130 1s provided and/or controlled by an entity that
1s different than the entity that provides or develops the
centralized management tool.

Certificate authority 130, in one embodiment, 1s a root
certificate authority. In another embodiment, certificate
authority 130 1s an imtermediary certificate authornty to
another certificate authority (not shown).

Various non-limiting embodiments of the SSL protocol
relating to certificates are provided below:

SSL 1s used for establishing trust between two endpoints
and then the traflic (data) 1s encrypted by the sender and
decrypted by the receiver. Typically, SSL certificate valida-
tion 1s done by validating the certificate of the endpoint
against a set of trusted root certificates. If no root certificate
that can trust the endpoints’ certificate 1s found, the certifi-
cate 1s deemed not trusted.

However, the above mechanism works when there are
properly signed certificates used by the endpoints and when
the relevant trusted root certificates are present on the client
side.

In the cases where either the endpoint has seli-signed
certificates or the client does not have the relevant root
certificates that signed the endpoints’ certificates, an exter-
nal entity (e.g., an administrator) can assign trust to that
endpoints’ certificate by explicitly telling the client to trust
the mcoming certificate. As a result, the client remembers
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6

some metadata of the incoming certificate (e.g., fingerprint
of the certificate) such that 1t can trust that certificate later

on. This mechanism 1s often called trust on first use (TOFU).

B. Method of Automated Provisioning of Digital
Certificates

FIG. 2 depicts an embodiment of a “swim lane™ flow chart
for a method 200 of automated provisioning of digital
certificates.

At 210 of method 200, centralized management tool 120
connects/provisions node 110 to system 100. In one embodi-
ment, node 110 1s an ESX host that 1s configured to host
various virtual machines in a virtualization inirastructure.

At 212, an unsigned SSL certification 1s transmitted to
centralized management tool 120. It 1s noted that when node
110 1s added to system 100, node 110 self-signs a certificate.
However, a self-signed certificate 1s not deemed trustworthy
in system 100. As such, communication with node 110 1s not
deemed to be to be trustworthy.

In one embodiment, subsequent step 212 (and prior to step
214), there 1s a resulting trust on {irst use. For example, the
TOFU occurs based on the administrator assigns a trust to
the endpoints” certificate by telling the client to trust the
incoming certificate.

At 214, centralized management tool 120 requests a
certificate signing request (CSR) from the node that 1s to be
or just added to system 100. In general, a CSR 1s a message
sent from an applicant to a certificate authority in order to
apply for a digital identity certificate. Additionally, a CSR 1s
a block of encrypted text that 1s generated on the server that
the certificate will be used on. It contains information that
will be 1included 1n the certificate such as your orgamization
name, common name (domain name), locality, and country.
It also contains the public key that will be included in the
certificate. A private key 1s usually created at the same time
that you create the CSR.

At 216, node 110 provides a CSR to centralized manage-
ment tool 120.

At 218, centralized management tool 120 provides the
CSR to certificate authority 130. That 1s, the centralized
management tool presents the CSR to the certificate author-
ity on behalf of the node. In one embodiment, certificate
metadata 1s provided to certificate authority 130.

At 220, 1n response to recerving CSR from node 110 (via
centralized management tool 120), certificate authority 130
generates certificates. For example, certificate authority 130
creates a certificate for node 110 and signs the certificate
with a signing key.

The certificates the certificate authority generates may be,
but 1s not limited to, a signed certificate, trusted certificate,
root certificate, etc.

Additionally, certificate authority generates a certificate
revocation list (CRL). In general, a CRL 1s a list of certifi-
cates (or a list of serial numbers for certificates) that have
been revoked. Therelore, nodes or entities presenting those
(revoked) certificates should no longer be trusted.

At 222, centralized management tool 120, upon receiving
the certificates and CRL from certificate authority 130,
transmits (€.g., pushes) the certificates and CRL to node 110.
As a result, centralized management tool 120 automatically
provisions node 110 with signed SSL certificates at the time
node 1s added to system 100. Moreover, node 110 1s trusted
within system 100 at the time node 1s added to system 100.
That 1s, the node 1s automatically trusted by any service that
has the certificate authorities root certificate 1n 1ts trust-store.
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In general, the root certificate 1s the signing certificate of the
certificate authority that signs the node’s certificate.

Upon receiving the certificates, node 110 refreshes its
SSL context and starts using the new trusted certificates.

In various embodiments, node 110, prior to being added
to or transitioning into system 100, may include older and
untrustworthy certificates. In response, to receiving updated
certificates and a CRL (as described 1n step 222), node 110

refreshes 1ts SSL context and starts using the new trusted
certificates.

C. Certificate Modes

Various modes can be utilized to provision certificates.
Such modes can include a default mode, a custom certificate
mode and a thumbprint mode.

The default mode, 1n one embodiment, 1s when certificate
authority 130 1s provided by the same entity (e.g., VMware)
as the entity that provides centralized management tool 120.
In such an embodiment, certificate authority 130 1s a
VMware certificate authority. Moreover, by default, the
VMware certificate authority 1s used as the certificate
authority for node certificates (e.g., ESX1 host certificates).
The VMware certificate authority i1s the root certificate
authority by default, but 1t can be set up as an intermediary
certificate authority to another certificate authority. In this
mode, users can manage certificates from vSphere Web
Client (e.g., centralized management tool 120).

The custom mode, 1n one embodiment, enables users to
manage their own external certificate authornty if they so
desire. In this mode, customers are responsible for managing
certificates.

The thumbprint mode, 1n one embodiment, 1s a fallback
mode 1f, for example, the default mode 1s not working
properly. In this mode, each of the certificates includes a
thumbprint. The thumbprint 1s a hash value computed over
the complete certificate, which includes all 1ts fields, includ-
ing the signature.

D.

Example Methods of Operation

The following discussion sets forth 1n detail the operation
of some example methods of operation of embodiments.
With reference to FIGS. 3, 4 and 5, flow diagrams 300, 400
and 3500 illustrate example procedures used by various
embodiments. Flow diagrams 300, 400 and 500 include
some procedures that, 1n various embodiments, may include
some steps that are carried out by a processor under the
control of computer-readable and computer-executable
instructions. In this fashion, procedures described herein and
in conjunction with tlow diagrams 300, 400 and 500 are, or
may be, implemented using a computer, i various embodi-
ments. The computer-readable and computer-executable
instructions can reside 1in any tangible computer readable
storage media. Some non-limiting examples ol tangible
computer readable storage media include random access
memory, read only memory, magnetic disks, solid state
drives/*“disks,” and optical disks, any or all of which may be
employed with computer environments. The computer-read-
able and computer-executable mstructions, which reside on
tangible computer readable storage media, are used to con-
trol or operate 1n conjunction with, for example, one or some
combination of processors of the computer environments
and/or virtualized environment. It 1s appreciated that the
processor(s) may be physical or virtual or some combination
(it should also be appreciated that a virtual processor 1s
implemented on physical hardware). Although specific pro-
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cedures are disclosed in tflow diagrams 300, 400 and 500
such procedures are examples. That 1s, embodiments are
well suited to performing various other procedures or varia-
tions of the procedures recited 1n tlow diagrams 300, 400
and 500. Likewise, 1n some embodiments, the procedures 1n
flow diagrams 300, 400 and 500 may be performed in an
order different than presented and/or not all of the proce-
dures described 1n one or more of these flow diagrams may
be performed.

FIG. 3 depicts a process tlow diagram 300 of a method for
automated provisioning a certificate in a computing system,
according to various embodiments.

At 310, accessing a certificate signing request from a
computing node by a centralized management tool of the
computing system. For example, centralized management
tool 120 receives a CSR from node 110 that 1s imitiated to be
added to system 100.

At 320, providing the certificate sigming request to a
certificate authority by the centralized management tool. For
example, centralized management tool 120 transmits the
CSR (received from node 110) to certificate authority 130.

At 330, accessing a signed certificate from the certificate
authority for the computing node. For example, centralized
management tool 120 receives signed X.509 certificates
from certificate authority 130.

At 340, providing the signed certificate to the computing
node, by the centralized management tool, such that there 1s
automated provisioning of the signed certificate at the com-
puting node to establish trust of the computing node 1n the
computing system. For example, a node to be added to
system 100 receives the signed certificates from centralized
management tool 120. As a result, there 1s an establish trust
of the computing node 1n the computing system.

At 350, providing a root certificate to the computing node
by the centralized management tool. For example, certificate
authority 130 provides a root certificate to centralized man-
agement tool 120 which then transmaits the root certificate to
node 110.

At 360, providing a certificate revocation list to the
computing node by the centralized management tool. For
example, certificate authority 130 provides a CRL to cen-
tralized management tool 120 which then transmits the CRL
to node 110.

At 370, informing services associated with the computing
node to utilize the signed certificate rather than a self-signed
certificate. For example, by recerving signed certificates
from centralized management tool 120 and refreshing 1its
SSL context the services of node 110 are informed to use the
newly provided certificates.

It 1s noted that any of the procedures, stated above,
regarding flow diagram 300 may be implemented 1n hard-
ware, or a combination of hardware with firmware and/or
software. For example, any of the procedures are imple-
mented by a processor(s) of a cloud environment and/or a
computing environment.

FIG. 4 depicts a process tlow diagram 400 of a method for
automated provisioning a certificate 1n a computing system,
according to various embodiments.

At 410, accessing a signed certificate from a certificate
authority for a computing node, wherein the computing node
initially comprises an untrusted self-signed certificate. For
example, centralized management tool 120 receives signed
certificates from certificate authority 130 for a node to be
added to system 100. The node (e.g., node 110) to be added
to system 100 immitially includes an untrusted seli-signed
certificate.




US 11,424,940 B2

9

At 420, providing the signed certificate to the computing
node, by the centralized management tool, wherein the
signed certificate 1s for replacing the untrusted seli-signed
certificate at the computing node such that there i1s auto-
mated provisioning of the signed certificate at the computing,
node to establish trust of the computing node in the com-
puting system. For example, centralized management tool
120 transmits the signed certificates to the node to be added
to system 100. The signed certificates replace other certifi-
cates (e.g., outdated certificates, untrusted certificates) of the
node. As a result, there 1s automated provisioning of the
signed certificates at the computing node to establish trust of

the computing node 1n the computing system.
At 430, providing a certificate revocation list to the

computing node by the centralized management tool. For

example, centralized management tool 120 also provides a
CRL to the node.

It 1s noted that any of the procedures, stated above,
regarding flow diagram 400 may be implemented in hard-
ware, or a combination of hardware with firmware and/or
software. For example, any of the procedures are imple-
mented by a processor(s) of a cloud environment and/or a
computing environment.

FIG. 5 depicts a process tlow diagram 500 of a method for
automated provisioning a certificate in a computing system,
according to various embodiments.

At 510, providing an untrusted self-signed certificate to a
centralized management tool of the computing system. For
example, a node to be added to system 100 1mitially includes
an untrusted self-signed certificate that 1s transmitted to
centralized management tool 120.

At 520, providing a certificate signing request to a cer-
tificate authority via the centralized management tool of the
computing system. For example, a CSR 1s transmitted from
the node to centralized management tool 120.

At 530, accessing a signed certificate from the certificate
authority via the centralized management tool such that
there 1s automated provisionming of the signed certificate at
the computing node to establish trust of the computing node
in the computing system. For example, the node to be added
to system 100 receives signed certificates from centralized
management tool 120 (which received the certificates from
certificate authority 130). As a result, there 1s automated
provisioning of the signed certificate at the computing node
to establish trust of the computing node in the computing,
system.

At 340, accessing a root certificate. For example, the node
receives a root certificate from the certificate authority via
centralized management tool 120.

At 3550, accessing a certificate revocation list. For
example, the node receives a CRL from the certificate
authority via centralized management tool 120.

It 1s noted that any of the procedures, stated above,
regarding flow diagram 500 may be implemented 1n hard-
ware, or a combination of hardware with firmware and/or
software. For example, any of the procedures are imple-
mented by a processor(s) of a cloud environment and/or a
computing environment.

II. Automated Monitoring and Managing of
Certificates

As will be described in further detail below, centralized
management tool 120 provides various automated and cen-
tralized monitoring and managing of certificates for nodes in
system 100.
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A. Automated Monitoring of Certificate Expiration

Centralized management tool 120, in various embodi-
ments, provides for automated monitoring of certificate
expiration. That 1s, centralized management tool 120 peri-
odically monitors for the expiration of certificates 1n a node.

A signed certificate (e.g., X.509 certificate) includes a
certificate expiration. In particular, when the signed certifi-
cate 1s signed or created the certificate includes certificate
expiration that indicates when the certificate will expire and
no longer trusted. If the certificate 1s not updated by the time
the certificate expiration 1s met, then the certificate expires.
As a result, the node that includes the expired certificate 1s
deemed to not be trusted 1n system 100.

Centralized management tool 120, in various embodi-
ments, periodically (e.g., daily, weekly, etc.) accesses the
nodes 1n system 100 to determine the certificate expiration
of the certificates in the nodes. I 1t 1s determined that a
certificate of a node has an impending certificate, then
centralized management tool 120 automatically creates an
alert to indicate that the certificate may expire soon.

An alert may be generated in response to various time
thresholds. Alerts may be presented to a use via a Ul of the
centralized management tool. For example, 1f a certificate 1s
impending to expire within a first threshold (e.g., 8 months),
then an alert 1s generated. The first threshold may be
considered a green status.

Likewise, if a certificate 1s impending to expire within a
second threshold (e.g., 1-8 months), then an alert 1s gener-
ated with a higher importance than the alert based on the first
threshold. The second threshold may be considered a soft
threshold or a yellow status.

On a receipt of an alert of a certificate in a threshold (e.g.,
soit threshold), the administrator may choose to manually
refresh the certificates on the corresponding node. Alterna-
tively, centralized management tool 120 may automatically
refresh the certificates 1in certain cases, such as when the
node whose certificate 1s 1n the soft (or hard) threshold 1s
being added to the inventory of the centralized management
tool.

Similarly, 1f a certificate 1s impending to expire within a
third threshold (e.g., 1 month), then an alert 1s generated
with a higher importance than the alert based on the second

threshold. The third threshold may be considered a hard
threshold or red status.

In various embodiments, 1t the administrator does not
respond to this alert and/or does not manually refresh the
certificates, centralized management tool 120 may automati-
cally provide new certificates to the node.

The alerts of the impending expiration of certificates
facilitates 1n the prevention of actual certificate expiration.

B. Automated Remediation of Certificate Expiration

Centralized management tool 120, in various embodi-
ments, provides for automated remediation of certificate
expiration. In particular, when a node 1s added to or recon-
nected to the computing system, centralized management
tool 120 automatically accesses certificates 1n the node and
automatically determines the certificate expiration of the
certificates.

If 1t 1s determined that a certificate has an i1mpending
certificate expiration, then centralized management tool 120
automatically provides the node new certificate to replace
the certificate with an impending certificate expiration.

An impending certificate expiration 1s determined based
on various time thresholds, as described above. For
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example, 11 a certificate 1s set to expire within a first time
frame (e.g., 8 months), then 1t 1s determined that the cer-
tificate has an impending certificate expiration. Likewise, 11
a certificate 1s set to expire within a second time frame (e.g.,
1-8 months), then it 1s determined that the certificate has an
impending certificate expiration. Similarly, if a certificate 1s
set to expire within a third time frame (e.g., 1 month), then
it 1s determined that the certificate has an impending cer-
tificate expiration.

C. Automated Pushing of a Certificate Revocation
List

Centralized management tool 120, 1 various embodi-
ments, provides for automated pushing of a CRL. For
example, 1n response to revocation of a computing node
(e.g., node 110) 1n computing system 100, centralized man-
agement tool 120 recerves an updated CRL from certificate
authority 130 and then automatically provides the CRL to
other nodes 1n the computing system (e.g., node 112). The
updated CRL indicates that the certificates associated with
the revoked node are untrustworthy. As a result, other nodes
in the computing system are aware that the revoked node 1s
untrustworthy.

FIG. 6 depicts an embodiment of a “swim lane” flow chart
for a method 600 of automated pushing of a CRL.

At 610, user 605 (e.g., admimstrator of system 100)
revokes certificates 1 node 110 by way of centralized
management tool 120. For example, the user 1s made aware
that node 110 1s untrustworthy and desires to revoke cer-
tificates of node 110 via a Ul or CLI.

At 612, centralized management tool 120 transmits
instructions to certificate authority 130 to revoke the cer-
tificates of node 110 (as instructed by user 605). As a result,
node 110 1s deemed to be untrustworthy.

At 614, the user provides structions to remove node 110
from the system because it 1s untrustworthy.

At 616, centralized management tool 120 removes node
110 from system 100. As a result, node 110 1s no longer a
security risk to system 100.

At 618, centralized management tool 120 provides 1ndi-
cation to user 6035 that the certificates of node 110 were
revoked and the node was removed from system 100.

At 620, centralized management tool 120 requests CRLs
from certificate authority 130.

At 622, certificate authority 130 transmits updated CRLs
to centralized management tool 120. The CRLs indicate that
the certificates 1n node 110 are revoked and that node 110 1s
removed from system 100.

At 624, centralized management tool 120 transmits the
updated CRLs to node 112 (and other nodes 1n system 100).
As a result, node 112 (and other nodes 1n system 100) are
aware that the certificates 1 node 110 are revoked and
therefore node 110 1s untrustworthy.

D.

Example Methods of Operation

The following discussion sets forth 1n detail the operation
of some example methods of operation of embodiments.
With reference to FIGS. 7, 8 and 9, flow diagrams 700, 800
and 900 illustrate example procedures used by various
embodiments. Flow diagrams 700, 800 and 900 include
some procedures that, 1n various embodiments, may include
some steps that are carried out by a processor under the
control of computer-readable and computer-executable
instructions. In this fashion, procedures described herein and
in conjunction with tlow diagrams 700, 800 and 900 are, or
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may be, implemented using a computer, 1n various embodi-
ments. The computer-readable and computer-executable
istructions can reside in any tangible computer readable
storage media. Some non-limiting examples of tangible
computer readable storage media include random access
memory, read only memory, magnetic disks, solid state
drives/“disks,” and optical disks, any or all of which may be
employed with computer environments. The computer-read-
able and computer-executable istructions, which reside on
tangible computer readable storage media, are used to con-
trol or operate 1n conjunction with, for example, one or some
combination of processors of the computer environments
and/or virtualized environment. It 1s appreciated that the
processor(s) may be physical or virtual or some combination
(1t should also be appreciated that a virtual processor 1s
implemented on physical hardware). Although specific pro-
cedures are disclosed 1n flow diagrams 700, 800 and 900
such procedures are examples. That 1s, embodiments are
well suited to performing various other procedures or varia-
tions ol the procedures recited 1in flow diagrams 700, 800
and 900. Likewise, in some embodiments, the procedures 1n
flow diagrams 700, 800 and 900 may be performed in an
order different than presented and/or not all of the proce-
dures described in one or more of these flow diagrams may
be performed.

FIG. 7 depicts a process tlow diagram 700 of a method for
automated monitoring certificate expiration, according to
various embodiments.

At 710, automatically periodically accessing a plurality of
computing nodes 1 a computing system Ifor certificate
expiration of a certificate of the plurality of computing
nodes, wherein the automatically periodically accessing 1s
provided by a centralized management tool of the computing
system. For example, centralized management tool 120
automatically and periodically accesses certificate expira-
tion of certificates of the nodes 1n system 100. The central-
1zed management tool may access the nodes for the certifi-
cation expiration daily, every day, every other day, weekly,
etc.

At 720, automatically determining the certificate of the
plurality of computing nodes has an impending certificate
expiration, by the centralized management tool of the com-
puting. For example, centralized management tool 120 auto-
matically determines whether or not any of the certificates
have an impending certificate expiration.

At 730, in response to the determining, automatically
generating an alert, by the centralized management tool, that
indicates the impending certificate expiration of the certifi-
cate. If 1t 1s determined that a certificate has an impending
certificate expiration, the centralized management tool gen-
crates an alert and presents the alert the user such that the
user 1s aware of the impending certificate expiration.

At 740, periodically pushing certificate revocation lists to
the plurality of computing nodes by the centralized man-
agement tool. For example, the centralized management tool
periodically provides CRLs to nodes 1n system 100. As a
result, the nodes are made aware of certificates that are
revoked and therefore do not trust the nodes with the
revoked certificates.

At 750, preventing certificate expiration of the certificate.
For example, by alerting a user of impending certificate
expiration, the user may direct the centralized management
tool to replace the impending expiring certificates with new
certificates. As a result, the certificates are prevented from
expiring.

It 1s noted that any of the procedures, stated above,
regarding flow diagram 700 may be implemented 1n hard-
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ware, or a combination of hardware with firmware and/or
software. For example, any of the procedures are imple-
mented by a processor(s) of a cloud environment and/or a
computing environment.

FIG. 8 depicts a process flow diagram 800 of a method for
automated remediation of certificate expiration, according to
various embodiments.

At 810, in response to mitiation of adding or reconnecting
a computing node to a computing system, automatically
accessing a certificate expiration of a certificate of the
computing node by a centralized management tool of the
computing system. For example, a user directs centralized
management tool 120 to add or reconnect a node (e.g., host,
storage device) to system 100. Then centralized manage-
ment tool 120 automatically accesses the certificate expira-
tion of any certificates 1n the node.

At 820, automatically determining the certificate of the
computing node has an impending certificate expiration, by
the centralized management tool of the computing system.
For example, upon accessing the certificate expiration, cen-
tralized management tool 120 then determines whether or
not the certificate has an impending certificate expiration.

At 830, 1n response to the automatically determining,
automatically providing the computing node a new certifi-
cate to replace the certificate with the impending certificate
expiration, by the centralized management tool of the com-
puting system. For example, 11 1t determined that there 1s an
impending certificate expiration, then centralized manage-
ment tool 120 automatically provides the computing node
with a new certificate (that does not have an impending
expiration) to replace the certificate with the impending
certificate expiration.

At 840, periodically pushing certificate revocation lists to
the computing node by the centralized management tool. For
example, the centralized management tool periodically pro-
vides CRLs to nodes 1n system 100. As a result, the nodes
are made aware of certificates that are revoked and therefore
do not trust the nodes with the revoked certificates.

It 1s noted that any of the procedures, stated above,
regarding flow diagram 800 may be implemented in hard-
ware, or a combination of hardware with firmware and/or
software. For example, any of the procedures are imple-
mented by a processor(s) of a cloud environment and/or a
computing environment.

FIG. 9 depicts a process flow diagram 900 of a method for
automated pushing of a certificate revocation list, according
to various embodiments.

At 910, in response to revocation of a certificate of a first
computing node in a computing system, accessing a certifi-
cate revocation list that indicates that the first computing
node untrustworthy, by centralized management tool of the
computing system, from a certificate authority. For example,
il a certificate of node 110 1s revoked, then an updated CRL
that indicates that the certificate 1s revoked 1s created by the
certificate authonty and provided to the centralized man-
agement tool.

At 920, automatically providing the certificate revocation
list to other computing nodes in the computing system, by
the centralized management tool, such that the first comput-
ing node 1s untrustworthy to the other computing nodes. For
example, centralized management tool 120 pushes the
updated CRL to other nodes in the system. As a result, the
other nodes are made aware that the first node 1s untrust-
worthy.

At 930, automatically periodically pushing updated cer-
tificate revocation lists to other computing nodes in the
computing system. For example, the centralized manage-
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ment tool periodically provides CRLs to nodes in system
100. As a result, the nodes are made aware of certificates that
are revoked and therefore do not trust the nodes with the
revoked certificates.

It 1s noted that any of the procedures, stated above,
regarding flow diagram 900 may be implemented 1n hard-
ware, or a combination of hardware with firmware and/or
software. For example, any of the procedures are imple-
mented by a processor(s) of a cloud environment and/or a
computing environment.

E. Example Host Computer System

As described above, computing system 100, i one
embodiment, 1s a virtualized computing environment,
wherein the nodes are hosts (or host computing system)
within the virtualized computing environment.

FIG. 10 1s a schematic diagram that illustrates a virtual-
1zed computer system that 1s configured to carry out one or
more embodiments of the present invention. The virtualized
computer system 1s implemented 1n a host computer system
1000 including hardware platform 1030. In one embodi-
ment, host computer system 1000 1s constructed on a con-
ventional, typically server-class, hardware platform.

Hardware platform 1030 includes one or more central
processing units (CPUs) 1032, system memory 1034, and
storage 1036. Hardware platform 1030 may also include one
or more network interface controllers (NICs) that connect
host computer system 1000 to a network, and one or more
host bus adapters (HBAs) that connect host computer system
1000 to a persistent storage unit.

Hypervisor 1020 is 1nstalled on top of hardware platiorm
1030 and supports a virtual machine execution space within
which one or more virtual machines (VMs) may be concur-
rently instantiated and executed. Each virtual machine
implements a virtual hardware platform that supports the
installation of a guest operating system (OS) which 1s
capable of executing applications. For example, virtual
hardware 1024 for virtual machine 1010 supports the 1nstal-
lation of guest OS 1014 which 1s capable of executing
applications 1012 within virtual machine 1010.

Guest OS 1014 may be any of the well-known commodity
operating systems, and includes a native file system layer,
for example, either an NTFS or an ext3FS type {file system
layer. 10s 1ssued by guest OS 1014 through the native file
system layer appear to guest OS 1014 as being routed to one
or more virtual disks provisioned for virtual machine 1010
for final execution, but such 10s are, 1n reality, reprocessed
by 10 stack 1026 of hypervisor 1020 and the reprocessed
I0s are 1ssued, for example, through an HBA to a storage
system.

Virtual machine monitor (VMM) 1022 and 10227 may be
considered separate virtualization components between the
virtual machines and hypervisor 1020 (which, 1n such a
conception, may 1itself be considered a virtualization “ker-
nel” component) since there exists a separate VMM for each
instantiated VM. Alternatively, each VMM may be consid-
ered to be a component of 1ts corresponding virtual machine
since such VMM 1ncludes the hardware emulation compo-
nents for the virtual machine. It should also be recognized
that the techniques described herein are also applicable to
hosted virtualized computer systems. Furthermore, although
benelits that are achieved may be different, the techniques
described herein may be applied to certain non-virtualized
computer systems.
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Standalone Tool for Certificate Management

As discussed herein, SSL/TLS certificate generation,
installation, and replacement are tedious, time consuming
and error-prone workilows that occur within cloud based
virtual products. Further, certificate management can
include a number of operational phases of a lifecycle which
have also been discussed herein. The phases can include, but
are not limited to, a refresh, an inventory, a monitor and a
retirement. Although four phases are disclosed, they could
be combined or separated into any number of phases. The
grouping provided herein 1s one embodiment that 1s used for
purposes of clarity.

As discussed herein, during the refresh phase, certificate
validity 1s tracked, they are replaced prior to expiration, and
proper installation 1s verified. The inventory and monitoring
phases include logging pertinent information about certifi-
cate deployment and continually monitoring mventory to
ensure compliance.

The retirement phase records the status of expired cer-
tificates, records the identification, revocation, and/or
replacement of compromised certificates, and the like. In
one embodiment, the retirement phase will also 1include an
identifier for the administrator that authorized, verified,
scheduled, or otherwise interacted with the certificate.

FI1G. 11 illustrates a certificate management service (CMS
1120) operating outside of an example virtualization inira-
structure 1114 (which 1s similar to computing system 100
discussed herein) and communicatively coupled with an
out-of-network computing device 1102. In the cloud-com-
puting paradigm, computing cycles and data-storage facili-
ties are provided to organizations and individuals by cloud-
computing providers. In addition, larger organizations may
clect to establish private cloud-computing facilities 1n addi-
tion to, or instead ol subscribing to computing services
provided by public cloud-computing service providers. In
FIG. 11, a system administrator for an organization, using
out-of-network computing device 1102, accesses the virtu-
alization infrastructure 1114, through a connection such as,
but not limited to, the Internet 1110 and through the CMS
1120 (discussed in further detail in FIG. 13).

For example, the administrator can, using out-of-network

computing device 1102, configure virtual computer systems
and even entire virtual data centers and launch execution of
application programs on the virtual computer systems and
virtual data centers in order to carry out any of many
different types of computational tasks.
In one embodiment, virtualization infrastructure 1114
includes computing system 1113 and virtualized environ-
ment 1115, according to various embodiments. In general,
computing system 1113 and virtualized environment 11135
are commumnicatively coupled over a network such that
computing system 1113 may access functionality of virtu-
alized environment 1115.

In one embodiment, computing system 1113 may be a
system (e.g., enterprise system) or network that includes a
combination of computer hardware and software. The cor-
poration or enterprise utilizes the combination of hardware
and software to organize and run its operations. To do this,
computing system 1113 uses resources 1117 because com-
puting system 1113 typically does not have dedicated
resources that can be given to the virtualized environment
1115. For example, an enterprise system (ol the computing
system 1113) may provide various computing resources for
various needs such as, but not limited to information tech-
nology (IT), security, email, efc.

In various embodiments, computing system 1113 includes
a plurality of devices 1116. The devices are any number of
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physical and/or virtual machines. For example, in one
embodiment, computing system 1113 1s a corporate com-
puting environment that includes tens of thousands of physi-
cal and/or virtual machines. It 1s understood that a virtual
machine 1s implemented in virtualized environment 11135
that includes one or some combination of physical comput-
ing machines. Virtualized environment 1115 provides
resources 1117, such as storage, memory, servers, CPUs,
network switches, etc., that are the underlying hardware
inirastructure for virtualization infrastructure 1114.

The physical and/or virtual machines of the computing
system 1113 may include a variety of operating systems and
applications (e.g., operating system, word processing, etc.).
The physical and/or virtual machines may have the same
installed applications or may have different installed appli-
cations or software. The installed software may be one or
more software applications from one or more vendors.

Each wvirtual machine may include a guest operating
system and a guest file system. Moreover, the virtual
machines may be logically grouped. That 1s, a subset of
virtual machines may be grouped together 1n a container
(e.g., VMware apt). For example, three different virtual
machines may be implemented for a particular workload. As
such, the three different virtual machines are logically
grouped together to facilitate 1 supporting the workload.
The virtual machines 1n the logical group may execute
instructions alone and/or 1n combination (e.g., distributed)
with one another. Also, the container of virtual machines
and/or 1individual virtual machines may be controlled by a
virtual management system. The virtualization infrastructure
may also include a plurality of virtual datacenters. In gen-
cral, a virtual datacenter 1s an abstract pool of resources
(e.g., memory, CPU, storage). It 1s understood that a virtual
data center 1s implemented on one or some combination of
physical machines.

In various embodiments, computing system 1113 may be
a cloud environment, built upon a virtualized environment
1115. Computing system 1113 may be located 1n an Internet
connected datacenter or a private cloud computing center
coupled with one or more public and/or private networks.
Computing system 1113, in one embodiment, typically
couples with a virtual or physical entity 1n a computing
environment through a network connection which may be a
public network connection, private network connection, or
some combination thereof. For example, a user may con-
nect, via an Internet connection, with computing system
1113 by accessing a web page or application presented by
computing system 1113 at a virtual or physical entity.

As will be described 1n further detail herein, the virtual
machines are hosted by a host computing system. A host
includes virtualization soitware that is istalled on top of the
hardware platform and supports a virtual machine execution
space within which one or more virtual machines may be
concurrently instantiated and executed.

In some embodiments, the virtualization software may be
a hypervisor (e.g., a VMware ESX™ hypervisor, a VMware
Exit hypervisor, etc.) For example, if hypervisor 1s a
VMware ESX™ hypervisor, then virtual functionality of the
host 1s considered a VMware ESX™ server.

Additionally, a hypervisor or virtual machine monitor
(VMM) 1s a piece of computer software, firmware or hard-
ware that creates and runs virtual machines. A computer on
which a hypervisor 1s running one or more virtual machines
1s defined as a host machine. Each virtual machine is called
a guest machine. The hypervisor presents the guest operating
systems with a virtual operating platform and manages the
execution of the guest operating systems.
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During use, the virtual machines perform various work-
loads. For example, the virtual machines perform the work-

loads based on executing various applications. The virtual
machines can perform various workloads separately and/or
in combination with one another.

Example VMware EVO SDDC Rack

With reference now to FIG. 12, a block diagram of an
SDDC 12350 1s shown 1n accordance with an embodiment. In
one embodiment, SDDC 1250 1s a combination of software
and hardware. Moreover, although there are some specific
components of SDDC 1250 discussed herein and contained
in the Figures, the technology may be well suited to different
arrangements, organization, or the like. In general, SDDC
1250 utilizes the concepts of virtualization across all data
center resources and services over a cloud infrastructure
1225 (e.g., compute, storage, and networking) to deliver a
tully automated, zero-downtime infrastructure that can
transparently include different hardware over time. SDDC
1250 provides abstraction, pooling, and automation of the
compute, storage, and networking cloud infrastructure 1223
services. Under SDDC 12350, policy-driven automation will
enable provisioming and ongoing management of both
physical and logical compute, storage, and network services.

SDDC 1230 also includes management capabilities that
are part of a dedicated management inirastructure, e.g.,
cloud management 1215. The cloud management 12135
capabilities include aspects such as inventory management,
security management, performance management, and avail-
ability management.

Inventory management refers to aspects such as a hard-
ware abstraction layer that interfaces with the hardware
components such as servers with direct attached storage
(DAS), switches, power distribution units (PDUs), and other
physical devices. It 1s responsible for discovery, inventory,
monitoring, configuration, and lifecycle management of
individual servers or switches. In one embodiment, the
SDDC manager 1235 will automatically discover new
devices and processes hardware events (e.g., alarms, sensor
data threshold triggers) and state changes. The SDDC man-
ager 1235 also supports rack-level boot-up sequencing of
hardware components and provides services such as secure,
remote, hard reset of these components.

Referring now to FIG. 13, a block diagram of another
layout of an SDDC 1250 with user interfaces 1s shown 1n
accordance with an embodiment. In one embodiment,
SDDC 1250 of FIG. 13 illustrates another breakdown of
operations and management 1215 and virtualization 1225.
For example, management 1215 can include components
such as vR operations, automation, log insight, horizon
view, or the like. Virtualization 1225 can include compo-
nents such as NSX manager, vC server, NSX, vSAN,
vSphere, or the like. In one embodiment, the user interface
can be a command line interface (CLI) user 1335, a user
interface (UI) user 1340, both the CLI user 1335 and the Ul
user 1340, a diflerent user, or a variation thereof.

FIG. 14 15 a block diagram 1400 of a standalone tool for
certificate management, in accordance with an embodiment.
In one embodiment, CMS 1120 1s a single pane of class
solution for SDDC certificate management. For example,
CMS 1120 will integrate with the SDDC manager Ul but 1s
packaged as an independent tool for VMware validated
design (VVD) consumption.

In one embodiment, CMS 1120 will facilitate certificate
life cycle management (LCM) operations for all the com-
ponents 1 an SDDC. CMS 1120 will have an orchestration
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module and interact with the individual components to
perform the certificate replacement. Each component in the

SDDC 1250 (e.g., such as, but not limited to the SDDC

Manager, vSphere products, NSX, vRealize products, Hori-
zon View products, or the like) will provide a capability to
perform certificate management operations through an API

such as those shown in SDDC API 1250A. Moreover,
certificate LCM operations can be orchestrated for a specific
or a set of or all component/s 1 the SDDC.

For example, CMS 1120 will be part of SDDC manager
1235 VM and will run as a standalone service when SDDC
manager 1235 1s up and running. In one embodiment, the
SDDC admin can use a CLI interface (such as computer
1102) to access CMS 1120 and perform certificate opera-
tions such as, but not limited to, cert-replace, cert-validate,
cert-generate, cert-view, cert-health-view, cert-ops-history-
view, cert-trust-relationship-view, and the like.

FIG. 15 15 a block diagram 1500 of a full-stack architec-

ture for the standalone tool for certificate management, in
accordance with an embodiment. In general, CMS 1120 1s a
standalone architecture that will be integrated and contained
in the SDDC manager 1235 for a seamless certificate
managing experience. CMS 1120 will be a plug-and-play
component that 1s modularized to seamlessly operate
between the SDDC 1250 and the user interface 1102. In one
embodiment, an integration component 1510 1s used to
integrate CMS 1120 1nto any existing architecture for any
cloud infrastructure provider. The integration component
1510 could include certifying authority from a third party,
from a big name party, or the like.

FIG. 16 1s a block diagram of the CMS 1120 interactive
screen 1600 to a GUI that provides a single management
interface for all SDDC certificate operations. In one embodi-
ment, the interactive screen 1600 includes a number of
different tabs such as summary, services, updates/patches,
update history, hosts, clusters, security, and the like. Further,
the interactive screen 1600 can be used to generate CSR,
generate certificates, upload/install certificates, view certifi-
cates, certificate status, certificate validity, ops history view,
trust relationship view, and the like. In one embodiment, the
selection of a tab or operation on the interactive screen 1600
will bring the user to a drilled down version of the interac-
tive screen (e.g., a pop-up, new window, new tab, etc.) that
will allow the user to work on the desired operation. Once
the user has completed the drnilling down, the user can select
a “home” option to return to the interactive screen 1600 for
a “whole” view or to select a different operation.

One or more embodiments of the present invention may
be implemented as one or more computer programs or as one
or more computer program modules embodied in one or
more computer readable media. The term computer readable
medium refers to any data storage device that can store data
which can thereafter be input to a computer system-com-
puter readable media may be based on any existing or
subsequently developed technology for embodying com-
puter programs in a manner that enables them to be read by
a computer. Examples of a computer readable medium
include a hard drnive, network attached storage (INNAS),
read-only memory, random-access memory (e.g., a flash
memory device), a CD (Compact Discs)—CD-ROM, a
CD-R, or a CD-RW, a DVD (Digital Versatile Disc), a
magnetic tape, and other optical and non-optical data storage
devices. The computer readable medium can also be dis-
tributed over a network coupled computer system so that the
computer readable code 1s stored and executed 1n a distrib-
uted fashion.
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Although one or more embodiments of the present inven-
tion have been described in some detail for clanty of
understanding, 1t will be apparent that certain changes and
modifications may be made within the scope of the claims.
Accordingly, the described embodiments are to be consid-
ered as 1illustrative and not restrictive, and the scope of the
claims 1s not to be limited to details given herein, but may
be modified within the scope and equivalents of the claims.
In the claims, elements and/or steps do not imply any
particular order of operation, unless explicitly stated in the
claims.

Virtualization systems in accordance with the various
embodiments may be implemented as hosted embodiments,
non-hosted embodiments or as embodiments that tend to
blur distinctions between the two, are all envisioned. Fur-
thermore, various virtualization operations may be wholly or
partially implemented 1n hardware. For example, a hardware
implementation may employ a look-up table for modifica-
tion of storage access requests to secure non-disk data.

Many variations, modifications, additions, and 1improve-
ments are possible, regardless the degree of virtualization.
The virtualization software can therefore include compo-
nents of a host, console, or guest operating system that
performs virtualization functions. Plural instances may be
provided for components, operations or structures described
herein as a single instance. Finally, boundaries between
various components, operations and data stores are some-
what arbitrary, and particular operations are 1llustrated 1n the
context of specific illustrative configurations. Other alloca-
tions of functionality are envisioned and may fall within the
scope of the mvention(s). In general, structures and func-
tionality presented as separate components 1n exemplary
configurations may be implemented as a combined structure
or component. Similarly, structures and functionality pre-
sented as a single component may be implemented as
separate components. These and other variations, modifica-
tions, additions, and improvements may fall within the scope
of the appended claims(s).

What 1s claimed 1s:

1. A non-transitory computer-readable storage medium
having instructions embodied therein that when executed
cause a computer system to perform a method for using a
standalone tool for certificate management 1n a software
defined data center (SDDC), said method comprising:

providing the standalone tool for certificate management

between a plurality of computing nodes and a manage-
ment node of the SDDC;

determining, with the standalone tool for certificate man-

agement, a certificate status for each of said plurality of
computing nodes 1 the SDDC;
determining, with the standalone tool for certificate man-
agement, any certificate operations for each of said
plurality of computing nodes in the SDDC;

presenting the certificate status and any of the certificate
operations 1n a consolidated view;

presenting the consolidated view 1n a single pane of a

graphic user intertace (GUI);

presenting, 1n the single pane of the GUI, a proactive view

of an upcoming SDDC certificate operation;
presenting, 1in the single pane of the GUI, a notification of
a due SDDC certificate operation; and
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presenting, in the single pane of the GUI, a notification of

an overdue SDDC certificate operation.

2. The non-transitory computer-readable storage medium
of claim 1, further comprising;

providing a backup capability for any certificate replace-

ment operation, said backup capability returning a
node’s certificate to a pre-updated state when a certifi-
cate replacement operation fails.

3. The non-transitory computer-readable storage medium
of claim 1, further comprising;

providing an authorization record for each certificate

replacement operation, said authorization record 1den-
tifying an authorizing agent for each certificate replace-
ment operation.

4. A computer-implemented method for using a stand-
alone tool for certificate management in a software defined
data center (SDDC), said computer-implemented method
comprising;

providing the standalone tool for certificate management

between a plurality of computing nodes and a manage-

ment node of the SDDC:;

determining, with the standalone tool for certificate man-
agement, a certificate status for each of said plurality of
computing nodes 1n the SDDC;

determining, with the standalone tool for certificate man-
agement, any certificate operations for each of said
plurality of computing nodes in the SDDC; and

presenting the certificate status and any of the certificate
operations 1n a consolidated view;

presenting an authorization record for each certificate
replacement operation, said authorization record 1den-
tifying an authorizing agent for each certificate replace-
ment operation;

presenting, 1 a single pane of a graphic user interface
(GUI), a notification of a due SDDC certificate opera-
tion; and

presenting, 1n the single pane of the GUI, a notification of
an overdue SDDC certificate operation.

5. The computer-implemented method of claim 4, further

comprising;

providing a backup capability for any certificate replace-
ment operation, said backup capability returning a
node’s certificate to a pre-updated state when a certifi-
cate replacement operation fails.

6. The computer-implemented method of claim 4, further

comprising;

presenting the consolidated view 1n a single pane of a

graphic user interface (GUI); and

presenting, in the single pane of the GUI, a proactive view
of an upcoming SDDC certificate operation.
7. The computer-implemented method of claim 4, further
comprising;
plugging the standalone tool for certificate management
into any existing SDDC.
8. The computer-implemented method of claim 4, turther
comprising:
plugging the standalone tool for certificate management
into any new SDDC build.
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