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FLIGHT DECK DISPLAY CONTROL
SYSTEM USER INTERFACE WINDOW
MANAGEMENT

BACKGROUND

Integrated avionics systems replace mechanical and elec-
tro-mechanical mstrument gauges and controls historically
used 1n aircraft with one or more electronic displays for
displaying primary tlight information such as attitude, alti-
tude, heading, vertical speed, and so forth, to the pilot,
and/or recerving command inputs from the pilot for control-
ling aircraft systems. Integrated avionics systems may
include one or more primary flight displays (PFD) and one
or more multifunction displays (MFD). Further, integrated
avionics systems may provide one or more controllers, such
as one or more avionics control and display units (CDU),
which may provide a user interface (e.g., a touch interface)
to allow the aircraft’s flight crew (e.g., a pilot and/or a
co-pilot) to control the operation of the aircraft via the PFD
and/or the MFD and to view navigation information related
to the route the aircraft 1s traversing. Integrated avionics
systems also allow the flight crew to manually control
operation of the aircrait’s systems via the PFD, the MFD, or
other controls.

DRAWINGS

The Detailed Description 1s described with reference to
the accompanying figures. The use of the same reference
numbers in different instances in the description and the
figures may indicate similar or 1dentical items.

FIG. 1 1s a block diagram illustrating a flight deck system
for an aircraft 1 accordance with embodiments of the
present disclosure.

FIG. 2 1s an 1illustration depicting a representative
example mstrument panel of an aircrait including a flight
deck system configured 1n accordance with various imple-
mentations of the present disclosure.

FIG. 3 1s a diagrammatic view illustrating a display
including a plurality of windows having regions for display-
ing on a graphical interface of a flight deck system, such as
the flight deck system illustrated 1n FIG. 1, in accordance
with embodiments of the present disclosure.

FI1G. 4 1s a diagrammatic view 1llustrating another display
including a plurality of windows having regions for display-
ing on a graphical interface of a flight deck system, such as
the tlight deck system 1illustrated in FIG. 1, 1n accordance
with embodiments of the present disclosure.

FIG. 5 1s a diagrammatic view 1llustrating another display
including a plurality of windows having regions for display-
ing on a graphical interface of a flight deck system, such as
the tlight deck system 1illustrated in FIG. 1, 1n accordance
with embodiments of the present disclosure.

FIG. 6 1s a diagrammatic view 1llustrating another display
including a plurality of windows having regions for display-
ing on a graphical interface of a flight deck system, such as
the flight deck system illustrated 1n FIG. 1, in accordance
with embodiments of the present disclosure.

FI1G. 7 1s a diagrammatic view 1llustrating another display
including a plurality of windows having regions for display-

ing on a graphical interface of a flight deck system, such as
the tlight deck system 1illustrated in FIG. 1, 1n accordance
with embodiments of the present disclosure.

FIG. 8 1s a diagrammatic view illustrating a display
including a plurality of windows and a primary window
having regions for displaying on a graphical interface of a
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2

tlight deck system, such as the flight deck system illustrated
in FIG. 1, i accordance with embodiments of the present
disclosure.

FIG. 9 1s a diagrammatic view 1llustrating another display
including a plurality of windows and a primary window
having regions for displaying on a graphical interface of a
tlight deck system, such as the tlight deck system 1llustrated
in FIG. 1, 1n accordance with embodiments of the present
disclosure.

FIG. 10 1s a diagrammatic view illustrating another dis-
play including a plurality of windows having regions for
displaying on a graphical interface of a flight deck system,
such as the flight deck system illustrated in FIG. 1, 1n
accordance with embodiments of the present disclosure.

FIG. 11 1s a diagrammatic view illustrating a display
including a plurality of windows having regions and a popup
window for displaying on a graphical interface of a flight
deck system, such as the flight deck system 1llustrated in
FIG. 1, in accordance with embodiments of the present
disclosure.

FIG. 12 1s a diagrammatic view illustrating a display
including a plurality of windows having predefined regions
and an 1set window for displaying on a graphical interface
of a tlight deck system, such as the flight deck system
illustrated in FIG. 1, 1n accordance with embodiments of the
present disclosure.

FIG. 13 1s a diagrammatic view illustrating another dis-
play including flight plan window configurable 1n one or
more orientations for displaying on a graphical interface of
a thight deck system, such as the flight deck system 1llus-
trated 1n FIG. 1, 1n accordance with embodiments of the
present disclosure.

FIG. 14 1s a diagrammatic view illustrating a display
including a plurality of windows having regions configured
tor displaying flight-related information on a graphical inter-
face of a flight deck system, such as the tlight deck system
illustrated in FIG. 1, 1n accordance with embodiments of the
present disclosure

FIG. 15 1s a diagrammatic view illustrating a display
including a plurality of windows having regions and a
plurality of selectable items for displaying flight-related
information on a graphical interface of a flight deck system,
such as the flight deck system illustrated in FIG. 1, 1n
accordance with embodiments of the present disclosure.

FIG. 16 1s a diagrammatic view illustrating a display
including a plurality of windows having regions and a flight
preset for displaying on a graphical interface of a flight deck
system, such as the tlight deck system illustrated 1in FIG. 1,
in accordance with embodiments of the present disclosure.

FIG. 17 1s a diagrammatic view illustrating an example of
touch locations of an operator’s hand on a touch surface of
a graphical iterface of a flight deck system, such as the
tlight deck system illustrated in FIG. 1, 1n accordance with
embodiments of the present disclosure.

FIG. 18 1s a diagrammatic view 1illustrating another
example of touch locations of an operator’s hand on a touch
surface of a graphical interface of a flight deck system, such
as the thight deck system 1llustrated in FIG. 1, 1n accordance
with embodiments of the present disclosure.

FIG. 19 1s a diagrammatic view illustrating another
example of touch locations of an operator’s hand on a touch
surface of a graphical interface of a flight deck system, such
as the thght deck system 1llustrated 1n FIG. 1, 1n accordance
with embodiments of the present disclosure.

FIG. 20 1s a diagrammatic view illustrating another
example of touch locations of an operator’s hand on a touch
surface of a graphical interface of a tlight deck system, such
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as the tlight deck system 1llustrated in FIG. 1, 1n accordance
with embodiments of the present disclosure.

FIG. 21 1s a diagrammatic view illustrating another
example of touch locations of an operator’s hand on a touch
surface of a graphical interface of a flight deck system, such
as the flight deck system illustrated in FIG. 1, 1n accordance
with embodiments of the present disclosure.

FIG. 22 1s a diagrammatic view 1llustrating another
example of touch locations of an operator’s hand on a touch
surface of a graphical interface of a tlight deck system, such
as the tlight deck system illustrated in FIG. 1, 1n accordance
with embodiments of the present disclosure.

FIG. 23 1s a diagrammatic view 1llustrating another
example of touch locations of an operator’s hand on a touch
surface of a graphical interface of a flight deck system, such
as the tlight deck system illustrated in FIG. 1, 1n accordance
with embodiments of the present disclosure.

FI1G. 24 15 a diagrammatic view 1llustrating an example of
touch locations of an operator’s hands on a touch surface of
a graphical interface of a tlight deck system, such as the
tlight deck system illustrated in FIG. 1, 1n accordance with
embodiments of the present disclosure.

FIG. 25 1s a diagrammatic view 1illustrating another
example of touch locations of an operator’s hand on a touch
surface of a graphical interface of a flight deck system, such
as the tlight deck system 1llustrated in FIG. 1, 1n accordance
with embodiments of the present disclosure.

FIG. 26 1s a diagrammatic view 1llustrating an example of
touch locations of an operator’s hands on a touch surface of
a graphical interface of a tlight deck system, such as the
flight deck system illustrated in FIG. 1, 1n accordance with
embodiments of the present disclosure.

FIG. 27 1s a diagrammatic view illustrating another
example of touch locations of an operator’s hand on a touch
surface of a graphical interface of a tlight deck system, such
as the flight deck system illustrated in FIG. 1, 1n accordance
with embodiments of the present disclosure.

FIG. 28 1s a diagrammatic view 1illustrating another
example of touch locations of an operator’s hand on a touch
surface of a graphical interface of a flight deck system, such
as the tlight deck system 1illustrated in FIG. 1, 1n accordance
with embodiments of the present disclosure.

FIG. 29 i1s a diagrammatic view illustrating another
example of touch locations of an operator’s hand on a touch
surface of a graphical interface of a tlight deck system, such
as the flight deck system illustrated in FIG. 1, 1n accordance
with embodiments of the present disclosure.

FIG. 30 1s a diagrammatic view 1illustrating another
example of touch locations of an operator’s hand on a touch
surface of a graphical interface of a tlight deck system, such
as the flight deck system illustrated in FIG. 1, 1n accordance
with embodiments of the present disclosure.

FIG. 31A 1s an example flow diagram illustrating an
example process for operating a flight deck system of an
aircrait, such as the tlight deck system illustrated 1n FIG. 1,
in accordance with an example implementation of the pres-
ent disclosure.

FIG. 31B 15 an example tlow diagram illustrating another

example process for operating a flight deck system of an
aircraft, such as the flight deck system 1llustrated in FIG. 1,

in accordance with an example implementation of the pres-
ent disclosure.

FIG. 32 1s a block diagram illustrating a flight deck
system, such as the flight deck system illustrated 1n FIG. 1,
including a control iterface device in accordance with
embodiments of the present disclosure.
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FIG. 33 1s a top plan view illustrating a control interface
device for a flight deck system, such as the flight deck
system 1llustrated 1n FIG. 32, 1n accordance with embodi-
ments of the present disclosure.

FIG. 34 15 a side elevation view of the control interface
device illustrated 1n FIG. 33.

FIG. 335 1s another side elevation view of the control
interface device 1llustrated 1in FIG. 33.

FIG. 36 1s an 1sometric view of the control interface
device illustrated in FIG. 33.

FIG. 37 1s another 1sometric view of the control interface
device 1illustrated 1n FIG. 33.

FIG. 38 1s a diagrammatic view 1llustrating a display for
displaying on a graphical iterface of a flight deck system,
such as the flight deck system 1illustrated in FIG. 32, 1n
accordance with embodiments of the present disclosure.

FIG. 39 15 a top plan view illustrating a control interface
device for a flight deck system, such as the flight deck
system 1illustrated in FIG. 32, 1n accordance with embodi-
ments of the present disclosure.

FIG. 40 1s a side elevation view of the control interface

device illustrated 1n FIG. 39.

FIG. 41 1s another side elevation view of the control
interface device 1illustrated in FIG. 39.

FIG. 42 1s an 1sometric view of the control interface
device 1illustrated in FIG. 39.

FIG. 43 1s another 1sometric view of the control interface

device illustrated 1n FIG. 39.

DETAILED DESCRIPTION

A thight deck system can 1nclude electronic devices, such
as mtegrated avionics systems, which are utilized by one or
more aircrait operators (e.g., a pilot and/or a co-pilot) to
navigate an aircraft. Integrated avionics systems may
employ primary tlight display(s) (PFDs) and multifunction
display(s) (MFDs) to furnish primary flight control, naviga-
tional, and other information to the tlight crew of the aircratt.
Additionally, the integrated avionics systems may also
employ an avionics control and display unit (CDU) and/or
other control devices that are configured to provide control
functionality to the PFDs and/or the MFDs.

There 1s a recognized need to provide the operator with
the ability to control the aircrait during motion-related
aircraft events (e.g., turbulence events). During such turbu-
lence events, 1t may be diflicult for the operator to access
auxiliary control devices and/or aircraft displays. In order to
obtain needed flight information, an aircraft operator needs
substantially unimpaired access to interact with the displays
and/or control devices. For example, the operator may wish
to interact with the displays and/or control devices of the
integrated avionics system by transitioning between win-
dows of tlight information or executing a selectable func-
tion. To accomplish this task, the user must engage the
display and/or control device with a steady hand and finger.
Given the precision required for touch inputs, vibrations or
sudden unexpected motions experienced during turbulence
events can make such interaction with the displays and/or
control devices difhicult. For example, the operator may
engage 1n non-active touch of the displays and/or control
devices (e.g., for stabilization purposes) and unintentionally
engage the integrated avionics system. Even under normal
tflight conditions (e.g., low turbulence conditions), the level
ol precision required for touch inputs may make data entry
difficult and result 1n operator errors. There 1s also a recog-
nized need to provide the operator with the ability to




US 11,423,788 B2

S

ciliciently obtain flight-related information, both during tur-
bulence events and under normal flight conditions.

For ethiciency and/or safety of operation, it may be
beneficial for the flight deck system to include a graphical
interface that can recerve and selectively identily active
touch 1nputs (e.g., touch mputs meant to engage the graphi-
cal interface) without inadvertently detecting non-active
touch(es) (e.g., stabilization touch). It may also be beneficial
for the thght deck system to include a control interface
device for operating the aircrait without physically touching
the graphical interface device and/or other auxiliary con-
trols, for example, 1n situations where the graphical interface
and/or other auxiliary controls are beyond the reach of the
operator. Such a control mterface device may also reduce the
operator’s need to visually search for auxiliary control tools,
mimmizing heads-down time (e.g., time which an operator
spends with attention diverted away from the primary visual
field and towards auxiliary control tools).

Accordingly, flight deck systems, control interface
devices for tlight deck systems, and methods for operating
tlight deck systems for controlling an aircrait are described.
In an embodiment, a tlight deck system (e.g., integrated
avionic system) includes a display device for providing a
graphical interface for displaying tlight-related information
including a plurality of windows to an operator. The display
device 1s configured for displaying the plurality of windows
within a plurality of regions, each one of the plurality of
regions having a predefined shape and orientation on the
display screen according to a regular grid layout. A touch
interface 1s coordinated with the display device for receiving
touch information from the operator and allowing the opera-
tor to interact with the displayed graphical interface. A
processor 1s commumncatively and/or operatively coupled
with the touch interface device and operatively coupled with
the display device. The processor can be configured to
receive a first selection of a window of the plurality of
windows from the touch interface device. The processor can
be further configured to present, via the display device, a
plurality of icons to the operator, each of which corresponds
to one or more of the plurality of regions of predefined shape
and orientation on the display screen. The processor can be
turther configured to receive a second selection of an 1con of
the plurality of icons and dynamically recreate the selected
window of tlight-related information within the one or more
of the plurality of regions corresponding to the selected 1con.
In such embodiments, the operator can operate the graphical
interface through direct touch, with reduced or no use of
other auxiliary control tools (e.g., joystick, touchpad, etc.).
As such, the operator can efliciently operate the aircrait and
can maintain focus on the primary visual field, reducing
heads-down time.

In an embodiment, a flight deck system includes a display
device for providing a graphical interface for displaying
tlight-related mmformation to an operator (e.g., user such as a
pilot and/or a co-pilot). A touch intertace device 1s disposed
on the display device for recerving touch information from
the operator and allowing the operator to interact with the
graphical interface displayed on the display device. A pro-
cessor 1s communicatively coupled with the touch interface
device and operatively coupled with the display device. The
processor 1s configured to receive a first location from the
touch interface device indicating where a first touch 1s
detected by the touch interface device, and determine a {first
time indicating when the first touch began to be detected.
The processor can be further configured to receive one or
more additional locations from the touch interface device
indicating where one or more additional touches 1s detected
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by the touch interface device. For example, the processor
can receive at least a second location indicating where at

least a second touch 1s detected by the touch interface
device, and determine a second time indicating when the
second touch began to be detected. The processor can
determine, by comparing the first time and the second time,
that the first touch 1s a stabilization touch when the first time
1s prior to the second time, and designate the first touch as
a stabilization touch to the touch interface device, allowing
the operator to brace against the display device. The pro-
cessor can also designate the second touch as an 1nput touch.
In such embodiments, the operator can brace against the
display without inadvertently entering touch inputs on the
touch interface device, allowing the operator to stabilize
themselves during a motion-related aircrait event (e.g., a
turbulence event).

In an embodiment, a control interface device for a flight
deck system receives spatial data input by an operator in a
tlight deck system. The control interface device includes a
housing for being gripped by opposing digits of an opera-
tor’s hand and stabilizing the operator’s hand (e.g., during a
turbulence event). The control interface device further
includes a plurality of keys arranged along a line. The
control interface device 1s configured to communicatively
couple with a processor operatively coupled with a graphical
interface for displaying flight-related information. The
flight-related information can include a plurality of select-
able 1tems arrangeable along a second line when viewing the
graphical interface. The spatial data from the operator is
usable by the processor to manipulate the tlight-related
information displayed on the graphical interface by consis-
tently mapping each one of the plurality of keys arranged
along the first line to a corresponding one of the plurality of
selectable 1tems displayed along the second line of the
graphical interface when a key selection 1s made by the
operator so that the operator associates the plurality of keys
with corresponding positions of the plurality of selectable
items. In such embodiments, the operator can manipulate the
flight-related information displayed on the graphical inter-
face without physically interacting with the graphical inter-
face, for example, during situations where the operator
cannot physically reach or access the graphical interface
such as during a motion-related aircraft event (e.g., during a
turbulence event). Because the operator’s hand 1s stabilized
in one or more directions (e.g., side-to-side, upward, and/or
downward), the operator has increased control of the aircrait
during such turbulence events. Further, the key mapping
functionality can allow the operator to control the aircraft
without shifting attention away from the primary visual
field, reducing heads-down time.

Example Embodiments

FIGS. 1 and 2 illustrate an example embodiment of a
flight deck system (e.g., integrated avionics system 102)
within an aircraft 100. The mtegrated avionics system 102
generally includes a touch screen interface having a graphi-
cal itertace 104, a processor 150, a memory 152, a com-
munications interface 154. In some embodiments, the inte-
grated avionics system 102 can further include one or more
control interface devices (e.g., cursor control device (CCD)
300).

The processor 150 provides functionality to the graphical
interface 104 and/or the CCD 300. For example, the pro-
cessor 150 can be operably and/or communicatively coupled
with the graphical iterface 104 and/or the CCD 300. The

processor 150 can be included with or 1 a system 102, or
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with or 1n the CCD 300. The processor 150 can control the
components and functions of the system 102 described
herein using software, firmware, hardware (e.g., fixed logic
circuitry ), manual processing, or a combination thereot. The
terms “controller,” “functionality,” “service,” and “logic” as
used herein generally represent software, firmware, hard-
ware, or a combination of software, firmware, or hardware
in conjunction with controlling the system 102. In the case
of a software implementation, the module, functionality, or
logic represents program code that performs specified tasks
when executed on a processor (e.g., central processing unit
(CPU) or CPUs). The program code can be stored in one or
more computer-readable memory devices (e.g., internal
memory and/or one or more tangible media), and so on. The
structures, functions, approaches, and techniques described
herein can be implemented on a variety of commercial
computing platforms having a variety of processors.

The processor 150 provides processing functionality for
the system 102 and can include any number of processors,
micro-controllers, or other processing systems, and resident
or external memory for storing data and other information
accessed or generated by the system 102. The processor 150
can execute one or more software programs that implement
techniques described herein. The processor 150 1s not lim-
ited by the maternials from which it 1s formed or the pro-
cessing mechanisms employed therein and, as such, can be
implemented via semiconductor(s) and/or transistors (e.g.,
using electronic integrated circuit (IC) components), and so
forth.

The memory 152 1s an example of tangible, computer-
readable storage medium that provides storage functionality
to store various data associated with operation of the system
102, such as software programs and/or code segments, or
other data to instruct the processor 150, and possibly other
components of the system 100, to perform the functionality
described herein. Thus, the memory 1352 can store data, such
as a program ol instructions for operating the system 102
(including 1ts components), and so forth. It should be noted
that while a single memory 152 1s described, a wide variety
of types and combinations of memory (e.g., tangible, non-
transitory memory) can be employed. The memory 152 can
be integral with the processor 150, can include stand-alone
memory, or can be a combination of both.

The memory 152 can include, but 1s not necessarily
limited to: removable and non-removable memory compo-
nents, such as random-access memory (RAM), read-only
memory (ROM), tlash memory (e.g., a secure digital (SD)
memory card, a mini-SD memory card, and/or a micro-SD
memory card), magnetic memory, optical memory, universal
serial bus (USB) memory devices, hard disk memory, exter-
nal memory, and so forth. In implementations, the system
102 and/or the memory 152 can include removable inte-
grated circuit card (ICC) memory, such as memory provided
by a subscriber identity module (SIM) card, a universal
subscriber 1dentity module (USIM) card, a umiversal inte-
grated circuit card (UICC), and so on.

The system 102 includes a communications interface 154.
The communications interface 154 1s operatively configured
to communicate with components of the system 100. For
example, the communications 1nterface 154 can be config-
ured to transmit data for storage in the system 102, retrieve
data from storage in the system 100, and so forth.

The communications interface 154 1s also communica-
tively coupled with the processor 150 to facilitate data
transier between components of the system 100 and the
processor 150 (e.g., for communicating 1nputs to the pro-
cessor 150 received from a device communicatively coupled
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with the system 100). It should be noted that while the
communications interface 154 1s described as a component
of a system 100, one or more components of the commu-
nications interface 154 can be implemented as external
components communicatively coupled to the system 102 via
a wired and/or wireless connection. The system 100 can also
include and/or connect to one or more input/output (I/0)
devices (e.g., via the communications interface 154), includ-
ing, but not necessarily limited to: a display, a mouse, a
touchpad, a keyboard, and so on.

The communications interface 154 and/or the processor
150 can be configured to communicate with a variety of
different networks, including, but not necessarily limited to:
ARINC 429; RS-232; RS-422; CAN Bus; ARINC 661; a
wide-area cellular telephone network, such as a 3G cellular
network, a 4G cellular network, or a global system ifor
mobile communications (GSM) network; a wireless com-
puter communications network, such as a WikF1 network
(e.g., a wireless local area network (WLAN) operated using
IEEE 802.11 network standards); an internet; the Internet; a
wide area network (WAN); a local area network (LAN); a
personal area network (PAN) (e.g., a wireless personal area
network (WPAN) operated using IEEE 802.15 network
standards); a public telephone network; an extranet; an
intranet; and so on. However, this list 1s provided by way of
example only and 1s not meant to limit the present disclo-
sure. Further, the communications interface 154 can be
configured to communicate with a single network or mul-
tiple networks across diflerent access points.

The system 102 includes a touch screen interface, such as
an electronic visual display that incorporates a touch panel
overlying an electronic display to detect the presence and/or
location of a touch within the display area of the screen. For
example, the system, includes a display device 112 and a
touch interface device 114 that allows an operator to provide
input using an instrument such as a finger, a stylus, and so

forth.

The display device 112 can include an LCD (Liqud
Crystal Diode) display, a TF'T (Thin Film Transistor) LCD
display, an OLED display, an LEP (Light Emitting Polymer)
or PLED (Polymer Light Emitting Diode) display, and so
forth, configured to display text and/or graphical informa-
tion such as graphical interface 104 on a display screen. The
display device 112 can be backlit via a backlight such that
it can be viewed 1n the dark or other low-light environments.
In embodiments, the display device 112 can be disposed on
an 1nstrument panel of the aircraft, a pedestal area of the
aircraft, an outboard area of the aircraft, and so forth. In
embodiments, the integrated avionics system 102 can
include one or more display devices 112 providing differing
functionality including, but not limited to: PFD(s), MFD(s),
head up display(s) (HUDs), secondary display unit(s)
(SDUs) and so forth. In some embodiments, the system 102
includes multiple display devices 112 and corresponding
graphical intertaces 104. The number of display devices 112
can be selected based on the type of aircraft and/or size of
the cockpit. In some embodiments, the system 102 can
include 0 to 10 PFDs, 0 to 20 MFDs, and/or 0 to 3 HUDs.
In specific embodiments, the system 102 can include 0 to 6
PFDs, O to 16 MFDs, and/or O to 2 HUDs. The display
device(s) 112 may furnish a general purpose pilot interface
to control the aircraft’s avionics. For example, the display
devices 112 allow the pilots to control various systems of the
aircraft such as the aircrait’s autopilot system, navigation
systems, communication systems, engines, and so on, via the
avionics data bus. In implementations, the avionics data bus

may include a high speed data bus (HSDB), such as data bus




US 11,423,788 B2

9

complying with ARINC 429 data bus standard promulgated
by the Airlines Electronic Engineering Committee (AEEC),

a MIL-STD-1353 compliant data bus, and so forth.

A touch interface device 114 can be coordinated with the
display device 112 for entry of data and commands. In
embodiments, the operator may use his or her fingers to
manipulate 1images on the display device 112 via the touch
interface device 114. The touch interface device 114 can be
disposed on the display device 112, external to the display
device 112 (e.g., CCD 300, as described with reference to
FIGS. 33 through 43), or a combination thereof. In a specific
embodiment, the display device 112 1s operable both by
direct touch received at the display device 112 and by use of
the CCD 300.

In one or more implementations, the touch interface
device 114 includes a touch surface 116. For example, the
touch surface 116 can be a resistive touch screen, a surface
acoustic wave touch screen, a capacitive touch screen, an
infrared touch screen, optical imaging touch screens, dis-
persive signal touch screens, acoustic pulse recognition
touch screens, combinations thereot, and the like. Capacitive
touch screens can include surface capacitance touch screens,
projected capacitance touch screens, mutual capacitance
touch screens, and self-capacitance touch screens. In 1mple-
mentations, the touch surface 116 1s configured with hard-
ware to generate a signal to send to a processor and/or driver
upon detection of touch information (e.g., a touch mput). As
indicated herein, touch inputs 1include inputs, gestures, and
movements where the input contacts the touch surface 116.
In a specific embodiment, the touch surface 116 1s a multi-
touch-capable touch surface that can, for example, support
multi-finger gestures, such as two-finger drag, multi-finger
taps, rotation, and/or resizing (as described below). It 1s
contemplated that while the touch surfaces 116 disclosed
herein are described 1n reference to detecting touch input,
other types of mput may be detected such as hover iputs
(e.g., mputs, gestures, and movements where the mput does
not contact the touch surface 116, but 1s detected proximal
to the touch surface 116). In embodiments, the touch inter-
face device 114 can receive touch information from an
operator (e.g., user such as a pilot and/or a co-pilot) to
interact with the graphical interface 104 displayed on the
display screen. In some embodiments, the graphical inter-
face 104 may include both active portions (e.g., areas that
are responsive to operator touch information) and non-active
portions (e.g., areas that are not responsive to operator touch
information). In implementations, buttons, soitkeys, key-
pads, knobs and so forth, may be used for entry of data and
commands instead of or i addition to the touch surfaces
116.

In some embodiments, the graphical interface 104 1s
configured for displaying flight information (e.g., interactive
flight-related information 106). The interactive flight-related
information 106 can include a plurality of windows 118. For
example, the mteractive flight-related information 106 can
include one or more primary flight windows (PFWs), one or
more multifunction windows (MFWs), or a combination
thereol. The PFWs may be configured to display primary
tlight information, such as aircraft attitude, altitude, heading,
vertical speed, and so forth. In embodiments, the PEWs may
display primary flight information via a graphical represen-
tation of basic flight imnstruments such as an attitude indica-
tor, an airspeed indicator, an altimeter, a heading indicator,
a course deviation indicator, and so forth. The PFWs may
also display other flight-related information providing situ-
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ational awareness to the pilot such as terrain information,
ground proximity warning information, weather informa-
tion, and so forth.

In embodiments, The MFWs display interactive flight-
related information 106 describing operation of the aircraft
such as navigation routes, moving maps, engine gauges,
weather radar, terrain alerting and warning system (TAWS)
displays, ground proximity warning system (GPWS) dis-
plays, traflic collision avoidance system (TCAS) displays,
airport information, and so forth, that are received from a
variety of aircrait systems via the avionics data bus and/or
are self-contained within the display device 112. In some
embodiments, the PFW may provide the functionality of an
MFEFW. Where the system 102 includes multiple MEFWs,
MFWs that control a common systemwide value/state can be
cross-filled when multiple 1nstances viewing this value are
active substantially simultaneously. Further, the display
device 112 may be capable of displaying multiple instances
of the same application 1n multiple MFWs, for example,
with no restrictions on the number of the same application
that could be displayed substantially simultaneously. In
some embodiments, MFWs and/or PFWs shall support
display and/or control of third-party applications (e.g.,
video, hosted applications, ARINC 661, etc.).

Example Display Device Embodiments

Referring now to FIGS. 3 through 16, the display device
112 1s configured to display each of the windows 118 1in a
region of the graphical mterface 104. For example, the
graphical interface 104 can be divided into a predefined
plurality of regions 120, with each of the regions 120 having
a predefined size, shape, and/or orientation on the display
screen according to a regular grid layout. In some embodi-
ments, the regions can be dynamically configured by the
operator. For example, the operator can define the size,
shape, and/or orientation of the regions on the display
screen.

In embodiments, each of the predefined regions 120
displays a window 118 of interactive flight-related informa-
tion 106. For example, the display screen can be divided into
s1x predefined regions 120, each of the predefined regions
120 being operable to display a window 118 of interactive
flight-related information 106 (e.g., with each window occu-
pying ¥ of the display screen as described with reference
to FIG. 3). In other embodiments, the display screen can be
divided 1nto four regions (e.g., as described with reference
to FIG. 4) or two regions (e.g., as described with reference
to FIG. 5). It 1s contemplated that the display screen may be
divided 1nto any number of regions 120 of any orientation
that conform to a regular grid layout (e.g., any number of
rectangular regions). The number, size, and/or orientation of
the predefined regions 120 can be selected based on the size
of the display device 112 (e.g. the size of the display screen)
or based on operator and/or manufacturer preference. In
some embodiments, each predefined region 120 may have a
minimum physical size, and thus physically larger displays
112 may be able to support more windows 118.

In embodiments, the operator can select and/or manipu-
late 1interactive tlight-related information 106 to be displayed
via the graphical interface 104 by touch mput. For example,
an operator may provide a touch iput over the touch surface
116 to cause a window selection input to be furnished to the
processor 150 as discussed herein. When touch information
1s recerved from the touch interface device 114, the proces-
sor 150 can utilize the techniques described herein to cause
the selected window 118 of interactive thght-related infor-
mation 106 to be displayed 1n a predefined region(s) 120.
Utilizing the techniques described herein, the operator can
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ciliciently and selectively view desired interactive flight-
related information 106 by direct touch without diverting
attention from the primary visual field and without the use
ol auxiliary control tools, reducing heads-down time.

In embodiments, the size and/or location of the windows
118 can be manipulated by the operator (e.g., by touch mnput)
based on the predefined regions 120. The processor 150 will
dynamically recreate the window 118 of interactive tlight-
related information 106 within a selected predefined
region(s) 120. Fach of the windows 118 can be moved
between the predefined regions 120. For example, an opera-
tor can make a first selection of a window 118 via touch
received at the corresponding predefined region 120 and
move the window 118 to a desired predefined region 120 by
making a second selection of the desired predefined region
120 via touch input. In some embodiments, the windows 118
are moved by a drag and drop motion (e.g., touching and
dragging the selected window 118 from one predefined
region 120 to another destination predefined region 120, as
described below) of the operator’s finger on the touch
surface 116. When touch information is received by the
processor 150 from the touch interface device 114, the
processor 150 will cause the selected window 118 to move
from 1ts corresponding predefined region 120 and switch
positions with the window 118 occupying the destination
predefined region 120. For example, the processor 150 will
dynamically recreate the moved window 118 of interactive
flight-related information 106 within the destination pre-
defined region(s) 120, and will dynamically recreate the
window 118 onginally associated with the destination
region(s) 120 in the region(s) 120 associated with the moved
window 118. In such embodiments, the window 118 of
interactive flight-related information 106 1s scalable when
the window 118 1s recreated such that the moved window
118 can take on the size and/or orientation of the destination
predefined region 120.

In some embodiments, each window 118 can also be
resized (e.g., by a drag motion operator touch input as
described below) vertically and/or horizontally to cover one
or more of the predefined regions 120 (e.g., as described
with reference to FIGS. 6 and 7). For example, horizontally
enlarging one of the ¥” windows 118 (e.g., as described
with reference to FIG. 3) and vertically enlarging one %"
windows 118 will result 1n two windows 118 that each
occupy 4" of the display screen and two windows 118 that
each occupy %" of the display screen (e.g., as described
with reference to FIG. 7). The windows 118 can also be
manipulated by the operator to remove (e.g., cover)
unneeded/unwanted windows 118 (e.g., by resizing a first
window 118 to cover a predefined region 120 containing a
second window 118). For example, a PFW may be resized
to occupy the predefined region(s) 120 containing one or
more MFWs. In such embodiments, the covered window
118 can be maintained behind the resized window 118 until
the resized window 118 1s reverted to i1ts original size or
resized to a smaller size. In a system 102 with multiple
display devices 112, windows 118 can also be moved
between display screens of display devices 112 utilizing
identical or similar techniques. Thus, 1 example configu-
rations, window content 1s maintained even 1f a window 1s
covered up; windows are kept in their current location as
long as possible (e.g., until a user action forces the window
to resize or relocate); and/or currently-visible windows are
kept visible when possible and kept as large as possible.

Referring now to FIGS. 8 and 9, one or more of the
predefined regions 120 may be configured mm a locked
orientation with fixed content. The processor 150 will cause
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one or more primary windows 126 to fixedly occupy 1n a
locked orientation a designated predetermined region(s) 120
and or a mimmimum number of predefined regions 120. In
such embodiments, the primary window 1s not removable
from the display screen based on operator selection. The
processor 150 will prevent manipulation and/or resizing of
other windows 118 in such a way that covers those pre-
defined region(s) 120 occupied by the primary window 126.
For example, the processor 150 can prevent moving of a
window 118 1n response to selection of a predefined
region(s) 120 occupied by a primary window 126. Informa-
tion displayed 1n a primary window 126 may be preselected
based on operator and/or manufacturer preferences. For
example, the primary window 126 may contain information
that 1s necessary for operation of the aircraft such as PFW
information, engine mstrumentation, alert systems, and so
forth. The nonremovable primary window functionality pre-
vents the operator from 1madvertently removing information
that 1s essential to aircrait operation. In embodiments, the
primary window 126 can be resized to cover predefined
regions 120 occupied by other windows 118 (e.g., as
described with reference to FIG. 9). For example, the
primary window 126 can be resized to cover one or more
MFWs).

Referring now to FIGS. 10 and 11, on or more fixed (e.g.,
static) windows (e.g., engine instruments window 128, radio
tuning window 130, notifications window 132, etc.) can
occupy one or more ol the predefined regions 120. The
processor 150 will cause one or more fixed windows to
fixedly occupy a preselected predefined region 120. In such
embodiments, the processor 150 will prevent resizing of
other windows 118 1n such a way that covers (e.g., removes)
those predefined region(s) 120 occupied by fixed windows,
and will prevent moving and/or resizing of the fixed win-
dow. The size, orientation, location, and/or content of fixed
windows can be preselected based on manufacturer speci-
fications and/or operator preferences. For example, dis-
played content can include information that 1s necessary for
or important to the operation of the aircraft. The nonremov-
able fixed window functionality prevents the operator from
inadvertently removing mformation that 1s essential to air-
cralt operation.

In some embodiments, the system 102 may be incapable
of scaling and/or orienting the interactive flight-related
information 106 to the selected predefined region 120. For
example, PFWs and/or MFWs may have some functions
and/or applications that are not capable of scaling to all
window sizes. In embodiments where the interactive tlight-
related information 106 cannot be scaled to the desired
window 118, the processor 150 may cause the interactive
flight-related information 106 to be centered within the
window and the unused area of the predefined region 120
may be filled with a graphical texture (e.g., letterboxing),
Further, 11 an application does not natively support a smaller-
s1zed window 118, then the processor 150 may pan and/or
zoom the interactive flight-related information 106. If pan-
ning and/or zooming 1s not feasible for an application, then
the processor 150 may still allow the function to be selected,
but will cause an “error” message to be displayed via the
graphical interface 104 indicating that the application cannot
be shown 1n the current window size and to increase window
s1ze 1o use.

Because fixed windows are of a constrained size and
orientation, the boundaries of the corresponding predefined
region 120 may be too small to display part of the informa-
tion associated with the fixed window. In such embodiments,
the extra content may be displayed on the graphical interface
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104 via one or more popup windows 134 (e.g., as described
with reference to FIG. 11). For example, when an operator
selects (e.g., by touch iput) one of the fixed windows, the
processor 150 will cause content related to the selected
window to be displayed in a popup window 134 that
overlaps one or more other windows 118 and their corre-
sponding predefined regions 120. In some embodiments, the
popup window 134 includes a touch keypad for data entry by
the operator. For example, when the radio tuning window
130 1s selected (e.g., touched) by the operator, the processor
150 may open a popup window 134 including a numeric
touch keypad for entry of a desired frequency. In other
embodiments, the popup window 134 may display a text
field for providing a variety of additional information to the
operator. For instance, the popup window 134 may include
text fields that provides setting information including, but
not limited to: radio frequency settings, autopilot settings,
navigational settings, and so forth. The popup window 134
may also include text fields that provide electronic messages
and/or notifications to the operator. For example, when the
notifications window 132 1s selected (e.g., touched) by the
operator, the processor 150 may open a popup window 134
including a notification for the operator. In some embodi-
ments, a popup window 134 may be closeable by touch input
received outside of the popup window 134 but within the
corresponding window 118. In addition and/or in the alter-
native, the popup window 134 may be closable via touch
input received at a back button and/or back arrow.

In some embodiments, all popups and/or other state
information (e.g., cursor location, page stack, keyboard
entry, application settings, etc.) associated with a window
118 of interactive flight-related information 106 are encap-
sulated within the window 118 to support the ability for the
window 118 to be moved to a different predefined region 120
on the display device 112 or onto a different display device
112.

Referring now to FIG. 12, one or more inset windows 136
can facilitate the display of mnformation within a window
118. For example, the inset window can contain additional
information related to the interactive tlight-related informa-
tion 106 displayed in the window 118. In a specific embodi-
ment, a camera feed 1s displayed via an inset window 136
with a window displaying a larger map (e.g., moving map).

Referring now to FIG. 13, additional interactive tlight-
related information 106 can be displayed as a window 118
1s resized according to one of the techmiques described
above. The processor 150 will dynamically recreate the
window 118 of interactive flight-related information 106 to
include additional content and/or selectable buttons as the
s1ize of the window 118 1s expanded to occupy additional
predefined regions 120. For example, a flight plan window
138 containing flight plan information can be resized verti-
cally and/or horizontally to include additional flight plan
information and/or selectable buttons related to the flight
plan.

Referring now to FIGS. 14 and 15, one or more 1cons 140
can be provided to {facilitate manipulation (e.g., resizing
and/or movement) of the windows 118. For example, the
processor 150 can present, via the graphical interface 104 of
the display device 112, a plurality of selectable icons 140,
cach 1con 140 corresponding to one or more ol the pre-
defined regions 120. The operator can select a window 118
by touch mnput via the touch surface 116. In some embodi-
ments, the window 118 can be selected by touch input
received at the predefined region(s) 120 corresponding to
window 118. In specific embodiments, the window 118 can
be selected by touch mput received at a selectable 1con 140
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corresponding to the window 118 (e.g., a window title 148).
For example, the operator can make a first selection of a
desired window 118 by touch imput (e.g., tap and hold) via
the touch surface 116 of the window title 148 corresponding
to the window 118. Touch nput received at the window title
148 can activate a map of selectable icons 140 correspond-
ing to the windows 118. The operator can then move the
selected window 122 by touch mput (e.g., drag and drop
and/or finger tap as described below) via the touch surface
116 to a selected 1con 144. Based on the second selection of
icon 144 received from the touch interface device 114, the
processor 150 will dynamically recreate the selected win-
dow 122 of interactive tlight-related imnformation 106 within
the predefined region(s) 120 corresponding to the selected
icon 144 (e.g., as described with reference to FIG. 15). In
such embodiments, the selected window 122 of interactive
flight-related information 106 1s scalable when the window
122 1s recreated such that the selected window 122 can take
on the size and/or orientation of the destination predefined
region 120 corresponding to the selected 1con 144.

In some embodiments, each icon 140 has a relative shape
on the graphical interface 104 of the display screen com-
mensurate with the shape of the predefined region(s) 120
corresponding to the selected i1con 144. For example, the
operator can resize the selected window 122 occupying
predefined region 120A by selecting the corresponding
window title 148 by touch mput (e.g., tap and hold) via the
touch surface 116 and moving (e.g., drag and drop) the
selected window 122 to a rectangular shaped selected 1con
144 A corresponding to predefined region 120B and 120C.
Based on the second selection of icon 144 A received from
the touch interface device 114, the processor 150 will
dynamically recreate the selected window 122 of interactive

flight-related information 106 within the predefined region
1208, 120C corresponding to the selected 1con 144 A.

In some embodiments, each 1con 140 has a relative size on
the graphical interface 104 of the display screen commen-
surate with the shape of the predefined region(s) 120 cor-
responding to the selected i1con 144. For example, the
operator can change the location of the selected window 122
occupying predefined region 120A by selecting the corre-
sponding window title 148 by touch iput (e.g., tap and
hold) via the touch surface 116 and moving (e.g., drag and
drop) the selected window 122 to a small icon 144B corre-
sponding to single predefined region 120D. Based on the
second selection of icon 144B received from the touch
interface device 114, the processor 150 will dynamically
recreate the selected window 122 of interactive tlight-related
information 106 within the predefined region 120D corre-
sponding to the selected icon 144B.

Referring still to FIGS. 14 and 15, the techmiques
described herein can be utilized to resize the windows 118.
For example, an operator can move via touch input the
selected window 122 occupying a single predefined region
120 to a selected 1con 144 corresponding to a plurality of
predefined regions 120 (e.g., as described with reference to
FIG. 14), and the processor 150 will dynamically recreate
the selected window 122 of interactive tlight-related infor-
mation 106, forming a recreated window 124 at an expanded
s1ize to occupy the plurality of predefined regions corre-
sponding to the selected 1con 144 (e.g., as described with
reference to FIG. 15).

Referring still to FIG. 15, the interactive flight-related
information 106 can include a plurality of selectable 1tems
108 arrangeable along a selection line 110 having a gener-
ally horizontal orientation with respect to the operator when
viewing the graphical interface 104. In embodiments, each
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of the selectable items 108 corresponds to a predesignated
control function and/or display widow of flight-related infor-
mation 106. The content of the selectable 1tems 108 can be
selected based on operator and/or manufacturer preferences.
The operator can interact with the selectable 1tems 108 via
touch mput (e.g., finger tap) or by use of a CCD 300 (e.g.,
as described with reference to FIG. 38 below). In some
embodiments, graphical iterface 104 can include a menu
icon 146 for accessing the plurality of selectable items 108.
For example, the operator can access the selectable 1tems
108 by touch mput to a menu 1con 146. The processor 150
will generate the plurality of selectable items 108 when a
touch mput 1s detected on the menu 1con 146. In specific
embodiments, the menu 1con 146 1s positioned at the lower
corner of a multi-function window (MFW) of the graphical
interface 104. In other embodiments, the plurality of select-
able 1tems 108 can be accessed by use of the CCD 300 (e.g.,
as described with reference to FIG. 38 below).

Referring now to FIG. 16, one or more of the windows
118 of the graphical interface 104 can be configured as a
window management display. In such configurations, a
plurality of selectable 1icons 140 are displayed 1n the window
118. The layout of the icons 140 corresponds to the layout
of the other display windows 118 of the graphical interface
(s) of the integrated avionics system 102. In embodiments,
the other display windows 118 can be moved by touch input
to the 1icons 140. The operator can move a window 118 to a
desired predefined region 120 by touch put (e.g., drag and
drop as described below) to the 1cons 140 of the window
management display. For example, the operator can move
the content of the window 118 corresponding to the number
6 1con 140 to the window 118 corresponding to the number
19 1con 140 by dragging the number 6 1con 140 and
dropping 1t 1nto the region occupied by the number 19 icon
140. Based on the touch input received from the touch
interface device 114, the processor 150 will dynamically
recreate the windows 118 of interactive tlight-related infor-
mation 106 corresponding to the number 6 1con 140 within
the predefined region(s) 120 of the window 118 correspond-
ing to the number 19 i1con 140. The processor will also
dynamically recreate the window management display such
that the region occupied by the number 6 icon 140 1s
occupied by the number 19 1con 140 and vice versa.

In some embodiments, the window management display
can facilitate resizing of the windows 118. An operator can
move a window 118 occupying a single predefined region
120 to a window 118 that occupies a plurality of predefined
regions 120 by moving via touch put (e.g., drag and drop)
by dragging a corresponding icon 140 into an adjacent
region occupied by another 1con 140. For example, number
7 1icon 140 can be resized from occupying one predefined
region to occupying two predefined regions by dragging
number 7 icon 140 into the region occupied by number 8
icon 140. The processor 150 will horizontally enlarge the
14" window corresponding to number 7 icon 140, resulting
in a 53" window and a 4™ window. In a specific embodi-
ment, a window 118 1s resized via a drag input received at
the corresponding icon 140, and a tap and hold nput
received at the corresponding icon 140 activates a move
mode permitting the window 118 to be moved to a diflerent
location (e.g., by dragging the corresponding icon 140 to a
region occupied by another icon 140).

In some embodiments, iitiating a touch movement (e.g.,
a drag, tap and hold, etc.) to an 1con 140 will cause the
processor 150 to display an outline indicating the new size
of the icon 140. On the corresponding display device 112,
the processor 150 will dynamically recreate the window 118
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ol interactive thight-related information 106 corresponding
to number 7 1con 140 to occupy expand and occupy the
adjacent region 120 occupied by the window 118 corre-
sponding to number 8 icon 140 and covering the window
118 of interactive flight-related information 106 correspond-
ing to number 8 i1con. In embodiments, an operator can
uncover a window 118 of interactive tlight-related informa-
tion 106 by resizing via touch input an 1con 140 occupying
multiple regions 120 so that the icon 140 occupies fewer
regions. It 1s also contemplated that the icons 140 can be
moved and/or resized without direct touch input by, for
example, manipulating the CCD 300.

In some embodiments, the processor 150 will prevent the
mampulation and/or resizing of 1cons 140 1n such a way that
covers 1cons 140 corresponding to predefined region(s) 120
occupied by fixed content (e.g., as described with reference
to FIGS. 8 and 9 above). The processor 150 may display, via
the graphical interface 104, visual indicators for 1cons 140
that correspond to regions 120 occupied by fixed content.
For example, icons 140 corresponding to regions 120 occu-
pied by fixed content may be darkened to indicate that a
selected icon 140 cannot be moved to that position.

Still referring to FIG. 16, the graphical interface 104 can
further include one or more thght presets 142. In embodi-
ments, each flight preset 142 corresponds to a particular
phase of flight (e.g., taxi, takeoll, enroute, approach, land-
ing, etc.). The flight presets 142 function as quick access
touch keys to quickly set the layout of the windows 118 to
a predetermined configuration for the selected phase of
flight. The flight presets 142 can be preconfigured by the
operator and/or the manufacturer. The flight presets can
allow the operator to quickly configure the layout of the
graphical interface 104 to an optimal configuration for a
selected phase of flight.

It 1s to be understood that while manipulation of the
windows 118 via direct touch nput to the display device 112
1s described above, 1t 1s also contemplated that the windows
can be mampulated using the CCD 300 or other auxiliary
control devices. For example, the windows 118 may be
mamipulated 1n the ways described above via touch input
received on a touch surface of the CCD 300 and/or by input
device(s) of the CCD 300.

Example Touch Interface Device Embodiments

Referring now to FIGS. 17 through 30, the integrated
avionics system 102 can be configured to distinguish active
touch (e.g., an mput touch 214, 220) associated with active
engagement of the graphical interface 104 (e.g., button
selection, gesture, etc.) from a non-active touch (e.g., a
stabilization touch 212, 216, 218; an accidental touch; etc.).
In embodiments, the processor 150 recerves, from the touch
interface device 114, a first touch location 212 indicating
where a {irst touch from a portion of the operator’s hand 200
and/or arm on the touch surface 116 1s detected by the touch
interface device 114 (e.g., as described with reference to
FIG. 17). In some embodiments, the processor 150 can be
configured to designate the first touch location as a stabili-
zation touch 212 based on a variety of predetermined factors
related to the timing, surface area, and/or location of the
touch. The processor 150 can determine where a touch 1s
detected but 1s no longer being considered for active engage-
ment with the graphical interface 104 (e.g., button selection,
gesture, etc.). For example, the processor 150 can determine
that a portion of the operator’s hand and/or arm (e.g., palm,
wrist, digit, etc.) that 1s resting on the touch surface 116 1s
being used for stabilization. In a specific embodiment, the
processor 150 may designate the first touch as a stabilization
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touch 212 when the touch 1s detected for a predetermined
length of time without losing contact with the touch surface
116.

In some embodiments, the processor 150 can also receive
from the touch interface device 114, one or more additional
locations (e.g., a second touch location 214) indicating
where one or more additional touches from one or more
other digits (e.g., first digit 202; second digit 204; third digit
206; fourth digit 208; fifth digit 210) of the operator’s hand
200 on the touch surface 116 1s detected by the touch
interface device 114. The processor 150 1s configured to
designate the first touch as a stabilization touch 212 and the
second touch as an mnput touch 214 based on a variety of
predetermined factors related to the timing, surface area,
and/or location of the touches. In a specific embodiment, the
processor 150 distinguishes a stabilization touch 212 from
an 1put touch 214 based on the time when the touches were
detected. The processor 150 can determine a {first time
indicating when the first touch began to be detected and a
second time 1ndicating when the second touch began to be
detected. By comparing the first time and the second time,
the processor 150 can determine that the first touch 1s a
stabilization touch 212 and the second touch i1s an input
touch 214. For example, the processor 150 can designate the
first touch as a stabilization touch 212 and the second touch
as an input touch 214 when the first time 1s prior to the
second time. In some embodiments, the processor 150 1s
configured to compare a current time to the first time
indicating when the first touch began to be detected to
determine a first amount of time from when the first touch
began to be detected. When the first amount of time 1s
greater than a predetermined amount of time, the processor
150 determines that the first touch 1s a stabilization touch
212. In embodiments, the processor 150 designates the first
touch as a stabilization touch when the first amount of time
1s greater than a predetermined amount of time in the range
of 0.01 ms to 25 ms. In specific embodiments, the processor
150 designates the first touch as a stabilization touch 212
when the first amount of time 1s greater than 5 ms. Because
the processor 150 designates the first touch as a stabilization
touch 212, the operator can brace against the display device
112 one or more portions of the hand 200 and/or arm (e.g.,
the palm, wrist, or a digit) without madvertently making a
selection of a selectable button or inadvertently transitioning
between windows. The ability to brace against the display
device 112 can allow the operator to stabilize themselves
and facilitates control of the aircraft during a motion-related
aircraft event (e.g., a turbulence event).

In some embodiments, the processor 150 can utilize one
or more additional or alternative factors to distinguish a
stabilization touch 212 from an input touch 214, including
but not limited to: detection of multiple substantially simul-
taneous touch inputs detected within a predetermined
amount of time (e.g., multiple touch inputs detected within
an interval of approximately 5 ms or less) on a window
and/or display that does not respond to multi-touch mput;
concurrent detection of multiple button selections in the
same window after the predetermined amount of time for a
multi-touch gesture (e.g., approximately 5 ms or less) has
lapsed; proximity of the first and second touches; and so
torth.

In some embodiments, the processor 150 1s configured to
identily one or more additional stabilization touches. For
example, the processor 150 can receive, from the touch
interface device 114, a thurd touch location 216 indicating
where a third touch from a digit (e.g., second digit 204) of
the operator’s hand 200 on the touch surface 116 1s detected
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by the touch interface device 114 (e.g., as described with
reference to FIG. 18). Using the techniques described above,
the processor 150 can designate the third touch as a second
stabilization touch 216 based on the time when the touches
were detected. For example, the processor 150 can deter-
mine a third time indicating when the third touch began to
be detected. By comparing the second time and the third
time, the processor 150 can determine that the third touch 1s
a second stabilization touch 214 and the second touch 1s an
input touch 214. For example, the processor 150 can des-
ignate the third touch as a second stabilization touch 214 and
the second touch as an input touch 214 when the third time
1s prior to the second time. In some embodiments, the
processor 150 1s configured to compare a current time to the
third time indicating when the third touch began to be
detected to determine a third amount of time from when the
third touch began to be detected. When the third amount of
time 1s greater than a predetermined amount of time, the
processor 150 determines that the third touch 1s a second
stabilization touch 214. In embodiments, the processor 150
designates the third touch as a stabilization touch when the
third amount of time 1s greater than a predetermined amount
of time 1n the range of 0.01 ms to 50 ms. In specific
embodiments, the processor 150 designates the third touch
as a second stabilization touch 214 when the third amount of
time 1s greater than 5 ms. Because the processor 150
designates the third touch as a second stabilization touch
214, the operator can further brace against the display device
112 with one or more portions of the hand 200 and/or arm
(e.g., the palm, wrist, or a digit) without iadvertently
making a selection of a selectable button or inadvertently
transitioning between windows. The ability to brace against
the display device 112 can allow the operator to stabilize
themselves and facilitates control of the aircraft during a
motion-related aircraft event (e.g., a turbulence event).

In some embodiments, the processor 150 1s configured to
identily one or more additional mput touches (e.g., multi-
touch gestures; multi-finger gestures, etc.). In embodiments,
the processor 150 can differentiate between multi-touch
input touches (e.g., first input touch 214 and second input
touch 220; as described with reference to FIG. 20) and
stabilization touches 212 based on a variety of factors
including but not limited to: a predetermined amount of time
between the detection of touches; proximity of the touches;
location of the touches; surface area of the touches; and so
forth. For example, the processor 150 can receive, from the
touch interface device 114, a fifth touch location 220 1ndi-
cating where a fifth touch from a digit (e.g., first digit 202)
of the operator’s hand 200 on the touch surface 116 is
detected by the touch interface device 114 (e.g., as described
with reference to FIG. 20). Using the techniques described
above, the processor 150 can designate the fifth touch as a
second mput touch 220 based on the time when the touches
were detected. For example, the processor 150 can deter-
mine a fifth time indicating when the fifth touch began to be
detected. By comparing the second time and the fifth time,
the processor 150 can determine that the second touch 1s a
first input touch 214 and the fifth touch 1s a second 1nput
touch 220. For example, the processor 150 can designate the
second touch as a first input touch 214 and the fifth touch as
a second input touch 220 when the touches occur within a
predetermined amount of time. For example, the processor
150 may designate the second touch as a first input touch
214 and the fifth touch as a second input touch 220 (e.g.,
multi-touch gesture; multi-finger gesture, etc.) when the
touches occur substantially simultaneously (e.g., within a
predetermined amount of time of 5 ms or less). Because the
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processor 150 can distinguish between multiple 1nput
touches and stabilization touches, the graphical interface
104 can detect a variety of single-touch and multi-touch
gestures, while still allowing the operator to brace against
the display device 112.

In some embodiments, once the processor 150 designates
a touch as a stabilization touch 212 the touch remains
designated as a stabilization touch 212 until the touch 1is
released (e.g., until the digit associated with the touch 1s
removed from the touch surface 116). For example, the
processor 130 may continue to identify the touch as a
stabilization touch 212 even when the touch 1s moved onto
an active (e.g., responsive to operator touch information)
portion of the graphical mterface 104. In some embodi-
ments, the processor 150 will continue to designate a touch
as a stabilization touch 212 despite a brief removal of the
touch from the touch surface 116. For example, the proces-
sor 150 may continue to designate the touch as a stabiliza-
tion touch 212 when the touch 1s removed for a predeter-
mined amount of time (e.g., 100 s of ms or less). This allows
for brief loss of contact between the operator’s digit and the
touch surface 116, for example, during motion-related air-
craft event (e.g., turbulence event).

In some embodiments, the processor 150 can identify a
stabilization touch 212 based on the location of the touch.
For example, if the touch occurs at a non-active (e.g., not
responsive to operator touch information) portion of the
graphical interface 104, the processor 150 may designate the
touch as a stabilization touch 212.

Referring still to FIGS. 17 through 30, the integrated
avionics system 102 can be configured to detect a variety of
touch mputs (e.g., button selections, gestures, etc.). For
example, the mtegrated avionics system 102 1s configured to
detect a variety of single-finger, multi-finger, and or multi-
hand touch inputs. It 1s contemplated that the processor 1350
can be configured to distinguish one or more of the multi-
finger and/or multi-hand touch mputs described herein from
a stabilization touch 212, 216, 218 utilizing the techniques
described above and the methods described below (e.g., as
described with reference to FIG. 31) for designating input
touches and stabilization touches.

Referring now to FIG. 17, the integrated avionics system
102 can be configured to detect single-finger tap gestures
and/or multi-finger tap and/or tap and hold gestures. For
example, the processor 150 can detect a single-finger tap
gesture (e.g., press and release gesture) by receiving from
the touch 1nterface device 114 a location indicating where an
input touch 214 from a digit (e.g., second digit 204) of the
operator’s hand 200 on the touch surface 116 1s detected by
the touch interface device 114. In some embodiments, the
processor 150 may similarly detect a multi-finger tap gesture
by receiving substantially simultaneously (e.g., within a
predetermined amount of time of 5 ms or less) from the
touch interface device 114 one or more additional locations
indicating where a second touch mput from at least one
additional digit (e.g., second digit 204) of the operator’s
hand 200 on the touch surtace 116 1s detected by the touch
interface device 114. In some embodiments, the processor
150 may detect a single-finger and/or multi-finger tap and
hold gesture by receiving from the touch interface device
114 a tap gesture lasting for an extended period of time
before release. In some embodiments, the processor 1350
may detect a single-finger and/or multi-finger double tap
gesture by receiving from the touch interface device 114 a
first tap gesture and a second tap gesture within a predeter-
mined amount of time (e.g., 500 ms or less), and/or a
predetermined proximity between the first tap gesture and
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the second tap gesture (e.g., the distance between the two
digits when touch input 1s detected on the touch surface
116). Single-finger and/or multi-finger tap and/or double tap
gestures can be used, for example, to select a desired
window 118, selectable 1con 140, or selectable button (e.g.,
as described above with reference to FIGS. 13-15).

Referring now to FIGS. 19 and 20, the integrated avionics
system 102 can be configured to detect single-finger drag
gestures and/or multi-finger drag gestures. For example, the
processor 150 can detect a single-finger drag gesture by
receiving from the touch interface device 114 a location
indicating where an input touch 214 from a digit (e.g.,
second digit 204) of the operator’s hand 200 moving over
the touch surface 116 without losing contact 1s detected by
the touch intertace device 114 (e.g., as described with
reference to FIG. 19). In some embodiments, the processor
150 may similarly detect a multi-finger drag gesture by
receiving substantially simultaneously (e.g., within a prede-
termined amount of time of 5 ms or less) one or more
additional locations indicating where a second 1nput touch
220 from at least on additional digit (e.g., first digit 202) of
the operator’s hand 200 moving over the touch surface 116
without losing contact 1s detected by the touch interface
device 114, and based on the locations, determining that the
digits 202, 204 are moving over the touch surface 116 1n the
same general direction (e.g., as described with reference to
FIG. 20). Single-finger and/or multi-finger drag gestures can
be used, for example, to move a window 118 to a desired
predefined region 120 by touch mput (e.g., as described
above with reference to FIG. 16) to the i1cons 140. For
example, the window 118 and/or the associated selectable
icon 140 can be dragged and dropped to the desired pre-
defined region 120.

Referring now to FIGS. 21 and 22, the integrated avionics
system 102 can be configured to detect single-finger tlick
gestures and/or multi-finger flick gestures. For example, the
processor 150 can detect a single-finger drag gesture by
receiving from the touch interface device 114 a location
indicating where an imput touch 214 from a digit (e.g.,
second digit 204) of the operator’s hand 200 moving rapidly
in a unilateral direction over the touch surface 116 without
losing contact 1s detected by the touch interface device 114
(e.g., as described with reference to FIG. 21). In some
embodiments, the processor 150 may similarly detect a
multi-finger flick gesture by receiving substantially simul-
taneously (e.g., within a predetermined amount of time of 5
ms or less) from the touch interface device 114 one or more
additional locations indicating where a second 1nput touch
220 from at least one additional digit (e.g., first digit 202) of
the operator’s hand 200 moving rapidly in a unilateral
direction over the touch surface 116 without losing contact
1s detected by the touch iterface device 114, and based on
the locations, determining that the digits 202, 204 are
moving over the touch surface 116 in the same general
direction (e.g., as described with reference to FIG. 22). In
some embodiments, the processor 150 can differentiate
between a drag gesture and a tlick gesture based on the
velocity of the finger movement. For example, the processor
150 can detect a flick gesture when the operator moves his
digit(s) across the touch surface 116 1n a relatively increas-
ing velocity, leaving the touch surface 116 at some point
betore his digit(s) drops below a predetermined velocity.

Referring now to FIGS. 23 and 24, the integrated avionics
system 102 can be configured to detect multi-finger pinch
gestures and/or multi-hand pinch gestures. For example, the
processor 150 may detect a multi-finger pinch gesture by
receiving from the touch interface device 114 a first location
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indicating where an mput touch 214 from a digit (e.g., first
digit 202) of the operator’s hand 200 moving over the touch
surface 116 1s detected by the touch interface device 114,
receiving substantially simultaneously (e.g., within a prede-
termined amount of time of 5 ms or less) one or more
additional locations indicating where a second 1nput touch
220 from at least on additional digit (e.g., second digit 204)
of the operator’s hand 200 moving over the touch surface
116 1s detected by the touch interface device 114, and based
on the locations, determiming that the first digit 202 and the
second 204 digit are moving towards each other (e.g., 1n a
convergent direction; as described with reference to FIG.
23). In some embodiments, the processor 150 detects a
multi-finger pinch gesture when the distance between the
detected first location and the detected second location
decreases over a predefined amount of time.

In some embodiments, the processor 150 may similarly
detect a multi-hand pinch gesture. For example, the proces-
sor 150 can receive from the touch interface device 114 a
location indicating where an input touch 214 from a digit
(e.g., second digit 204) of a first hand 200 of the operator
moving over the touch surface 116 1s detected by the touch
interface device 114, receive substantially simultaneously
(e.g., within a predetermined amount of time of 5 ms or less)
one or more additional locations 1indicating where a second
input touch 220 from at least one digit (e.g., second digit
204) of a second hand 200 of the operator moving over the
touch surface 116 1s detected by the touch interface device
114, and based on the locations, determining that the digit
204 of the first hand 200 and the digit 204 of the second hand
are moving towards each other (e.g., 1n a convergent direc-
tion; as described with reference to FIG. 24). Multi-finger
and/or multi-hand pinch gestures can be used, for example,
to provide zoom-in functionality.

Referring now to FIGS. 25 and 26, the integrated avionics
system 102 can be configured to detect multi-finger spread
gestures and/or multi-hand spread gestures. For example, the
processor 150 may detect a multi-finger spread gesture by
receiving from the touch interface device 114 a first location
indicating where an mput touch 214 from a digit (e.g., first
digit 202) of the operator’s hand 200 moving over the touch
surface 116 1s detected by the touch interface device 114,
receiving substantially simultaneously (e.g., within a prede-
termined amount of time of 5 ms or less) one or more
additional locations indicating where a second 1nput touch
220 from at least one additional digit (e.g., second digit 204)
of the operator’s hand 200 moving over the touch surface
116 1s detected by the touch interface device 114, and based
on the locations, determiming that the first digit 202 and the
second digit are moving away from each other (e.g., 1n
divergent or opposite directions; as described spread refer-
ence to FIG. 25). In some embodiments, the processor 150
detects a multi-finger pinch gesture when the distance
between the detected first location and the detected second
location 1ncreases over a predefined amount of time.

In some embodiments, the processor 150 may similarly
detect a multi-hand spread gesture. For example, the pro-
cessor 150 can receive from the touch interface device 114
a second location 1indicating where an input touch 214 from
a digit (e.g., second digit 204) of a first hand 200 of the
operator moving over the touch surface 116 1s detected by
the touch interface device 114, receive substantially simul-
taneously (e.g., within a predetermined amount of time of 3
ms or less) one or more additional locations indicating
where a second 1nput touch 220 from at least one digit (e.g.,
second digit 204) of a second hand 200 of the operator
moving over the touch surface 116 1s detected by the 1s
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detected by the touch interface device 114, and based on the
locations, determine that the digit 204 of the first hand 200
and the digit 204 of the second hand are moving away from
cach other (e.g., 1n divergent or opposite directions; as
described with reference to FIG. 26). Multi-finger and/or
multi-hand spread gestures can be used, for example, to
provide zoom-out functionality.

Referring now to FIGS. 27 and 28, the integrated avionics
system 102 can be configured to detect single-finger rotate
gestures and/or multi-finger rotate gestures. For example,
the processor 150 can detect a single-finger rotate gesture by
receiving from the touch interface device 114 a location
indicating where an input touch 214 from a digit (e.g.,
second digit 204) of the operator’s hand 200 moving in a
clockwise or counterclockwise direction over the touch
surface 116 without losing contact 1s detected by the touch
interface device 114 (e.g., as described with reference to
FIG. 27). In some embodiments, the processor 150 can
detect a single-finger rotate gesture where a digit (e.g.,
second digit 204) rotates around a fixed digit (e.g., first digit
202). For example, the processor 150 can receive from the
touch interface device 114 a location indicating where an
input touch 214 from a digit (e.g., second digit 204) of the
operator’s hand 200 moving 1n a clockwise or counterclock-
wise direction around a substantially stationary anchoring
touch (e.g. first digit 202) without losing contact with the
touch surface 116 1s detected by the touch interface device
114. In some embodiments, the processor 150 may similarly
detect a multi-finger rotate gesture by receiving substantially
simultaneously (e.g., within a predetermined amount of time
of 5 ms or less) from the touch interface device 114 one or
more additional locations indicating where a second touch
mput 220 from at least one additional digit (e.g., first digit
202) of the operator’s hand 200 moving 1n a clockwise or
counterclockwise direction over the touch surface 116 with-
out losing contact 1s detected by the touch interface device
114, and based on the locations, determining that the digits
202, 204 are moving over the touch surface 116 in the same
general clockwise or counterclockwise direction (e.g., as
described with reference to FIG. 28). Single-finger and/or
multi-finger rotate gestures can be used, for example, to
rotate the ornientation of a window 118 of the graphical
interface 104, and/or to rotate content within a window 118
(e.g., as described with reference to FIGS. 1 through 16
above).

Referring now to FIGS. 29 and 30, the integrated avionics
system 102 can be configured to detect single-finger free-
form drag gestures (e.g., single-finger path gestures) and/or
multi-finger free-form drag gestures (e.g., multi-finger path
gestures). For example, the processor 150 can detect a
single-finger path gesture by receiving from the touch inter-
face device 114 a location indicating where an input touch
214 from a digit (e.g., second digit 204) of the operator’s
hand moving over the touch surface 116 in a continuous
free-form direction without losing contact with the touch
surface 116 1s detected by the touch interface device 114
(e.g., as described with reference to FIGS. 29 and 30). In
some embodiments, the processor 150 may similarly detect
a multi-finger path gesture by recerving substantially simul-
taneously (e.g., within a predetermined amount of time of 5
ms or less) from the touch interface device 114 one or more
additional locations indicating where a second touch 1nput
from at least one additional digit of the operator’s hand 200
moving over the touch surface 116 1n a continuous free-form
direction without losing contact with the touch surface 116
1s detected by the touch iterface device 114, and based on
the locations, determining that the digits are moving over the
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touch surface 116 in the same general free-form direction.
Single-finger and/or multi-finger path gestures can be used,
for example, to provide handwriting, annotating, and/or
highlighting functionality. It 1s further contemplated the
system 102 can recognize previously utilized path gestures
(e.g., pattern recogmtion). For example, historically per-
tormed path gestures can be stored by the memory 152 and
retrieved by the processor 150 when a substantially 1dentical
path gesture 1s performed by the operator.

Example Process for Operating a Flight Deck System

FIGS. 31A and 31B illustrate an example process 250 for
operating a flight deck system to distinguish active touch
(e.g., input touches meant for the mput of data or otherwise
engaging the graphical interface) from non-active touch
(e.g., stabilization touch, accidental touch, etc.). As shown in
FIG. 31, a first location 1s received (e.g., via a processor)
indicating where a {irst touch 1s detected by a touch interface
(Block 252). The first touch location represents a position of
a lirst portion of an operator’s (e.g., user such as a pilot
and/or a co-pilot) hands and/or arms on a touch surface of
the display (e.g., as described with reference to FIGS. 17
through 30). Once the first location 1s received, a first time
1s determined indicating when the first touch began to be
detected (Block 254). A second location 1s then received
indicating where a second touch 1s detected by the touch
interface device (Block 256). The second touch location
represents a position of a second portion of an operator’s
hands and/or arms on the touch surtace of the display (e.g.,
as described with reference to FIG. 18). Once the second
location 1s received, a second time 1s determined 1ndicating
when the second touch began to be detected (Block 258).

Upon determining the respective times when the first and
second touches began to be detected, the first touch 1s
determined to be a stabilization touch by comparing the first
time and the second time (Block 260). In some implemen-
tations, the first touch 1s determined to be a stabilization
touch when the first touch 1s determined to be prior 1n time
to the second touch (Block 262). In some implementations,
a current time can be compared to the first time to determine
a irst amount of time from when the first touch began to be
detected (Block 264). In some implementations, the first
touch 1s determined to be a stabilization touch when the first
amount of time 1s greater than a predetermined amount of
time (Block 266). As described above, the first touch can be
determined to be a stabilization touch when the first amount
of time 1s greater than a predetermined amount of time 1n the
range of 0.01 ms to 50 ms. In specific implementations, the
first touch can be determined to be a stabilization touch 212
when the first amount of time 1s greater than 5 ms.

Once the first touch 1s determined to be a stabilization
touch, 1t 1s designated as a stabilization touch to the touch
interface device (Block 268). As described above, designa-
tion of the first touch as a stabilization touch indicates that
the first touch 1s no longer associated with active engage-
ment of the graphical interface. The second touch 1s then
designated as an imput touch (Block 270). As described
above, designation of the second touch as an input touch
indicates that the second touch 1s associated with active
engagement ol the graphical interface.

In some i1mplementations, a third location i1s receirved
indicating where a third touch 1s detected by a touch
interface (Block 272). The third touch location represents a
position of an additional portion of the operator’s hands
and/or arms on a touch surface of the display (e.g., as
described with reference to FIG. 18). Once the third location
1s recerved, a third time 1s determined indicating when the
third touch began to be detected (Block 274).
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Upon determining the time when the third touch began to
be detected, the third touch 1s determined to be a stabiliza-
tion touch by comparing the third time and the second time
(Block 276). In some implementations, the third touch 1s
determined to be a stabilization touch when the third touch
1s determined to be prior 1n time to the second touch (Block
278). In some 1mplementations, a current time can be
compared to the third time to determine a third amount of
time from when the third touch began to be detected (Block
280). In some mmplementations, the third touch 1s deter-
mined to be a stabilization touch when the third amount of
time 1s greater than a predetermined amount of time (Block
282). As described above, the third touch can be determined
to be a stabilization touch when the third amount of time 1s
greater than a predetermined amount of time in the range of
0.01 ms to 50 ms. In specific implementations, the third
touch can be determined to be a stabilization touch 216 when
the third amount of time 1s greater than 5 ms.

Once the third touch 1s determined to be a stabilization
touch, 1t 1s designated as a stabilization touch to the touch
interface device (Block 284). As described above, designa-
tion of the third touch as a stabilization touch indicates that
the third touch 1s no longer associated with active engage-
ment of the graphical interface. Designating the first and/or
third touch as a stabilization touch and the second touch as
an mput touch allows the operator to brace against display
device. The ability to brace against the display device can
allow the operator to stabilize themselves and facilitates
control of the aircraft during a motion-related aircrait event
(e.g., a turbulence event). It 1s contemplated that one or more
additional locations may be received indicating where an
additional touch(es) (e.g., fourth touch location, fifth touch
location, etc.) 1s detected. These additional touches can be
designated as stabilization touches or input touches using the
techniques described above.

Example Cursor Control Device (CCD) Embodiments

Referring now to FIG. 32, the integrated avionics system
102 can be configured to operate with one or more CCDs
300. In some embodiments, the integrated avionics system
102 may be configured to operate without a CCD 300 (e.g.,
not present or deactivated). Where 1n use, the CCD 300 can
be configured to receirve mput (e.g., spatial data) from an
operator to facilitate operator control of the graphical inter-
face 104. For example, each control CCD 300 can be
configured to control, at least, a unique pointer that, using
the techmiques described herein, can move between any of
the displays of the graphical interface 104 and indicate the
location(s) where touch mputs and/or multi-touch gestures
can take eflect. In embodiments, the CCD 300 can aid in
operation during a motion-related aircrait event (e.g., tur-
bulence event), allowing the operator a location to steady the
operator’s hand 310 (e.g., by resting on and/or by gripping
portions of the CCD 300) and still be able to access the
graphical interface 104 (e.g., possible to avoid needing to
use touch interaction with a screen while experiencing a
motion-related aircrait event (e.g., turbulence event)).

In some embodiments the integrated avionics system 102
can include multiple CCDs 300. For example, the system
102 can include O to 5 CCDs 300. In specific embodiments,
the system 102 1ncludes 0 to 2 CCDs. In embodiments where
multiple CCDs 300 are used, each CCD 300 can be cus-
tomized and/or distinguishable for a particular operator or
type of operator. For example, the CCD 300 may be limited
to controlling pointer movement to only a portion of the
available displays (e.g., pilot side control interface device
may be limited to use with pilot side display(s) and not
extendable to co-pilot screens). In some embodiments, pilot
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and co-pilot pointers can be different and easily distinguish-
able, using the techniques described herein, particularly
where the pilot and/or co-pilot can access all the screens of
a graphical interface 104. Further, in some embodiments, the
pointer can be associated with an 1con and/or color that 1s
configurable by the operator. As described herein, each CCD
300 can have further control capabilities associated there-
with, beyond pointer control.

Referring now to FIGS. 33 through 37, the CCD 300 can
include a housing for being gripped by the operator’s hand
310. In some embodiments, the housing 302 can be gener-
ally longitudinal with a corresponding longitudinal housing
axis 304; a housing face (e.g., upper housing face 306); and
at least two opposing side housing faces 308 generally
parallel to the longitudinal housing axis 304. The upper
housing face 306 and the opposing side housing faces 308
can help accommodate the operator’s hand 310, with the
operator’s hand 310 including at least a first digit (e.g., a
thumb 312) and a second digit (e.g., a finger 314). The
opposing side housing faces 308 can be gripped by opposing
digits (e.g., 312, 314) of an operator’s hand 310. In some
embodiments, the opposing side housing faces 308 can
stabilize the operator’s hand 310 1n a generally side-to-side
direction during a motion-related aircraft event (e.g., turbu-
lence event). The opposing side housing faces 308 can also
stabilize the operator’s hand 310 in a generally upward
and/or downward direction during a motion-related aircratt
event. The CCD 300 can further include the palm rest 316;
the keys 318; the touch surface 322; a knob (e.g., rotary knob
326); and a tactile feature 328.

In some embodiments, the palm rest 316 can be located on
the upper face 306 of the CCD 300 (e.g., adjacent and 1n line
with the touch surface 322 and the knob 326) and configured
for supporting the operator’s hand 310. In an embodiment,
the palm rest 316 can stabilize the operator’s hand 310 1n a
generally downward direction during a motion-related air-
craft event (e.g., turbulence event).

In some embodiments, the touch surface 322 can be
proximal to the palm rest 316 and can be configured to
receive touch information from one or more digits (e.g., 312,
314) of an operator’s hand 310. In an embodiment, the palm
rest 316 and the touch surface 322 can be oriented along the
longitudinal housing axis 304. The touch surface 322 can be
configured for recerving directional iput from the opera-
tor’s hand 310 (e.g., via one or more digits 312, 314) 1n a
plane generally parallel with the upper face 306 of the CCD
300. In an embodiment, the touch surface 322 can be
disposed upon the knob 326. In an embodiment, the touch
surface 322 can be a multi-touch-capable touch pad that can,
for example, support multi-finger gestures, such as two-
finger drag, multi-finger taps, rotation, and/or resizing. The
touch surface 322 can also be used to control pointer
movement.

In some embodiments, the proximity detector 324 (e.g., as
described with reference to FIG. 32) detects when the
operator’s hand 310 1s on or near the housing 302, and/or
more generally on or near the CCD 300. In a specific
embodiment, the proximity detector can detect when the
operator’s hand 310 1s on or near the palm rest 316. The
proximity detector 324 can be communicatively coupled to
the processor 150, the processor 150 being configured to
selectively provide input from the touch surface 322 based
upon a proximity of the operator’s hand 310 to the palm rest
324, and/or more generally based upon a proximity of the
operator’s hand 310 to the housing 302. For example, the
processor 150 can differentiate between active touch (e.g.,
contact on the touch surface 322 in combination with
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detected hand presence on or near the palm rest 324) and
non-active touch (e.g., contact on the touch surface 322
without detected hand presence on or near the palm rest
324). It 1s to be understood that detection of the operator’s
hand on or near the palm rest 316 1s oflered by way of
example only and 1s not meant to be restrictive of the present
disclosure. In other embodiments, the proximity detector
324 may detect other hand placements associated with the
CCD 300. For example, the proximity detector 324 may
detect the position of a specific digit 312, 314 or plurality of
digits. Such proximity detection can, for example, imvolve
sensing the operator’s hand 310 on the palm rest 316, one or
more of the operator’s fingers 314 in contact with and/or in
motion on the touch surface 322 and/or the keys 318, and/or
the operator’s thumb 312 1n contact with one of the various
input devices 330-340 described below. The proximity
detector 324 may involve one or more sensors and may
detect one or more of, for example, pressure, motion, or
capacitance to confirm the operator’s presence relative to the
CCD 300.

In some embodiments, the proximity detector 324 oper-
ates to wholly or partially control functionality of the pointer
of the CCD 300. For example, the proximity detector 324
can allow the pointer to be removed from the graphical
interface 104 when the operator 1s not using the CCD 300.
The pointer associated with the CCD 300 can become
visible when the operator’s hand 310 1s sensed to be near
and/or on the proximity detector 324. Various other factors
can be used 1n controlling a visibility of a pointer of the CCD
300, some of which 1nvolve proximity detection as
described above. For example, if an operator’s hand 310
remains on the control interface device 300, the pointer can
time out after a defined period of touch surface 322 1nac-
tivity, such as 10 seconds, 20 seconds, or a period set by the
operator and/or the manufacturer. In an embodiment, 11 the
operator’s hand 310 1s removed from the CCD 300 and/or
taken out range of the proximity detector 324, the pointer
can time out after a set period (e.g., 3 seconds, 5 seconds, or
a period set by the operator and/or the manufacturer). In an
embodiment, upon a user losing contact with the CCD 300,
the pointer may first display an attention-getting animation
(e.g., a bloom) prior to timing out. Such time out function-
ality helps to ensure that the CCD 300 1s responsive only to
active touch.

Still referring to FIGS. 33 through 37, a rotary knob 326
can be disposed beneath the touch surface 322. The rotary
knob 326 can be configured to receive rotation input from
the operator’s hand 310 1n a plane generally parallel with the
upper face 306 of the CCD 300. The rotary knob 326 can be,
for example, in the range of 2.5 inches to 4 inches 1n
diameter. In a specific embodiment, the rotary knob 326 is
about 3 inches 1n diameter.

In embodiments, the rotary knob 326 can operate to
wholly or partially control functionality of the pointer of the
CCD 300. For example, the rotary knob 326 may also be
rotated to move the pointer between objects and/or data
fields, including within or between group of objects/data
fields, on the display(s) of the graphical mterface 104. In
some embodiments, the rotary knob 326 can include a knob
focus function. For example, when the rotary knob 326 is
rotated such that the pointer 1s within the visible proximity
of an object (e.g., tabs, data fields, etc.) on the graphical
interface 104, the processor 150 can cause the graphical
interface 150 to highlight the object with an indicator (e.g.,
a visible indicator such as color). Where the objects are
formed as 1nteractive tabs, rotational movement of the rotary
knob 326 such that knob focus 1s moved to a selected tab
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causes the processor 150 to activate the tab, allowing for
selection of tab elements within the tab via further rotation
of the knob 326. When the rotary knob 326 1s used to move
a knob focus between objects, the pointer can be removed
from previously highlighted objects. In some embodiments,
the knob focus function can be configured to a specific
display (e.g., selected by the operator and/or manufacturer)
of the graphical interface 104. For example, the rotary knob
326 can move knob focus between windows and/or objects
within the selected display. In other embodiments, the rotary
knob 326 can move knob focus between multiple displays of
the graphical interface 104. In an embodiment, the pointer
and/or knob focus can be removed ifrom the graphical
interface 104 when the rotary knob 326 1s stationary (e.g.,
the operator 1s not using the CCD 300). For example, 1f the
rotary knob 326 1s stationary (e.g., no rotation), the pointer
and/or knob focus can time out after a set period (e.g., 3
seconds, 5 seconds, or a period set by the operator and/or the
manufacturer). In some embodiments, the rotary knob 326
may have a push activation function (e.g., directly and/or via
the touch surface 322 supported thereby), facilitating a
control equivalent to a direct tap (e.g., mouse click) of that
control. It 1s to be understood that while a rotary knob 326
1s shown 1 FIGS. 33 through 37, 1n other embodiments the
control mtertface device 100 may not include a rotary knob
326. For example, similar functionality may be provided by
other components of the control interface device 300 such as
the touch surface 322 and/or other control components
described below. In other embodiments, the control interface
device 300 may not include a touch surface 332, and similar
functionality may be provided by other components of the
control interface device 300 such as the rotary knob 326 or
other control components described below.

Still referring to FIGS. 33 through 37, one or more keys
318 are disposed proximate to the touch surface 322. With
respect to the CCD 300, the keys 318 can be context specific
(e.g., “smart”) keys, or may be configurable or preconfig-
ured for a desired application and/or airframe. In some
embodiments, the keys 318 may be keys that provide
mechanical switch activation underneath them. In some
embodiments, the keys 318 can be associated with quick
access 1cons on a display (as to be described 1n further detail
below). In some embodiments, the keys 318 may be 1n the
form of projected capacitance (PCAP) touch sensors. The
keys 318 can be disposed 1n the form of a key line 320 (e.g.,
a first line). In some embodiments, the key line 320 can be
located forward of the touch surface 322 and distal from the
palm rest 316 (1.e., opposite side of the touch surface 322
relative to the palm rest 316). With respect to the key line
320, the key line 320 may be aligned linearly or 1n an arc that
generally approximates a linear segment. In an embodiment,
the key line 320 can have a generally perpendicular orien-
tation (e.g., 85-95 degrees; or 89-91 degrees) with respect to
the longitudinal housing axis 304. In an embodiment, the
key line 320 can be generally bisected by the longitudinal
housing axis 304 (e.g., half the keys on either side; half the
keys, plus or minus one, on either side; half the keys, plus
or minus two, on either side), for example, for promoting
casy access to all the keys 318. In embodiments, the key line
320 1s positioned such that each of the keys 318 are
accessible by one or more of the operator’s digits (e.g.,
thumb 312; finger 314).

In embodiments, the keys, individually or as a group, can
have one or more tactile features 328 (e.g., bumps, protru-
sions) associated therewith for instilling a sensation 1n the
operator when using the keys 318. For example, at least one
key 318 can have at least one tactile feature 328 formed
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thereon (e.g., bump or protrusion) or therein (e.g., a concave
surface). Such tactile features 328 can facilitate locating the
separate keys and/or determining a desired hand placement
relative to the keys 318 based solely on touch. In some
embodiments, the tactile features 328 can be located
between adjoining keys 318, aiding in the discrete keys or
buttons 318 to be readily distinguished from one another. In
some embodiments, the tactile features 328 can promote
locating of the keys 318 by muscle memory. These tactile
teatures 328 can reduce the need to look at the keys 318,
thereby reducing heads-down time (e.g., time which an
operator spends with attention diverted away from the
primary visual field and towards auxiliary control tools).

Still referring to FIGS. 33 through 37, the CCD 300 can
further include one or more input devices configured to
receive touch, finger, and/or hand movement inputs. In an
embodiment, the additional hand-implemented 1nput
devices may be 1n the form of one or more mnput buttons or
wheels (e.g., 330-340). For example, the CCD 300 can
include one or more of a thumb wheel 330, a volume wheel
332, a push-to-talk button 334, a push-to-command button
336, a back button 338, or a menu button 340. Some or all
of such mput devices 330-340 may be positioned on one or
both sides (e.g., relative to the longitudinal housing axis
304) of the housing 302 (e.g., right or left hand dedicated;
or set for operation by either hand). Where some or all input
devices 330-340 are available on each side, 1n some embodi-
ments, 1t 15 possible to choose to make just one of any
duplicate set of the input devices 330-340 “live” or active at
a given time.

In an embodiment, the thumb wheel 330 (ec.g., a wheel
actuated by the operator’s thumb 312) can be positioned on
a side housing face 306 region proximate to both the palm
rest 316 and the touch surface 322. The thumb wheel 330
can be used for data entry and/or range or zoom adjustment.
In some embodiments, the thumb wheel 330 can, for
example, be used for data entry of values that can be dialed
in via the thumb wheel 330. For example, the thumb wheel
330 can be used for data entry 1n hot data fields where data
field contents can be edited via the thumb wheel 330 without
the use of further data fields (e.g., popup data entry win-
dows). Examples of hot data fields include, but are not
necessarily limited to: selected heading, selected speed,
selected altitude, barometer setting, map range, volume, lists
of sequential values, and so forth.

In embodiments, the thumb wheel 330 can operate to
wholly or partially control functionality of the pointer and/or
the knob focus function of the CCD 300. For example, when
a thumb wheel 330 1s used to edit a hot data field, the pointer
can be removed, except on maps that are in a pan mode. On
maps that are in pan mode, while the map range i1s being
edited with the thumb wheel 330, if the pointer 1s visible just
betore changing the range, the pointer can remain displayed
until 1t times out. In some embodiments, the thumb wheel
330 can operate to wholly or partially control functionality
of the knob focus function described above. In embodi-
ments, 1f the thumb wheel 330 1s stationary (e.g., no rota-
tion), the pointer and/or knob focus can time out after a set
period (e.g., 3 seconds, 5 seconds, or a period set by the
operator and/or the manufacturer). In specific embodiments,
both the thumb wheel 330 and the rotary knob 326 must
remain stationary for the pointer and/or the knob focus to
time out. When the knob focus has timed out, further
mampulation of the thumb wheel 330 can reactivate knob
focus (e.g., restore knob focus to the last object of focus).

The volume wheel 332 can be in the form of another
thumb-actuated wheel and may be located, for example, next
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to the push-to-talk button 334 on the side housing face 306
carrying the thumb wheel 330. The volume wheel 332 can
be used for audio control. In some embodiments, the volume
wheel 332 can create a different tactile sensation (e.g.,
texture, wheel size, wheel angle) relative to the thumb wheel
330 to facilitate distinguishing thereof based on touch alone.
In some embodiments, the volume wheel 332 can be opti-
mized for volume entry (e.g., wheel size and/or sensitivity
(e.g., volume change/change in angle of wheel)).

The push-to-talk button 334 can, for example, be disposed
between the thumb wheel 330 and the volume wheel 332 on
a side housing face 306. The push-to-command button 336
can be used to facilitate reception and/or transmission of
vocal input. The push-to-command button 336 can be
located generally above the push-to-talk button 334 and
proximate to both the palm rest 316 and the touch surface
322 (e.g., in an angular gap therebetween). The push-to-
command button 336 can be used to activate a command
sequence. The push-to-talk button 334 and the push-to-
command button 336 may create a different tactile sensation
(e.g., shaped and/or textured differently) to permit differen-
tiation by touch (in addition to positioning).

In some embodiments, the CCD 300 can further include
the back button 338 and/or the menu button 340 on a given
side housing face 308. In some embodiments, the back
button 338 and/or the menu button 340 can be positioned
below the rotary knob 326 and/or the touch surtace 322. The
back button 338 can perform a “BACK” function, which 1s
similar to or equivalent to pressing a BACK arrow on a
touchscreen, for example. The menu button 340 can be used
to display an application-context specific menu, when appli-
cable. The menu button 340 can, for example, provide the
same function as touching a touchscreen menu button in the
lower left corner of an application window.

Referring now to FIG. 38, The CCD 300 can be config-
ured to communicate with the graphical interface 104 via the
processor 150. For example, the CCD 300 can be commu-
nicatively coupled with the processor 150 which 1s opera-
tively coupled with the graphical interface 104 for display-
ing interactive tlight-related information 106 (e.g., aircratt
data, runway approach, flight mapping, relative aircrait
position (e.g., altitude, pitch, yaw, etc.), weather report, etc.).
The interactive flight-related information 106 can include a
plurality of selectable items 108 arrangeable along a selec-
tion line 110 (1.¢., a second line). In some embodiments, the
selection line 110 has a generally horizontal orientation with
respect to the operator when viewing the graphical interface
104. The spatial data recerved from the operator can be used
by the processor 150 to mampulate the interactive tlight-
related information 106 displayed on the graphical interface
104 by consistently mapping each one of the plurality of
keys 318 arranged along the key line 320 (e.g., the first line
as described with reference to FIG. A) to a corresponding
one of the plurality of selectable items 108 displayed along
the second line 110 of the graphical interface 104 when a key
selection 1s made by the operator so that the operator
associates the plurality of keys 318 with corresponding
positions of the plurality of selectable 1tems 108. That 1s, the
key line 320 can correspond one-to-one with the second line
110 of the graphical interface 104.

In some embodiments, the keys 318 can be configured to
provide the functionality similar or equivalent to dedicated
“quick access keys” (e.g., physical buttons with physical
labels providing shortcuts to commonly used functions or
pages). The keys 318 can further allow for software-con-
figurable flexibility without physical labels, being able to
match with corresponding selectable items 108 associated
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with a graphical interface 104 (e.g., a display screen). When
a finger 314 1s rested on a key 318, a modal popup can be
displayed on the graphical interface 104, indicating the
function of each selectable item 108 and/or the selectable
item 108 corresponding to the respective key 318. For
example, the CCD 300 can communicate with the processor
150 to cause an indication (e.g., a visual indicator such as
color) of the selectable item 108 corresponding to the key
318 to be displayed on the graphical interface 104. In some
embodiments, when multiple keys have a finger 314 resting
on them, corresponding selectable items 108 can be high-
lighted using different visual indicators to show which of the
one or more keys 318 have a finger 314 resting on them. In
some embodiments, a selectable items 108 can be high-
lighted using a visual indicator corresponding to the last
touched key 318. In embodiments where multiple CCDs 300
are used, each CCD 300 can be associated with unique
visual indicators (e.g. lighlighting with a different visual
indicator for pilot and copilot). When a chosen key 318 1s
pressed down, the CCD 300 can communicate with the
processor 150 to activate the control corresponding to the
selected 1tem 108 (e.g., when the mechanical switch posi-
tioned beneath the chosen key 318 1s actuated).

In some embodiments, the keys 318 can be mapped to a
static function. In other embodiments, the keys 318 may
operate under software control, and have the tlexibility to be
customized, for example, based on design and human factors
evaluations, as well as manufacturer’s preferences. In still
other embodiments, a combination of static function keys
318 and customizable keys 318 may be utilized (e.g.,
providing similar or equivalent functionality to a combina-
tion of hard keys and softkeys).

The functionality offered by the touch-surface graphical
interface 104 and the keys 318 can allow the operator to
quickly and accurately select a desired function without
shifting attention away from the display, thereby reducing
heads-down time. The operator can also make selections
under circumstances where 1t may be diflicult to physically
access the graphical interface 104 (e.g., situations where the
operator 1s unable to provide a touch iput to the touch
surface 116), such as during a during a motion-related
aircrait event (e.g., turbulence event). Besides being reach-
able by the keys 318, the related menu of selectable items
108 can be accessed by touching a lower corner of any
multi-function window (MFW) of the graphical interface
104 (e.g., as described with reference to FIG. 15). Thus, the
operator can access the menu of selectable 108 items 1n a
variety ol ways, which can provide increased ability to
control the aircraft 100 under a variety of circumstances.

It 1s to be understood that the functionality offered by the
touch-surface graphical interface 104 and the control ele-
ments of the CCD 300 can purposefully be redundant,
allowing information access by a variety of means, allowing
for personal preference or the possibility of a partial system
outage. It 1s to be further understood that CCD 300 may
improve ergonomics and/or reduce fatigue of the operator.

Retferring now to FIGS. 39 through 43, another embodi-
ment of a CCD 300 1s shown. The CCD 300 includes
housing for being gripped by the operator’s hand 310. In
some embodiments, the housing 302 includes a hand grip
342; a housing face (e.g., lower housing face 344); and at
least two opposing side housing faces 308. The hand grip
342 and the opposing side housing faces 308 can help
accommodate the operator’s hand 310, with the operator’s
hand 310 including at least a first digit (e.g., a thumb 312),
a second digit (e.g., a finger 314), and a third digit (e.g., a
finger 346). The hand grip 342 can be gripped by one or
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more digits (e.g., 314, 346) to stabilize the operator’s hand
310 1n a generally upward, downward, and/or side-to-side
direction during a motion-related aircraft event (e.g., turbu-
lence event). In some embodiments, the proximity detector
324 (c.g., as described with reference to FIG. 32) detects
when the operator’s hand 310 1s on or near the hand grip
342, and/or more generally on or near the housing 302
and/or the CCD 300.

In some embodiments, the CCD 300 further includes the
keys 318; the touch surface 322; and/or a knob (e.g., rotary
knob 326). Many features (e.g., keys 318, touch surface 322,
rotary knob 326, input devices 330-340 etc.) of the CCD 300
are analogous to those described with reference to FIGS. 33
through 38 above. Unless otherwise described with refer-
ence to FIGS. 40 through 43 below, these analogous features
interact as described above (e.g., with reference to FIGS. 33
through 38). More generally, the operation of the CCD 300
1s analogous to the operation described above (e.g., with
reference to FIGS. 33 through 38), unless otherwise
described with reference to FIGS. 40 through 43 below.

In some embodiments, the touch surface 322 and/or the
rotary knob 326 are disposed proximal to the hand grip 342
and can be configured to recerve touch information from one
or more digits (e.g., finger 314; finger 346) of the operator’s
hand 310. In a specific embodiment, the touch surface 322
and/or rotary knob 326 are positioned below the hand grip
342 on a side face 308.

Still referring to FIGS. 39 through 43, one or more keys
318 are disposed proximate to the hand grip 342. The keys
318 can be disposed in the form of a key line 320 (e.g., a first
line; as described with reference to FIG. 33). In some
embodiments, the key line 320 1s located below the hand
orip 342 on a side face 308. The key line 320 may be aligned
linearly or in an arc that generally approximates a linear
segment. In embodiments, the key line 320 1s positioned
such that each of the keys 318 are accessible by one or more
of the operator’s digits (e.g., thumb 312; finger 314). In a
specific embodiment, the key line 320 1s positioned such that
all of the keys 318 are accessible by the thumb 312 of the
operator.

Still referring to FIGS. 39 through 43, the CCD 300 can
turther include one or more input devices configured to
receive touch, finger, and/or hand movement inputs. For
example, the CCD 300 can include one or more of a thumb
wheel 330, a volume wheel 332 (not shown), a push-to-talk
button 334, a push-to-command button 336, a back button
338, or a menu button 340. Some or all of such input devices
330-340 may be positioned on one or both sides of the hand
orip 342 (e.g., right or left hand dedicated; or set for
operation by etther hand). It 1s further contemplated that
some or all of such input devices 330-340 may be positioned
on one or both of the side faces 308.

It 1s to be understood that while the CCD 300 shown in
FIGS. 39 through 43 1s configured for use by a right-handed
operator, one or more of the touch surface 322, rotary knob
326 keys 318, and/or input devices 330-340 may be disposed
on the opposing side of the CCD 300 to accommodate a
left-handed operator. In embodiments, the shape of the hand
orip 342 can be configured for a left-handed operator.

Generally, any of the functions described herein can be
implemented using hardware (e.g., fixed logic circuitry such
as mtegrated circuits), soltware, firmware, manual process-
ing, or a combination thereof. Thus, the blocks discussed 1n
the above disclosure generally represent hardware (e.g.,
fixed logic circuitry such as integrated circuits), software,
firmware, or a combination thereof. In the instance of a
hardware configuration, the various blocks discussed in the
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above disclosure may be implemented as integrated circuits
along with other functionality. Such integrated circuits may
include all of the functions of a given block, system, or
circuit, or a portion of the functions of the block, system, or
circuit. Further, elements of the blocks, systems, or circuits
may be implemented across multiple integrated circuits.
Such 1integrated circuits may include various integrated
circuits, mcluding, but not necessarily limited to: a mono-
lithic integrated circuit, a tlip chip integrated circuit, a
multichip module integrated circuit, and/or a mixed signal
integrated circuit. In the instance of a software implemen-
tation, the various blocks discussed 1n the above disclosure
represent executable instructions (e.g., program code) that
perform specified tasks when executed on a processor. These
executable mstructions can be stored 1in one or more tangible
computer readable media. In some such instances, the entire
system, block, or circuit may be implemented using its
soltware or firmware equivalent. In other instances, one part
of a given system, block, or circuit may be implemented 1n
soltware or firmware, while other parts are implemented 1n
hardware.
Although the subject matter has been described 1n lan-
guage specific to structural features and/or process opera-
tions, 1t 1s to be understood that the subject matter defined in
the appended claims 1s not necessarily limited to the specific
features or acts described above. Rather, the specific features
and acts described above are disclosed as example forms of
implementing the claims.
What 1s claimed 1s:
1. A flight deck system for an aircraft, the flight deck
system comprising:
a display device for providing a graphical interface for
displaying flight-related information to an operator, the
flight-related information including a plurality of win-
dows, the display device configured for displaying the
plurality of windows within a plurality of regions, each
one of the plurality of regions having a predefined
shape and orientation on the display screen according,
to a grid layout;
a touch interface device coordinated with the display
device for receiving touch imformation from the opera-
tor and allowing the operator to interact with the
graphical interface displayed on the display screen; and
a processor communicatively coupled with the touch
interface device and operatively coupled with the dis-
play device, the processor configured to:
recerve, from the touch interface device, a first selec-
tion of a window of the plurality of windows of
flight-related information to be moved to one or
more of the plurality of regions of the display screen;

present, via the display device, a plurality of 1cons to
the operator, each one of the plurality of icons
corresponding to one or more of the plurality of
regions ol predefined shape and orientation on the
display screen;

receive, from the touch interface device, a second
selection of an icon of the plurality of i1cons; and

dynamically recreate the selected window of flight-
related information within the one or more of the
plurality of regions of predefined shape and orien-
tation on the display screen corresponding to the
selected 1con.

2. The flight deck system as recited in claim 1, wherein
cach one of the plurality of 1cons has a relative size on the
display screen commensurate with the one or more of the
plurality of regions of predefined shape and orientation on
the display screen corresponding to the second selection.
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3. The tlight deck system as recited 1n claim 1, wherein
cach one of the plurality of icons has a relative location on
the display screen commensurate with the one or more of the
plurality of regions of predefined shape and orientation on
the display screen corresponding to the second selection.

4. The tlight deck system as recited 1n claim 1, wherein at
least one of the plurality of windows of tlight-related infor-
mation comprises a primary window that may not be
removed from the display screen in response to the second
selection.

5. The tlight deck system as recited 1n claim 4, wherein the
primary window occupies a minimum number ol regions
within the plurality of regions of predefined shape and
orientation on the display screen.

6. The tlight deck system as recited 1n claim 4, wherein the
primary window occupies a locked orientation within the
plurality of regions of predefined shape and orientation on
the display screen.

7. The tlight deck system as recited 1n claim 1, wherein the
selected window of fhght-related information 1s scalable
when the selected window 1s recreated within the one or
more of the plurality of regions of predefined shape and
orientation on the display screen corresponding to the sec-
ond selection.

8. A method of operating a flight deck system for an
aircraft, the method comprising:

providing, via a display device, a graphical interface for

displaying interactive flight-related information to an
operator, the tlight-related information including a plu-
rality of windows;

displaying the plurality of windows within a plurality of

regions, each one of the plurality of regions having a
predefined shape and orientation on the display screen
according to a grid layout;

receiving, from a touch interface device coordinated with

the display device, touch information from the operator
allowing the operator to interact with the graphical
interface displayed on the display screen;

receiving, from the touch interface device, a first selection

of a window of the plurality of windows of flight-
related information to be moved to one or more of the
plurality of regions of the display screen;
presenting, via the display device, a plurality of 1cons to
the operator, each one of the plurality of 1cons corre-
sponding to one or more of the plurality of regions of
predefined shape and orientation on the display screen;

receiving, from the touch interface device, a second
selection of an 1con of the plurality of icons; and

dynamically recreating the selected window of tlight-
related information within the one or more of the
plurality of regions of predefined shape and orientation
on the display screen corresponding to the selected
icon.

9. The method as recited 1in claim 8, wherein each one of
the plurality of icons has a relative size on the display screen
commensurate with the one or more of the plurality of
regions of predefined shape and orientation on the display
screen corresponding to the second selection.

10. The method as recited in claim 8, wherein each one of
the plurality of 1cons has a relative location on the display
screen commensurate with the one or more of the plurality
of regions of predefined shape and orientation on the display
screen corresponding to the second selection.

11. The method as recited 1n claim 8, wherein at least one
of the plurality of windows of flight-related information
comprises a primary window that may not be removed from
the display screen in response to the second selection.
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12. The method as recited in claim 11, wherein the
primary window occupies a minimum number of regions
within the plurality of regions of predefined shape and
orientation on the display screen.
13. The method as recited in claim 11, wherein the
primary window occupies a locked orientation within the
plurality of regions of predefined shape and orientation on
the display screen.
14. The method as recited in claim 8, further comprising
scaling the selected window of flight-related information
when the selected window 1s recreated within the one or
more of the plurality of regions of predefined shape and
orientation on the display screen corresponding to the sec-
ond selection.
15. A flight deck system for an aircrait, the flight deck
system comprising:
a display device for providing a graphical interface for
displaying interactive flight-related information to an
operator, the tlight-related information including a plu-
rality of windows, the display device configured for
displaying the plurality of windows within a plurality
of regions, each one of the plurality of regions having
a predefined shape and onientation on the display screen
according to a grid layout;
a touch terface device coordinated with the display
device for recerving touch imnformation from the opera-
tor and allowing the operator to interact with the
graphical interface displayed on the display screen; and
a processor communicatively coupled with the touch
intertace device and operatively coupled with the dis-
play device, the processor configured to:
receive, from the touch interface device, a first selec-
tion of a window of the plurality of windows of
flight-related information to be moved to one or
more of the plurality of regions of the display screen;

present, via the display device, a plurality of 1cons to
the operator, each one of the plurality of icons
corresponding to one or more of the plurality of
regions of predefined shape and orientation on the
display screen, each one of the plurality of icons
having a relative location on the display screen
commensurate with the one or more of the plurality
of regions of predefined shape and orientation on the
display screen;

receirve, from the touch interface device, a second
selection of an 1con of the plurality of icons; and

dynamically recreate the selected window of fhght-
related information within the one or more of the
plurality of regions of predefined shape and orien-
tation on the display screen corresponding to the
selected 1con.

16. The flight deck system as recited 1n claim 15, wherein
cach one of the plurality of 1cons has a relative size on the
display screen commensurate with the one or more of the
plurality of regions of predefined shape and orientation on
the display screen corresponding to the second selection.

17. The flight deck system as recited 1n claim 135, wherein
at least one of the plurality of windows of flight-related
information comprises a primary window that may not be
removed from the display screen in response to the second
selection.

18. The flight deck system as recited 1n claim 17, wherein
the primary window occupies a minimum number of regions
within the plurality of regions of predefined shape and
orientation on the display screen.
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19. The flight deck system as recited 1n claim 17, wherein
the primary window occupies a locked orientation within the
plurality of regions of predefined shape and orientation on
the display screen.

20. The flight deck system as recited 1n claim 15, wherein
the selected window of flight-related information 1s scalable
when the selected window 1s recreated within the one or
more ol the plurality of regions of predefined shape and
orientation on the display screen corresponding to the sec-
ond selection.
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