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IMAGE PROCESSING APPARATUS,
CONTROL METHOD AND

NON-TRANSITORY COMPUTER-READABLE
RECORDING MEDIUM THEREFOR

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a Continuation of International Patent
Application No. PCT/JP2018/041090, filed Nov. 6, 2018,
which claims the benefit of Japanese Patent Application No.
2017-248003, filed Dec. 25, 2017, and Japanese Patent
Application No. 2018-192136, filed Oct. 10, 2018, each of
which are hereby incorporated by reference herein 1n their
entirety.

BACKGROUND OF THE INVENTION

Field of the Invention

The present invention relates to a technique of synthesiz-
ing captured images.

Background Art

Conventionally, when inspecting concrete wall surfaces
of a bnidge, a dam, a tunnel, and the like, an inspection
engineer approaches the concrete wall surface and visually
checks variations such as cracks. However, such inspection
work called close visual mspection has a problem that the
operation cost 1s high. PTL 1 discloses a technique 1n which
a concrete wall 1n a tunnel 1s captured using a camera, and
cracks are detected based on the obtained captured image.

CITATION LIST

Patent Literature

PTL 1: Japanese Patent Laid Open No. 2002-310920

However, 1n the related art described above, when an
obstacle exists between an 1nspection object such as a
concrete wall surface and a camera that performs capturing,
there 1s a problem that an 1mage of a portion shielded by the
obstacle cannot be obtained. Therefore, there 1s a possibility
that a variation such as a crack on the concrete wall surface
of the portion may be overlooked.

The present invention has been made in consideration of
such problems, and provides a technique of generating an
image which enables more suitable detection of variations 1n
a situation 1n which an obstacle exists between an inspection
object and a camera.

SUMMARY OF THE INVENTION

In order to solve the above-described problems, an 1image
processing apparatus according to the present invention
includes an arrangement described below. That 1s, the 1mage
processing apparatus comprises:

one or more processors; and

one or more memories including structions that, when

executed by the one or more processors, cause the
communication apparatus to perform a method com-
prising:

acquiring a first image which captures a scene including

an object from a first viewpoint position and a second
image which captures a scene mncluding the object from
a second viewpoint position different from the first
viewpoint position,
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2

associating a coordinate position corresponding to a posi-
tion of a feature of the object on the first image with a
coordinate position corresponding to a position of a
feature of the object on the second image,
determiming a partial region 1n the second 1mage corre-
sponding to a give region in the first image based on the
association,
generating a synthesized image by replacing an 1image of
the given region 1n the first image using an 1image of the
determined partial region, and
displaying variation data representing a variation that has
occurred in the object by superimposing the variation
data on the generated synthesized image.
Further features of the present mvention will become
apparent irom the following description of exemplary
embodiments with reference to the attached drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings are included in and consti-
tute a part of the specification, illustrate embodiments of the
present invention and, together with the description, serve to
explain the principles of the present invention.

FIG. 1 1s a view exemplarily showing how a floor slab
looks when observed from below a bridge.

FIG. 2 1s a view exemplarily showing images of the same
floor slab region captured from different viewpoint posi-
tions.

FIG. 3 1s a block diagram showing an example of the
functional arrangement of an 1mage processing apparatus.

FIG. 4 1s a block diagram showing an example of the
hardware arrangement of the image processing apparatus.

FIG. 5 1s a flowchart for explaining an operation of the
Image processing apparatus.

FIG. 6 1s a view for explaining generation of a synthesized
image.

FIG. 7 1s a flowchart for explaining an operation of the
Image processing apparatus.

FIG. 8 1s a view exemplarily showing GUIs for accepting
a designation ol a replacement region from a user.

FIG. 9 1s a view exemplarily showing a GUI for accepting
modification of the synthesized image from the user.

FIG. 10 1s a schematic view showing an example of an
environment 1n which the floor slab i1s captured.

FIG. 11 1s a view exemplarily showing a screen after
variation detection 1s performed on a synthesized image.

FIG. 12 1s a flowchart illustrating an operation of the
image processing apparatus upon performing variation
detection on the synthesized image.

FIG. 13 1s a block diagram showing an example of the
functional arrangement of the 1mage processing apparatus.

FIG. 14 1s a flowchart for explaining an operation of the
Image processing apparatus.

FIG. 15A 1s a view stepwisely showing processing of
correcting a positional shift between a main 1mage and a
clipped 1mage.

FIG. 15B 1s a view stepwisely showing the processing of
correcting a positional shift between a main 1mage and a
clipped image.

FIG. 15C 1s a view stepwisely showing the processing of
correcting a positional shift between a main 1image and a
clipped image.

FIG. 15D 1s a view stepwisely showing the processing of
correcting a positional shift between a main 1image and a
clipped image.
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FIG. 16A 1s a view showing an example of a method of
blending a boundary portion between a main image and a
clipped image.

FIG. 16B 1s a view showing the example of the method of
blending the boundary portion between the main image and
the clipped 1mage.

FIG. 16C 1s a view showing the example of the method of
blending the boundary portion between the main 1image and
the clipped 1mage.

FIG. 16D 1s a view showing the example of the method
of blending the boundary portion between the main image
and the clipped 1mage.

DESCRIPTION OF TH.

(L.
1]

EMBODIMENTS

Hereinalfter, an example of embodiments of the present
ivention will be explained 1n detaill with reference to the
accompanying drawings. Note that the following embodi-
ments are merely examples, and not intended to limit the
scope of the present mnvention.

(First Embodiment)

As the first embodiment of an image processing apparatus
according to the present invention, an 1mage processing
apparatus that synthesizes two 1mages obtained by capturing
a floor slab of a bridge from two different viewpoint posi-
tions will be described below as an example.

<Capturing of Floor Slab of Bridge>

FIG. 1 1s a view exemplarily showing how a floor slab 100
looks when observed from below the bridge. Note that the
floor slab 1s a structure for transmitting the weight of a
vehicle or the like passing over a bridge to a bridge girder
and bridge piers. Here, the concrete floor slab 100 1s
supported by a lattice-shaped steel bridge girder 110, and
diagonal members 120 are arranged on the side of the steel
bridge girder 110 not in contact with the floor slab 100.
Theretfore, when observed from below, the diagonal member
120 crosses the tloor slab 100 in front of the floor slab 100.

A camera captures a floor slab region surrounded by a
lattice formed by the steel bridge girder. In particular, for
descriptive simplicity, 1t 1s assumed below that capturing 1s
performed using the camera from a viewpoint position
directly below the floor slab region surrounded by each
lattice. In addition, 1t 1s assumed that an 1mage of an adjacent
floor slab region 1s captured together with the center floor
slab region 1n each captured image. Note that 1t 1s assumed
here that image capturing 1s performed from different view-
point positions by moving the camera.

FIG. 10 1s a schematic view showing an example of an
environment 1n which the tloor slab 1s captured. A variation
1001 1s a vaniation such as a crack appearing on the surface
of the floor slab 100, and i1s an object to be included 1n a
captured 1mage. A space 1002 indicated by a gray rectangle
1s a space region 1n which the diagonal member 120 blocks
the field of view when a camera 1003q 1installed at a
viewpoint position immediately below the varnation 1001
captures directly above. That 1s, the varniation 1001 does not
appear 1n the image captured by the camera 1003a. The
camera 1003q 1s used by being fixed to, for example, a tripod
or a camera platform, and 1s fixed at a height of about 1 m
from the ground. In the example shown in FIG. 10, the
camera 1003a 1s located 10 m below the tloor slab 100. As
shown 1n FIG. 10, when the floor slab 100 and the diagonal
member 120 are 1n a positional relationship of about 2 m
apart, it only suflices to move the viewpoint position of
capturing about 2.5 m 1n the horizontal direction to capture
the variation 1001. A camera 100356 represents a state in
which the camera 1003a 1s installed at a position moved
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about 2.5 m 1n the horizontal direction. The camera 10035
captures the floor slab at an angle (from an oblique direction)
with respect to the floor slab, so that the vanation 1001
appears 1n the captured image. Note that it 1s assumed here
that capturing 1s performed from different viewpoint posi-
tions by moving the camera, but capturing may be per-
formed using a plurality of cameras.

Ranges 130a and 1306 i FIG. 1 exemplarily show
capturing ranges of a scene when captured from the view-
point positions directly below floor slab regions 100aq and
1005, respectively. As 1s understood from FIG. 1, the floor
slab regions 100a and 1005 are included 1n both the ranges
130a and 1305.

FIG. 2 15 a view exemplarily showing images of the same
floor slab region 100a captured from different viewpoint
positions. An image 200a exemplarily shows an image of the
floor slab region 100a when captured from a viewpoint
position directly below the floor slab region 100a. A crack
210a appears 1n the image 200q. On the other hand, an
image 2000 exemplarily shows an image of the floor slab
region 100a when captured from a viewpoint position
directly below the floor slab region 1005, A crack 2105
appears 1n the image 2005. As will be described below, the
crack 210q and the crack 2105 are described as the crack 210

because they actually show the same crack.

As 1s understood from FIGS. 1 and 2, the image 200q
corresponds to the image of the floor slab region 100q
captured from the front, and the image 2005 corresponds to
the 1image of the floor slab region 100a captured diagonally
from the left. Therefore, the positional relationship between
the diagonal member 120 and the crack 210 1s different
between the image 200q and the image 2005. In addition, the
vertical steel bridge girder 110 differently appears in the
image 200aq and the image 2005b.

That 1s, the floor slab region shielded by the diagonal
member 1s diflerent between the image 200aq and the image
2006 due to the parallax, so that the crack 210 differently
appears 1n these images. Therefore, 1n the first embodiment,
an 1mage of the tloor slab region 100a with a small shielded
region 1s generated by synthesizing the image 200a and the
image 2005. This makes 1t possible to obtain an 1mage which
enables more suitable detection of variations such as the
crack 210.

<Arrangement of Image Processing Apparatus>

FIG. 3 15 a block diagram showing the functional arrange-
ment of an 1mage processing apparatus 300. FIG. 4 1s a block
diagram showing the hardware arrangement of the image
processing apparatus 300. Here, an example 1s shown in
which the 1image processing apparatus 300 1s formed by a
general personal computer (PC).

In the following description, a mode will be described 1n
which each functional unit of the 1image processing appara-
tus 300 shown 1n FIG. 3 1s implemented by a CPU executing
a software program. However, some or all of the functional
units of the 1image processing apparatus 300 shown 1n FIG.
3 may be configured to be processed by hardware such as an
application specific integrated circuit (ASIC) or an FPGA.
Here, FPGA 1s an abbreviation for field programmable gate
array.

A CPU 320 comprehensively controls the image process-
ing apparatus 300. The CPU 320 implements each functional
unit shown 1n FIG. 3 by executing a control program stored
in, for example, a ROM 322 or a hard disk drive (HDD) 326.

The HDD 326 stores, for example, an application program
used 1n the 1image processing apparatus 300 or various types
of control programs. The HDD 326 also stores images
captured by the camera as described above (for example, the
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captured 1image indicated by the ranges 130a and 1305) and
a design drawing to be described later. Further, the HDD 326
also stores various types of information related to the
application program or various types ol control programs. A
RAM 321 1s also used to temporarily store the various types
of mnformation. Each of a keyboard 325 and a mouse 324 1s
a functional unit that accepts an instruction mput from a
user. A display 323 1s a functional unit that visually provides
various types of mformation to the user.

An 1mage data storage module 301 1s formed by, for
example, the HDD 326, an SSD (Solid State Drive), or a
combination thereof. As described above, 1t stores 1images
captured by the camera from a plurality of viewpoint posi-
tions. In addition, 1t stores a design drawing, which 1s an
orthographic projection view as viewed from below the
bridge, created based on the design drawing or the like of the
target bridge.

Note that 1n the following description, captured 1mages
indicated by the ranges 130aq and 1306 are assumed as
captured 1mages, but each captured image may be a stitch-
synthesis 1image of a plurality of captured images (one-shot
captured 1mages). That 1s, 1n order to perform precise crack
detection, 1t 1s necessary to capture the tloor slab with a high
resolution (for example, one pixel of the captured image
corresponds to 0.5 mm on the floor slab). At this time, when
capturing 1s performed using a camera having, for example,
24 million pixels (lateral 6000 pixelsxlongitudinal 4000
pixels), one shot image includes the range of lateral 3
mxlongitudinal 2 m, so the above-described captured-image
condition (=including the image of an adjacent floor slab
image) cannot be satisfied. Therefore, it 1s preferable to
synthetize a plurality of one-shot images by stitch synthesis
or the like to generate an 1mage that satisfies the above-
described captured-image condition.

An 1mmage data management module 302 manages 1image
data stored in the HDD 326 described above. For example,
it manages the viewpoint position at which each of the
plurality of captured images 1s captured. Also, 1t manages
association information between images derived by an align-
ment module 303 to be described later.

The alignment module 303 1s a functional unit that
determines association of position coordinates between two
(or more) 1mages. For example, two images are displayed on
the display 323 as a graphical user interface (GUI), and a
designation of coordinates to be associated with each other
in the two 1mages 1s accepted from the user via the keyboard
325 and/or the mouse 324. Then, a coordinate conversion
parameter for associating the coordinates with each other
between the images 1s dertved. Here, it 1s assumed that a
known homography matrix 1s derived as the coordinate
conversion parameter, but another coordinate conversion
parameter may be calculated. Note that 1t 1s assumed here
that the floor slab region can be approximated by a two-
dimensional plane. It 1s also assumed that the portion of the
steel girder surrounding the floor slab region, the portion 1n
contact with the floor slab, exists on substantially the same
plane as the floor slab region.

In general, it 1s necessary to designate four pairs of
coordinates to derive a homography matrix. However, more
pairs of coordinates may be designated to dertve a homog-
raphy matrix. In that case, for example, processing of
calculating the sum of errors each of which 1s obtained as a
result of coordinate conversion of coordinate values of each
pair of coordinates and optimizing the parameter so as to
mimmize the sum 1s performed. In practice, the accuracy
tends to 1mprove as the number of coordinate pairs
Increases.
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A replacement region designation module 304 1s a func-
tional unit that accepts a region 1n a base 1image (referred to
as a main image hereinafter) of two 1images to be synthe-
s1zed, the region 1n which the floor slab 1s shielded so does
not appear. That 1s, a region to be replaced with the other
image (referred to as a sub 1mage hereinaiter) of the two
images to be synthesized 1s designated. For example, the
main 1mage 1s displayed as a GUI on the display 323, and a
designation of the image region of the diagonal member
included in the main 1mage i1s accepted as a region of an
arbitrary shape such as a polygon, a circle, or an ellipse from
the user via the keyboard 325 and/or the mouse 324. Note
that the replacement region may be designated not only as
one region but also as a combination of two or more regions.
In this case, a logical sum (OR) or a logical product (AND)
for the combination 1s further designated.

Note that 1n processing of detecting a crack or the like, 1t
1s desirable that the image 1s captured from a position
directly facing the floor slab. Therefore, 1n the following
description, the image 200a (range 130a) obtained by cap-
turing the floor slab region 100a from the front 1s used as the
main 1mage, and the image 20056 (range 1305) obtained by
capturing the floor slab region 100a diagonally from the left
1s used as the sub 1image. However, as image processing, any
image may be used as the main image as long as the floor
slab region to be processed appears 1n the 1image.

FIG. 8 15 a view exemplarily showing GUIs for accepting
a designation of a replacement region from the user. These
GUIs are displayed by the replacement region designation
module 304 performing display control of a display umt
such as the display 323. A GUI 801 1s a GUI that arranges
and displays the main image (1mage 200q) and the sub 1mage
(1mage 2005). When a replacement region 1s designated 1n
the main 1mage via a mouse cursor 810, a region corre-
sponding to the replacement region i1s synchronously dis-
played 1n the sub 1image.

On the other hand, a GUI 802 1s a GUI that superimposes
and displays the main image and the sub image. Here, a state
1s shown in which the sub 1mage 1s superimposed on the
main 1mage with a transparency of “80%”. Noted that the
transparency of the sub 1mage can be designated. When
there are a plurality of sub images, the sub 1mage to be
displayed may be switchable. Further, the plurality of sub
images having undergone translucent processing may be
superimposed and displayed on the main image.

By configuring such GUIs, 1t 1s possible to intuitively
know the region in the sub i1mage corresponding to the
replacement region designated 1n the main image. Note that
cach of the GUI 801 and the GUI 802 1s provided with
buttons or the like for receiving an operation from the user.
For example, a button for selecting the main i1mage, a
pull-down list for selecting the sub image, a button for
starting designation of a replacement region on the main
image, and a button for clipping a region on the sub 1image
corresponding to the replacement region are provided.

An 1mage clipping module 3035 1s a functional unit that
clips the 1mage of the region in the sub image corresponding
to the replacement region designated by the replacement
region designation module 304. For example, the coordi-
nates of the replacement region designated by the replace-
ment region designation module 304 are converted into
coordinates 1n the sub 1mage using the coordinate conver-
sion parameter dertved by the alignment module 303, and
the 1mage of the region corresponding to the coordinates
obtained by the conversion is clipped from the sub 1mage.

The image synthesis module 306 i1s a functional unit that
overwrites the replacement region designated by the replace-




US 11,416,978 B2

7

ment region designation module 304 with the clipped image
clipped by the image clipping module 305 to generate a
synthesized i1mage. For example, it generates an 1mage
obtained by superimposing and displaying the clipped image
clipped from the sub 1mage on the main 1mage.

Note that misalignment can occur between the main
image and the clipped image due to various factors. There-
fore, the clipped 1image may be displayed as an editable
object 1image 1n a GUI, and editing (deformation such as

scaling) of the clipped 1image may be accepted from the user
via the keyboard 325 and/or the mouse 324.

FIG. 9 1s a view exemplarily showing a GUI for accepting
modification of the synthesized image from the user. In a
window 900, the clipped image 1s superimposed and dis-
played as an editable object 1mage on the main image. The
user can perform a deformation operation such as scaling or
moving the clipped image via a mouse cursor 901.

The variation detection module 307 1s a functional unit
that performs variation detection processing on the synthe-
sized 1mage generated by the 1image synthesis module 306.
Here, variation detection processing 1s processing of detect-
ing a variation (a crack or the like) 1n an image and recording
the detected variation. For example, 1t displays the synthe-
s1zed 1image on the GUI, accepts the position of the crack
from the user by a trace operation using a mouse or the like,
and records position data representing the trace location or
the traced locus as crack data (variation data). Alternatively,
a crack 1s automatically detected by image analysis process-
ing using an algorithm such as machine learning, and the
detected location of the crack 1s recorded as crack data. Note
that, in order to facilitate processing, the crack data 1s
preferably recorded as vector data indicating the locus of the
crack.

In this embodiment, the crack data can be used as inde-
pendent graphic data. For example, 1t 1s possible to provide
a user interface capable of switching on/ofl the superim-
posed display of crack data on the synthesized image. In this
manner, by checking the synthesized image while switching,
on/ofl the superimposed display, the user can more easily
check correctness of the variation detection processing and
perform supplementary work. In addition, the crack detec-
tion data 1s stored and, after a predetermined period has
passed, superimposed and displayed on a synthesized image
obtained by capturing the same tloor slab of the same bridge.
This makes it easy for the user to visually check whether the
crack has extended. At this time, 1t may be configured that
superimposition of crack detection data can be switched
on/ofl. In particular, according to this embodiment, a syn-
thesized 1image 1n which a region hidden by a shielding
object has been complemented can be used as a target of
variation detection processing, so that the variation detection
processing can be performed more easily. That 1s, a com-
plicated work 1s unnecessary, such as performing variation
detection processing on each of a plurality of 1images cap-
tured from different capturing positions and distinguishing
overlapping portions and non-overlapping portions from the
results obtained from the plurality of 1images.

FIG. 11 1s a view showing an example of a screen in
which vanations detected by the vanation detection module
307 are superimposed and displayed on a synthesized image.
In a window 1100, a synthesized image related to a portion
different from that shown 1n the window 900 1s displayed. A
bold line 1101 1s a part (corresponding to one crack) of crack
data on the tloor slab 100 detected by the variation detection
module 307. In this manner, 1t 1s preferable that the crack
data 1s highlighted by a bold line, a broken line, or a colored
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line so that the crack data can be easily identified and
compared with a crack 1102 appearing 1n the synthesized
image.

<Operation of Image Processing Apparatus>

FIG. 5 1s a flowchart for explaining an operation of the
image processing apparatus according to the first embodi-
ment. Note that 1 the following description, an example in
which a captured image of the range 130a 1s used as a main
image and a captured image of the range 1306 1s used as a
sub 1mage will be described. More specifically, an example
will be described in which a synthesized image 1s generated
in which the image region of the diagonal member 1n the
image 200q 1s replaced with a partial image of the floor slab
that appears at a corresponding position in the image 2005.

In step S501, the alignment module 303 acquires a main
image and one or more sub 1mages to be synthesized from
the image data storage module 301. For example, a captured
image obtained by capturing the floor slab region 100a to be
processed from the front (immediately below) 1s read out
from the 1mage data storage module 301 as a main 1mage.
Then, the image data management module 302 1s inquired of
a captured 1image obtained by capturing the floor slab region
laterally adjacent to the floor slab region 100aq from the
tront, and the corresponding captured image 1s read out from
the 1mage data storage module 301 as a sub image. Here, a
captured 1mage of the left adjacent tloor slab region 1005
captured from the front i1s read out as a sub 1mage.

In step S502, the alignment module 303 reads out the
design drawing from the 1mage data storage module 301. As
has been described above, the design drawing 1s an ortho-
graphic projection view as viewed from below the bridge,
and 1s, for example, an 1image as shown 1n FIG. 1.

In step S503, the alignment module 303 accepts an
association relationship of the coordinates between the main
image and the design drawing from the user, and derives a
homography matrix as a coordinate conversion parameter
between the main 1image and the design drawing. In addition,
an association relationship between the coordinates of the
sub 1mage and the design drawing 1s accepted from the user,
and a homography matrix as a coordinate conversion param-
cter between the sub 1mage and the design drawing 1is
derived. Thus, 1t becomes possible to convert the main
image and the sub i1mage (the central projection i1mage
captured by the camera) into an orthographic projection
image (orthogonal conversion). In addition, as a result, the
coordinate relationship 1s associated between the main
image and the sub 1mage.

Here, the user associates four vertices, serving as feature
points, of the four corners of the tloor slab region 100q 1n the
image 200a with four vertices, serving as feature points, of
the four corners of the floor slab region 100a on the design
drawing. In addition, four vertices of the floor slab region
100a 1n the 1image 2005 are associated with the four vertices
of the four corners of the floor slab region 1004 on the design
drawing. However, it 1s expected that the two left vertices 1n
the image 20056 are shielded by the steel bridge girder.
Therefore, 1t 1s preferable to designate two vertices with this
in mind. For example, instead of the four corners of the floor
slab region 100q, corners of the bridge girder that 1s assumed
to exist on substantially the same plane as the floor slab
region may be designated. Also, for example, the positions
of the hidden two vertices behind the bridge girder on the
image may be specified by drawing an auxiliary line based
on the remaiming two viewable vertices, the corners of the
bridge girder, and the like, and the specified points may be
designated. A feature point other than the vertex may be
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designated, 11 any. Note that the feature point desirably exists
on substantially the same plane as the floor slab.

In step S504, the replacement region designation module
304 accepts a designation ol a replacement region in the
main 1mage from the user. As has been described above, a
replacement region 1s a region in which the floor slab 1s
shielded so i1t does not appear in the main 1image. Here, the
region of the diagonal member in the 1mage 200a 1s desig-
nated. Note that a region larger than the region of the
diagonal member may be designated, assuming that image
edition may be required after synthesis 1s performed. Instead
of directly designating the replacement region, a designation
of an 1mage feature (texture or the like) of the replacement
region may be accepted. In this case, the replacement region
designation module 304 selects a region 1n the main 1image
similar to the designated image feature and designates the
region as the replacement region.

In step S505, the image clipping module 3035 clips the
image ol the region 1n the sub 1image corresponding to the
replacement region (given region) designated in step S504.
Here, the coordinates of the replacement region 1n the main
image are converted mto coordinates in the sub 1mage using
the coordinate conversion parameters derived by the align-
ment module 303, and the image of the clipped region
corresponding to the coordinates obtained by the conversion
1s clipped from the sub 1mage. Note that a region larger than
the clipped region derived from the replacement region may
be clipped, assuming that 1mage edition may be required
alter synthesis 1s performed. However, 11 1t 1s determined
based on the image feature or the like that a portion other
than the floor slab appears in the extended region, this region
may be excluded from the clipping target.

In step S506, the image synthesis module 306 overwrites
(replaces) the replacement region 1n the main 1image desig-
nated in step S504 with the clipped image clipped 1n step
S505 to generate a synthesized image. Note that when the
clipped 1mage i1s synthesized with the main image, the
clipped 1mage 1s converted into a coordinate position in the
main 1image based on the homography matrix derived in step
S503, and then synthesis 1s performed. The generated syn-
thesized 1mage 1s held 1n the 1mage data storage module 301.

FI1G. 12 1s a flowchart illustrating an operation of applying,
variation detection processing to a synthesized image
obtained by synthesizing a clipped image with a main 1image.
In step S1201, the vanation detection module 307 acquires
a synthesized 1image to be a target of variation detection from
the 1image data storage module 301. In S1202, the vanation
detection module 307 applies variation detection processing
to the synthesized image acquired 1n step S1201. In this
embodiment, the variation detection module 307 automati-
cally detects a crack from an 1image using machine learning,
and records the detected location as crack data.

FIG. 6 1s a view for explaining generation of a synthesized
image by superimposing a clipped 1image on a main 1mage.
As shown 1n FIG. 6, a generated synthesized 1mage 600
includes a floor slab 1mage including the entire target floor
slab region. Of course, this 1s not the case when there 1s a
partial region that appears 1n neither the main image nor the
sub 1mage. In such a case, 1t 1s possible to generate one
synthetized 1image that includes the larger range of the target
floor slab region by synthesis processing using one or more
images captured from further different viewpoints, and use
the synthesized image as a target of variation detection
processing. Note that as has been described above, in order
to make 1t possible to correct the positional shift between the
main 1mage and the clipped image, the clipped image may
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be displayed as an editable object image and a deformation
operation such as scaling may be accepted from the user.

As has been described above, according to the first
embodiment, 1mages captured from two different viewpoint
positions are synthesized. With this processing, it becomes
possible to generate an 1image suitable for variation detection
processing even 1n a situation in which an obstacle (diagonal
member) exists between the mspection object (floor slab)
and the camera.

Note that 1n the above description, a mode 1n which one
sub 1mage 1s used for one main 1image has been described,
but two or more sub 1mages may be used. For example, in
addition to the captured image (image 2005) obtained by
capturing the left adjacent floor slab region from the front,
a captured 1mage obtained by capturing the right adjacent
floor slab region from the front may also be used as the sub
1mage.

(Modification 1)

In modification 1, a mode 1n which a plurality of 1images
captured from a plurality of viewpoint positions are directly
associated with each other will be described. Note that the
apparatus arrangement 1s substantially the same as that in the
first embodiment, so that a description therecof will be
omitted.

<Operation of Image Processing Apparatus>

FIG. 7 1s a flowchart for explaining an operation of the
image processing apparatus according to modification 1.
Note that 1n the following description, as 1n the first embodi-
ment, an example 1 which a captured 1mage of the range
130a 1s used as a main 1mage and a captured 1mage of the
range 13056 1s used as a sub 1mage will be described.

In step S701, the alignment module 303 reads out a main
image and one or more sub 1mages to be synthesized from
the 1mage data storage module 301. In step S702, the
alignment module 303 accepts an association relationship of
the coordinates between the main 1image and the sub 1mage
from the user, and derives a homography matrix as a
coordinate conversion parameter between the 1mages.

Here, the user associates four vertices of the four corners
of the floor slab region 100a 1n the 1mage 200a with four
vertices of the four corners of the floor slab region 100a 1n
the 1image 20056. However, 1t 1s expected that the two left
vertices 1n the image 2006 are shielded by the steel bridge
girder. Therefore, 1t 1s preferable to designate two vertices
with this 1n mind. A feature point other than the vertex may
be designated, 11 any. Note that the feature point desirably
exists on substantially the same plane as the floor slab.

Steps ST703 to S7035 are sumilar to steps S504 to S506 1n
the first embodiment, so that a description thereof will be
omitted.

As has been described above, according to modification 1,
it becomes possible to synthesize captured images captured
from two different viewpoint positions without using the
design drawing. With this processing, it becomes possible to
generate an 1mage suitable for vanation detection processing
even 1n a situation in which an obstacle (diagonal member)
exists between the inspection object (floor slab) and the
camera.

(Modification 2)

In the first embodiment, when a positional shift occurs
between the main image and the 1image clipped from the sub
image, the user can perform edition such as scaling or
moving using the GUI as shown in FIG. 9. However, the
shift between the main 1image and the clipped 1mage cannot
always be compensated for only by edition by scaling or
moving. In modification 2, there will be described process-
ing of correcting a positional shift of a variation or texture
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occurring in a boundary portion when a clipped 1mage 1s
superimposed and displayed on a main image (and when
they are synthesized) according to the first embodiment or
modification 1.

FIG. 13 1s a block diagram showing the functional
arrangement of the image processing apparatus 300. Regard-
ing the functional arrangement, the description of parts
similar to those in the first embodiment will be omitted. A
clipped 1mage correction module 1301 1s a functional unit
that applies 1image processing to a clipped 1image 1n order to
correct a shift of a variation, texture, or color 1n a boundary
portion between the main 1mage and the clipped 1mage.

FIG. 14 1s a flowchart for explaining an example of the
operation of the 1mage processing apparatus according to
modification 2. This processing 1s performed as preprocess-
ing of the image synthesis processing shown in FIG. S (step
S506) or FIG. 7 (step S705). Alternatively, the processing 1s
performed as processing of optimizing a synthesized image
to be processed 1n vaniation detection processing shown in
FIG. 12 (step S1202). Note that in the following description,
as 1n the first embodiment, an example 1n which a captured
image of the range 130q 1s used as a main 1mage and a
captured 1mage of the range 1305 1s used as a sub 1mage will
be described.

In step S1401, the variation detection module 307 per-
forms crack detection processing on a main image and a
clipped 1mage. FIG. 15A 1s a view showing a state 1n which
the clipped image 1s superimposed on the main image.
Cracks 1503 are detected 1n each of a main image 1501 and
a clipped image 1502. In step S1402, the clipped image
correction module 1301 acquires end points of the cracks on
the boundary of a region designated by the replacement
region designation module 304. FIG. 15B 1s a view showing,
a state 1n which the end points of the cracks on the boundary
between the main 1image 1501 and the clipped image 1502
are specified. Here, eight specified end points are indicated
by dots. In step S1403, the clipped 1image correction module
1301 creates pairs of the end point of the crack in the main
image and the end point of the crack in the clipped image
acquired 1n step S1402 so that the end poits falling within
a predetermined range are paired. FIG. 15C 1s a view
showing a state in which the end point of the crack on the
main 1mage 1501 and the end point of the crack on the
clipped image 1502 are paired. Here, each pair of two end
points 1s surrounded by a circle 1504 indicated by dotted
line, and a state 1n which four pairs are set 1s shown. In step
51404, the clipped image correction module 1301 deter-
mines whether there are four or more pairs each including
the end point of the crack in the main image and the end
point of the crack in the clipped image. If the number of
pairs 1s less than four, the process advances to step S1405.
I1 the number of pairs 1s four or more, the process advances
to step 51406.

In step S1405, the clipped image correction module 1301
accepts the association relationship of the coordinates
between the clipped image and the main image from the
user, and creates a pair from the two input coordinates. This
1s processing ol replenishing a pair so that geometric con-
version to be described later can be executed based on a total
of four or more pairs. For example, a pair of coordinates
determined by the alignment module 303 and associated
with each other to align the main 1mage and the sub 1mage
(step S503 or S702) may be used. Alternatively, a pair of
coordinates associated by the user newly selecting an arbi-
trary position in each of the main 1mage and the clipped
image may be used. Note that the coordinates designated on
the clipped 1image are desirably coordinates on a region
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where the user wants to suppress the intluence of conversion
in geometric conversion of the clipped image performed 1n
step S1406 to be described later. Also, even when four or
more pairs have been generated 1n step S1403, a user input
ol a pair may be accepted for the purpose of designating a
region where the user wants to suppress the ifluence of
conversion. Note that 1t 1s determined here whether the
number of pairs 1s “four or more™ 1n step S1404, assuming
geometric conversion using a homography matrix. However,
when another geometric conversion is used, the number may
be any number necessary for the geometric conversion, and
may not be “four or more”.

In step S1406, the clipped image correction module 1301
derives a homography matrix using the pairs of the coordi-
nates on the main 1mage and the coordinates on the clipped
image. Then, geometric conversion based on the derived
homography matrix i1s applied to the clipped image. FIG.
15D 1s a view showing a state 1n which the clipped 1image
with the geometric conversion applied thereto 1s superim-
posed and displayed on the main 1mage 1n step S1406. The
clipped 1mage geometrically converted as described above
1s, for example, overwritten on the synthesized image, and
can be used 1n variation detection processing. In addition,
for example, 1t 1s possible to provide a user interface capable
of superimposing and displaying the geometrically-con-
verted clipped image on the synthesized image or switching
on/off the superimposed display. For example, the clipped
image superimposed on the synthesized image (or the main
image) may be displayed as an editable object image, and
the positional shift may be further corrected by accepting a
deformation operation such as scaling from the user.

Note that 1n the boundary portion between a main 1image
and a clipped 1image, not only a positional shift of a variation
or texture but also a shift of color (color shift) may occur.
Two methods of correcting a color shift in the boundary
portion will be described below. One 1s a method using
histogram matching that matches the distribution of the
color histogram of the clipped image with the distribution of
the color histogram of the main image. The other 1s a method
of blending the clipped image with the main image by
setting the transparency continuously changed from the
center to the outside 1n the vicinity of the boundary portion
of the clipped image.

FIGS. 16A to 16D are views showing a method of
blending the boundary portion between a main 1mage and a
clipped image. Each of FIGS. 16A to 16D includes sche-
matic views showing the positional relationship between the
main 1mage and the clipped image when viewed from the
side and when viewed from above. FIG. 16A 1s a view
showing a state 1n which a clipped image 1603 1s superim-
posed on a diagonal member region 1602 (that 1s, a replace-
ment region) appearing 1 a main image 1601. An image
1611 exemplarily shows occurrence of a color shift in the
boundary portion.

FIG. 16B 1s a view showing a state in which the trans-
parency ol the center portion of the clipped 1image 1s set to
0% and continuously changed to 100% toward the outer
boundary portion. Note that 1n this case, the transparency at
the edge of the clipped 1mage 1s set to 100%. Accordingly,
when the width of the Chpped image 1603 and the width of
the diagonal member reglon 1602 arc substantlally the same,
the diagonal member region 1602 appearmg in the main
1mage 1601 i1s seen through the chpped image 1603. An
image 1612 exemplarily shows a state 1n which the diagonal
member region 1602 1s seen through the clipped image
1603. Therefore, when clipping the clipped image 1603
from the sub i1mage, it 1s preferable to clip a region larger
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than the range of the diagonal member region 1602. By
setting the transparency continuously changed from 0% to
100% with respect to such the clipped image 1603, the
blending can be performed without allowing the diagonal
material to be seen through the clipped image 1603. 5

FIG. 16C 1s a view showing a state in which the clipped
image 1603 including a peripheral region 1604 1s clipped
when an 1mage region 1n the sub 1mage corresponding to the
replacement region 1s clipped. That 1s, FIG. 16C shows a
state 1n which an extended partial region larger than the 10
replacement region 1s clipped. An 1image 1613 exemplarily
shows occurrence of a color shift in the boundary portion
between the peripheral region 1604 and the main image in
this case. FIG. 16D 1s a view showing a state in which the
transparency of a portion corresponding to the diagonal 15
member region 1602 (that 1s, the replacement region) 1s set
to 0% and the transparency of the peripheral region 1604 1s
changed 1n the larger clipped image (extended partial
region). Here, an example 1s shown 1n which the transpar-
ency of the peripheral region 1604 1s continuously changed 20
from 0% to 100% from the side in contact with the clipped
image 1603 to the outside (toward the boundary with the
main 1mage). An image 1614 exemplarily shows a state in
which the color shift 1in the boundary portion 1s not notice-
able due to this processing. 25

If a positional shift of a variation or texture or a color shift
occurs 1n the boundary portion between the main 1mage and
the clipped 1image, false detection such as miscounting of the
number of cracks or regarding the boundary line as a crack
may occur 1n variation detection processing. According to 30
modification 2, occurrence of such false detection can be
reduced. Note that in modification 2, a method of correcting
a positional shift and a method of correcting a color shift
have been described, but image processing 1s not limited
thereto. Similarly, based on any or all of the hue, the 35
saturation, and the brightness in one of a main 1mage and a
sub 1mage, any of the hue, the saturation, and the brightness
of a partial region in the other image can be adjusted and
reflected on a synthesized image. This can improve the
accuracy ol variation detection processing that 1s executed 40
subsequently.

According to the present invention, a technique of gen-
erating an 1mage which enables more suitable detection of
variations can be provided. Other features and advantages of
the present invention will become apparent from the descrip- 45
tion with reference to the accompanying drawings.

(Other Embodiments)

Embodiment(s) of the present invention can also be
realized by a computer of a system or apparatus that reads
out and executes computer executable instructions (e.g., one 50
or more programs) recorded on a storage medium (which
may also be referred to more fully as anon-transitory com-
puter-readable storage medium’) to perform the functions of
one or more of the above-described embodiment(s) and/or
that includes one or more circuits (e.g., application specific 55
integrated circuit (ASIC)) for performing the functions of
one or more of the above-described embodiment(s), and by
a method performed by the computer of the system or
apparatus by, for example, reading out and executing the
computer executable mnstructions from the storage medium 60
to perform the functions of one or more of the above-
described embodiment(s) and/or controlling the one or more
circuits to perform the functions of one or more of the
above-described embodiment(s). The computer may com-
prise one or more processors (e.g., central processing unit 65
(CPU), micro processing unit (MPU)) and may include a
network of separate computers or separate processors to read

14

out and execute the computer executable instructions. The
computer executable instructions may be provided to the
computer, for example, from a network or the storage
medium. The storage medium may include, for example, one
or more of a hard disk, a random-access memory (RAM), a
read only memory (ROM), a storage of distributed comput-
ing systems, an optical disk (such as a compact disc (CD),
digital versatile disc (DVD), or Blu-ray Disc (BD)™), a
flash memory device, a memory card, and the like.

While the present invention has been described with
reference to exemplary embodiments, 1t 1s to be understood
that the mvention 1s not limited to the disclosed exemplary
embodiments. The scope of the following claims 1s to be
accorded the broadest interpretation so as to encompass all
such modifications and equivalent structures and functions.

-

The mvention claimed 1s:

1. An 1image processing apparatus comprising;:

one or more processors; and

one or more memories including nstructions that, when
executed by the one or more processors, cause the
1mage processing apparatus to perform a method com-
prising:

(1) acquiring a first image which captures a scene 1nclud-
ing an object from a first viewpoint position and a
second 1mage which captures a scene including the
object from a second viewpoint position different from
the first viewpoint position;

(2) associating a coordinate position corresponding to a
position of a feature of the object on the first image with
a coordinate position corresponding to a position of a
feature of the object on the second 1mage;

(3) determining a partial region in the second image
corresponding to a given region in the first image based
on the association;

(4) generating a synthesized image by replacing an 1image
of the given region 1n the first image using an 1image of
the determined partial region;

(5) acquiring a design drawing of the object;

(6) associating the coordinate position corresponding to
the position of the feature of the object on the first
image with a coordinate position corresponding to a
position of the feature of the object on the design
drawing; and

(7) associating the coordinate position corresponding to
the position of the feature of the object on the second
image with the coordinate position corresponding to the
position of the feature of the object on the design
drawing.

2. The 1mage processing apparatus according to claim 1,
wherein the method further comprises designating the given
region 1n the first image.

3. The image processing apparatus according to claim 2,
wherein the method further comprises accepting a designa-
tion of a region of an arbitrary shape 1n the first image from
a user, and

wherein the 1image processing apparatus designates the
region of the arbitrary shape as the given region.

4. The 1mage processing apparatus according to claim 3,
wherein the 1image processing apparatus 1s configured to be
capable of accepting a plurality of regions of an arbitrary
shape, and

wherein the image processing apparatus designates, as the
given region, a region obtained by a logical sum or a
logical product of the plurality of regions of the arbi-
trary shape.
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5. The 1mage processing apparatus according to claim 2,
wherein the method further comprises accepting a designa-
tion of an 1mage feature from a user, and

wherein the i1mage processing apparatus designates a

region 1n the first image similar to the 1image feature as
the given region.

6. The 1mage processing apparatus according to claim 1,
wherein the method further comprises arranging and dis-
playing the first 1image and the second image on a display
unit, and

wherein the 1image processing apparatus performs control

so as to display, synchronously with the given region,
the determined partial region in the second image.

7. The 1image processing apparatus according to claim 1,
wherein the method further comprises superimposing and
displaying the second image having undergone translucent
processing on the first image in a display unit, and

wherein the 1image processing apparatus performs control

so as to superimpose and display the second image
having undergone the translucent processing on the first
image based on the association.

8. The 1image processing apparatus according to claim 7,
wherein the method further comprises designating a trans-
parency in the translucent processing.

9. The 1image processing apparatus according to claim 1,
wherein the method further comprises performing image
processing for correcting a shift occurring between the
partial region and the first image in the synthesized image.

10. The image processing apparatus according to claim 9,
wherein the 1mage processing apparatus corrects a positional
shift occurring between the partial region and the first image
by deforming the image of the partial region based on an
association relationship between coordinates specified from
a boundary of the given region and coordinates specified
from a boundary of the partial region.

11. The 1mage processing apparatus according to claim
10, wherein the vanation that has occurred in the object 1s
a crack that has occurred 1n a structure, and

wherein the 1image processing apparatus (a) specifies an

end point of a crack detected from the first image on the
boundary of the given region and an endpoint of a crack
detected from the second 1image on the boundary of the
partial region, and (b) deforms the partial region based
on association of the end points falling within a pre-
determined range among the specified end points.

12. The image processing apparatus according to claim 9,
wherein the 1mage processing apparatus corrects a color
shift occurring between the partial region and the first image
by adjusting any or all of a hue, a saturation, and a brightness
of the partial region based on any or all of a hue, a saturation,
and a brightness of the first image.

13. The 1image processing apparatus according to claim 9,
wherein the 1image processing apparatus corrects a color
shift occurring between the partial region and the first image
by adjusting any or all of a hue, a saturation, and a brightness
of the first image based on any or all of a hue, a saturation,
and a brightness of the partial region.

14. The 1mage processing apparatus according to claim 9,
wherein

the 1mage processing apparatus generates the synthesized
image by superimposing, on the given region in the first
image, the image of the partial region whose transpar-
ency 1s set, and

wherein the 1mage processing apparatus corrects a color
shift occurring between the partial region and the first
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image by setting the transparency that continuously
increases irom a center to an outside 1n the partial
region.

15. The 1mage processing apparatus according to claim
14, wherein

the 1image processing apparatus generates the synthesized

image by superimposing an image ol an extended
partial region larger than the determined partial region
on the given region 1n the first image, and

wherein the 1mage processing apparatus corrects a color

shift occurring between the partial region and the first
image by setting, in a region of the extended partial
region extending from the partial region, a transparency
that continuously increases from a side in contact with
the partial region to an outside of the extended partial
region.

16. The image processing apparatus according to claim 1,
wherein the method further comprises deriving, based on the
association, a coordinate conversion parameter that mutually
converts a coordinate position 1n the object included 1n the
first image and a coordinate position 1n the object included
in the second 1mage, and

wherein the image processing apparatus determines,

based on the coordinate conversion parameter, the
partial region in the second 1mage corresponding to the
given region 1n the first image.

17. The image processing apparatus according to claim 1,
wherein the method further comprises displaying variation
data representing a variation that has occurred 1n the object
by superimposing the variation data on the generated syn-
thesized 1mage.

18. The image processing apparatus according to claim
17, wherein the method further comprises detecting a varia-
tion that has occurred 1n the object based on analysis of the
synthesized image, and

wherein, 1n the displaying, the image processing appara-

tus displays the variation data representing the detected
variation by superimposing the variation data on the
synthesized image.
19. A control method in an 1mage processing apparatus,
the control method comprising:
acquiring a first image which captures a scene including
an object from a first viewpoint position and a second
image which captures a scene including the object from
a second viewpoint position different from the first
viewpoint position;
associating a coordinate position corresponding to a posi-
tion of a feature of the object on the first image with a
coordinate position corresponding to a position of a
teature of the object on the second image;

determining a partial region in the second image corre-
sponding to a given region in the first image based on
the association;

generating a synthesized image by replacing an 1image of

the given region 1n the first image using an 1image of the
determined partial region;

acquiring a design drawing of the object;

associating the coordinate position corresponding to the

position of the feature of the object on the first image
with a coordinate position corresponding to a position
of the feature of the object on the design drawing; and
associating the coordinate position corresponding to the
position of the feature of the object on the second 1mage
with the coordinate position corresponding to the posi-
tion of the feature of the object on the design drawing.
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20. A non-transitory computer-readable recording
medium storing a program for causing a computer to func-
tion as an 1mage processing apparatus comprising:

a first acquisition unit configured to acquire a {irst image
which captures a scene including an object from a first s
viewpoint position and a second 1image which captures
a scene 1mcluding the object from a second viewpoint
position different from the first viewpoint position;

a first association unit configured to associate a coordinate
position corresponding to a position of a feature of the 10
object on the first image with a coordinate position
corresponding to a position of a feature of the object on
the second 1mage;

a determination unit configured to determine a partial
region 1n the second image corresponding to a given 15
region 1n the first image based on the association by the
first association unit;

a generation unit configured to generate a synthesized
image by replacing an image of the given region 1n the
first 1mage using an 1mage of the partial region deter- 20
mined by the determination unit;

a second acquisition unit configured to acquire a design
drawing of the object; and

a second association unit configured to (a) associate the
coordinate position corresponding to the position of the 25
feature of the object on the first image with a coordinate
position corresponding to a position of the feature of
the object on the design drawing, and (b) associate the
coordinate position corresponding to the position of the
feature of the object on the second image with the 30
coordinate position corresponding to the position of the
feature of the object on the design drawing.
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