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PROVIDE A DATA REQUEST FROM A FIRST DOMAIN TO A SECOND DOMAIN
260

GENERATE A MESSAGING BUS BETWEEN THE FIRST DOMAIN AND THE
SECOND DOMAIN
262

PUBLISH ACCESS DATA FOR THE FIRST DOMAIN AND THE SECOND DOMAIN
ACROSS THE MESSAGING BUS

264

RECEIVE ACCESS DATA FROM THE FIRST DOMAIN AT THE SECOND DOMAIN
266

TRANSLATE THE ACCESS DATA FROM THE FIRST DOMAIN INTO FORMATTED
ACCESS DATA USED BY THE SECOND DOMAIN
268

APPLY AN ACCESS POLICY TO THE DATA REQUEST BASED ON THE
FORMATTED ACCESS DATA
270

PROVIDE TO THE FIRST DOMAIN A RESPONSE TO THE DATA REQUEST IN
ACCORDANCE WITH THE ACCESS POLICY
272

FI1G. 5B
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CONSUMER DOMAIN PROVIDER DOMAIN
210 211

| [5.01] GENERATE REMOTE ADMINISTRATOR IN COUNTERPART |

5.02] GENERATE DOMAIN PEERING FOR CONSUMER WITH PROVIDER
[5.03] ACCEPT DOMAIN PEERING

[5.04] ADVERTISE GATEWAYS

15.05] GENERATE REMOTE TENANT FOR CONSUMER IN PROVIDER
15.06] ACCEPT REMOTE TENANT

[5.07] ADVERTISE SERVICE

[5.08] REQUEST SERVICE CONSUMPTION
- [6.09] ACCEPT REQUEST FOR SERVICE CONSUMPTION

[5.10] GENERATE GROUP ID FOR REMOTE TENANT CONSUMPTION
15.11] ACCEPT GROUP ID

[5.12] GENERATE GROUP ID FOR SERVICE
5.13] ACCEPT GROUP ID

[5.14] ASSIGN ENDPOINT FOR SERVICE
[5.15] ASSIGN ENDPOINT FOR REMOTE TENANT

| [5.16] OFFER SERVICE IN ACCORDANCE WITH POLICIES |

FIG. 5C
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MULTI-DOMAIN POLICY ORCHESTRATION
MODEL

TECHNICAL FIELD

The present technology pertains to orchestrating network-
ing policies across domains. Specifically, 1t pertains to
translating the policies from a first domain 1nto policies of a
second domain, thereby allowing the second domain to
appropriately apply first domain policies to ingress and
egress traflic for the second domain.

BACKGROUND

A campus network can provide connectivity to computing
devices (e.g., servers, workstations, desktop computers, lap-
top computers, tablets, mobile phones, etc.) and things (e.g.,
desk phones, security cameras, lighting, heating, ventilating,
and air-conditioning (HVAC), windows, doors, locks, medi-
cal devices, industrial and manufacturing equipment, etc.)
within environments such as oflices, hospitals, colleges and
universities, o1l and gas facilities, factories, and similar
locations. Some of the unique challenges a campus network
may face include integrating wired and wireless devices,
on-boarding computing devices and things that can appear
anywhere 1n the network and maintaining connectivity when
the devices and things migrate from location to location
within the network, supporting bring your own device
(BYOD) capabilities, connecting and powering Internet-oi-
Things (IoT) devices, and securing the network despite the
vulnerabilities associated with Wi-F1 access, device mobil-
ity, BYOD, and IoT. Current approaches for deploying a
network capable of providing these functions often require
constant and extensive configuration and administration by
highly skilled network engineers operating several different
systems (e.g., directory-based i1dentity services; authentica-
tion, authorization, and accounting (AAA) services, wireless
local area network (WLAN) controllers; command line
interfaces for each switch, router, or other network device of
the network; etc.) and manually stitching these systems
together. This can make network deployment difhicult and
time-consuming, and impede the ability of many organiza-
tions to mnnovate rapidly and to adopt new technologies,
such as video, collaboration, and connected workspaces.

BRIEF DESCRIPTION OF THE FIGURES

To provide a more complete understanding of the present
disclosure and features and advantages thereof, reference 1s
made to the following description, taken 1n conjunction with
the accompanying drawings, in which:

FI1G. 1 1llustrates an example of a physical topology of an
enterprise network 1n accordance with an embodiment;

FIG. 2 1llustrates an example of a logical architecture for
an enterprise network i accordance with an embodiment;

FIGS. 3A-31 illustrate examples of graphical user inter-
faces for a network management system 1n accordance with
an embodiment;

FI1G. 4 illustrates an example of a physical topology for a
multi-site enterprise network in accordance with an embodi-
ment,

FIG. 5A illustrates an example configuration of devices
and a network in accordance with some aspects of the
present technology;

FIG. 3B illustrates an example method embodiment in
accordance with some aspects of the present technology;
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FIG. 5C illustrates an example sequence diagram in
accordance with some aspects of the present technology;

FIG. 3D illustrates an example sequence diagram in
accordance with some aspects of the present technology; and

FIGS. 6A and 6B illustrate examples of systems in
accordance with some embodiments.

DESCRIPTION OF EXAMPLE EMBODIMENTS

The detailed description set forth below 1s intended as a
description of various configurations of embodiments and 1s
not mtended to represent the only configurations in which
the subject matter of this disclosure can be practiced. The
appended drawings are incorporated herein and constitute a
part of the detailed description. The detailed description
includes specific details for the purpose of providing a more
thorough understanding of the subject matter of this disclo-
sure. However, 1t will be clear and apparent that the subject
matter of this disclosure 1s not limited to the specific details
set forth herein and may be practiced without these details.
In some instances, structures and components are shown 1n
block diagram form in order to avoid obscuring the concepts
of the subject matter of this disclosure.

Overview

The present technology pertains to orchestrating policies
across multiple networking domains. In particular, an east-
west federation model, e.g. server to server model 1 a
datacenter, can be used to deploy cross-domain network
policies without requiring a northbound orchestrator. As a
result, cross-domain multi-tenancy, end-to-end connectivity
based on policy, policy group translations, identity propa-
gation across domains, and/or security contract enforcement
between consumer and provider processes across one or
more local domains and a remote domain can be provided
across one or more managed networks.

The present technology can receive, at a provider domain
from a consumer domain, a data request; receive, at the
provider domain from the consumer domain, at least one
access policy for the consumer domain; translate, at the
provider domain, the at least one access policy for the
consumer domain into at least one translated access policy
understood by the provider domain; apply, at the provider
domain, the at least one translated access policy understood
by the provider domain to the data request; and send, from
the provider domain to the consumer domain, a response to
the data request.

Example Embodiments

Additional features and advantages of the disclosure will
be set forth 1n the description which follows, and 1n part wall
be obvious from the description, or can be learned by
practice of the herein disclosed principles. The features and
advantages of the disclosure can be realized and obtained by
means ol the mstruments and combinations particularly
pointed out 1n the appended claims. These and other features
of the disclosure will become more fully apparent from the
following description and appended claims, or can be
learned by the practice of the principles set forth herein.

Network administrators use policies to regulate traflic
across networking domains. However, orchestrating policies
across distinct networking domains poses a problem, as
networks may have diflerent policy protocols. The systems
and methods disclosed herein aim to provide a solution to
this need 1n the art.

With respect to data centers for a software defined access
(SDA) campus and an application centric infrastructure
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(ACI), the SDA campus and the ACI data centers are disjoint
policy domains. In other words, each domain has respective
policy groups, endpoint 1dentities, and/or contracts, poten-
tially based on a shared or similar underling technology
and/or network underlay. Further, additional disjoint
domains can be mntegrated into the SDA campus and ACI
data centers such as, for example, a software defined wide
area network (SD-WAN), etc., and so on.

At the boundaries of each domain, network administrators
typically stitch together connectivity, translation and car-
riage policy, and identity policy. Contract enforcement
points are often chosen naively and, as a result, rules are
duplicated and/or errors are introduced to rules or respective
enforcement processes.

However, to realize user intent 1in cross- or multi-domain
policies, such as, for example and without imputing limita-
tion, between an SDA campus, an ACI data center, and a
SD-WAN, user mntents can be expressed as high level inputs
and processed by a natural language processing (NLP)
engine. The NLP engine may then provide consistent poli-
cies across the respective domains, such as, for example and
without imputing limitation, multi-tenancy across domains,
end-to-end connectivity based on policy, secure policy
group translations and identity propagation across domains,
and security contracts enforcement across domains between
consumer and provider processes in respective domains. For
example, the NLP engine may receive a high level input
expressing an intent as a user on the SDA campus seeking
to consume (e.g., recerve outputs from) a customer relation-
ship management (CRM) application 1n the ACI data center.
In another example, a streaming media application hosted 1n
one domain may be providing streaming services to a
plurality of users in another domain.

Some aspects of cross- and multi-domain policy that are
enabled 1n this disclosure include, for example and without
imputing limitation, multi-tenancy across multi-site ACls,
ACI domain peering with multiple SDA domains, and/or
campus endpoint scaling in ACls, end-to-end policy-based
connectivity across an underlay and/or across overlay rout-
ing under a control plane, secure translation of policy groups
and 1dentity propagation across domains such as stretching
(e.g., extending) a SDA campus virtual routing and forward-
ing (VRF) into an ACI or translating class identifiers to and
from wvirtual network identifiers, and enforcing security
contracts across domains between consumers and providers
in respective domains such as end point synchronization and
policy application services, SDA campus security groups
consuming an ACI service, data plane learming, and data
plane flows.

In one example, an ACI domain includes one or more ACI
sites (e.g., data centers). Each site may be associated with an
ACI controller cluster and the entire domain may be asso-
ciated with a multi-site controller (IMSC) cluster for man-
aging cross site configuration. Each externally visible cam-
pus tenant (e.g., extranet VRFs) can be hosted as a VRF 1n
a group ACI border leafs determined internally by a respec-
tive ACI fabric.

The multi-domain policy solution between the ACI
domain and SDA domain (or domains) 1s based on a
federation model rather than a northbound orchestrator or
the like. Multi-tenancy 1s extended across the disjoint
domains by representing the consumer process 1n the service
provider domain as a “remote tenant” and also the service
provider process in the consumer domain as a “remote
tenant”.

End-to-end cross-domain connectivity i1s automated in
two ways. Underlay connectivity automation 1s achieved
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using anycast addresses (e.g., multiple routing paths are
assigned to the respective addresses) and integrated with
SD-WAN for application service level agreement (SLA)
based traflic path selection. Overlay connectivity automation
1s achieved by using border gateway protocol over an
Ethernet virtual private network (BGP-EVPN) for control
plane services and virtualized network infrastructures (e.g.,
VXLAN, etc.) for data plane services. As a result, a provider
service 1n a first domain can be exposed to many consumers
in other domains, and vice versa.

Other benefits 1nclude cross-domain policy group and
namespace translations (e.g., security group tagging (SGT)
to end point group (EPG), etc.) with identity propagation
securely across domains, stretching a VRF for a remote
tenant 1into a local tenant domain, such as stretching a SDA
VRF mto an ACI domain, and vice versa, and end point
synchronization via policy group segmentation and policy
enforcement and the shared services contract being con-
sumed by the remote tenant VRF as a consumer (e.g., SDA

VRF) 1n ACI and ACI local tenant VRF as provider of a
service 1n ACI and vice versa.

In general, domain characteristics may be reflective of an
associated entity. For example, an ACI domain can include
a collection of sites under one MSC cluster. Similarly, a
collection of SDA sites under one managed network con-
troller can be a domain.

In a cross-domain setting, a single user per domain can do
various cross-domain callouts (e.g., application program-
ming interface (API), Katka provider/consumer calls, etc.)
on behalf of a local domain. In some examples, role-based
access control (RBAC), within a domain 1n which the user
can update providers and/or consumers, may be handled
independently. After all RBAC i1s enforced internally and
accepted, a cross-domain admainistrator can call remote APIs
on the other domains. When the domain admuinistrator
invokes APIs on the remote domain, the remote domain may
enforce RBAC for the cross-domain admimstrator to the
corresponding local domain objects.

A cross-domain admimistrator can be created in all the
domains using a user and password scheme. A given cross-
domain administrator represents one domain. With this, the
local domain can 1nitiate a session with any remote domain
and 1ssue API callouts on the remote domain on behalf of a
local domain.

Administrative scope can be defined and used to enforce
contract filters on who can consume or provide across
domains. Networking scope can be restricted so that IP
addresses of end points cannot be duplicated. As a result,
cach tenant 1s a combination of one administrative scope and
one networking scope. Each tenant i1s associated with a set
of attributes and/or labels, which can be used for filtering on
other domains.

In particular, representation of a domain-tenant combina-
tion (e.g., a tuple, etc.) in another domain can extend the
represented domain networking (e.g., routing, policy, end
points, etc.) ito the other domain. For end points in two
tenants 1n two domains to talk to each other, once one of the
tenants 1s extended to the other domain both tenants may
intercommunicate between respective domains. As a con-
vention, the consumer tenant may be represented in a
respective provider (or service) domain as a remote tenant.

If a tenant 1s both a consumer and a provider to another
domain, then the logic of placing the remote tenant can be
decided based on additional logic such as, for example and
without 1mputing limitation, resource constraints and the
like. A service, such as that provided by a tenant of a domain
for consumption by a tenant of another domain, can be
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identified by a tuple including a domain i1dentification, a
tenant name, and a service name. A consumer may likewise
be 1dentified by a tuple imncluding a domain 1dentification,
tenant name, and consumer name. The consumer can con-
sume service from any remote domain 1f allowed by a
consumer filter on the respective service.

Consumer {ilters imnclude authorization rules for consum-
ing a service and can be a combination of a domain, a tenant,
and a consumer for a given service. The filter 1s a combi-
nation of allow/deny and can include a conditional nstruc-
tion sequence. In some examples, a consumer filter can be
attached at a tenant, a service, or both.

As used herein this disclosure, “‘gateway” refers to
router(s) connecting a domain with other domains. Gate-
ways are both control plane end point for route exchange and
data plane end points for traflic going between consumers
and providers/services. Each gateway may be represented by
a collection of routers and can cater to a subset of domain
and tenant combinations decided internally by a respective
local domain.

Endpoints inheriting the same or similar policies can be
grouped. Each group may be fully qualified by a combined
domain, tenant, and group label. For example, 1n a SDA, a
group can be a SGT, while 1n an ACI, the same group may
be an EPG. In one example, one service can include one or
more groups and each of the icluded groups can come in
from one or more tenants. Similarly, a consumer can also
include one or more groups which can be defined 1n one or
more tenants.

Each group can be represented by a group 1dentification.
The group 1dentification may include a global value within
a domain and be carried 1n packets crossing the domains. In
ellect, a combination of domain and group identification
may form group 1dentifications global across all domains. A
remote domain may perform a lookup using the combination
of domain and group 1dentification to determine local values
for associated with a respective group identification. In
ellect, group 1dentifications can be independently managed
across multiple domains. In some examples, certain group
identifications may be used 1n different domains to mean
different groups. Further, group idenftifications can be
embedded 1n different packet formats such as, for example
and without imputing limitation, VXLAN-GPO, 1-VXLAN,
etc.

End points can include consumers, providers, and/or
services and may be discovered and reported 1n the context
of one domain. Each end point can belong to exactly one
group and so be classified as belonging to a particular group
identification within a respective packet path. Each Group
can belong to one or more services, providers, or consumers.
For example, 1f there are two applications running on the
same host (e.g., “IP17), one EPG (e.g., “EPG1”) may be
generated matching the host. EPG1 1s a member of two
services (e.g., “S1” and “S2”), each one listening on a
different TCP port (e.g., “X” and “Y”). A consumer can
consume one of the services. A consumer (e.g., “C1”) may
consume service S1, a second group (e.g., “EPG2”) may be
a member of C1, and an endpoint (e.g., “IP2”) may be 1n
EPG2. Similarly, another consumer C2 may consume ser-
vice S2 with a member of a third group (e.g., “EPG3”), and
an endpoint (e.g., “IP3”) may be 1n EPG?3.

A resultant set of rules may be generated. For example,
EPG2 communications with EPG1 on port X may be
allowed and EPG3 communications with EPG1 on port Y
may also be allowed. IP2 communications on any port with
IP1 on port X can be allowed and IP3 communications on
any port with IP1 on port Y may be allowed. In summary,
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one IP belongs to only one group and multiple IPs can be 1n
one group, one group can be associated with multiple
services, providers, and/or consumers, and multiple groups
can be associated with a single service, provider, or con-
SUMmet.

Multiple IP addresses can be aggregated to a route and
advertised to another domain through, for example, a BGP-
EVPN session. Each route may belong to a single tenant (or
one VRF as 1t 1s pertaining to networking scope) and
advertised with a next hop of one of the anycast gateways
behind which the route 1s located. A route may include a
subnet and/or be an end point IP address 1f the subnet 1s
stretched across multiple gateways/sites.

Routes may be learned in context of a tenant 1n a
respective local domain and an equivalent remote tenant on
a respective remote domain. A tenant route can be advertised
into a remote tenant VRF scope in the remote domain
through BGP-EVPN. Routes corresponding to services in
the remote domain may be leaked into the remote tenant
VRF and advertised into the tenant VRF scope 1n the local
domain through BGP-EVPN session.

As used herein this disclosure, route targets are connec-
tors between tenant VRFs and remote tenant VRFs across
domains. When a subnet 1s stretched across gateways, the
respective domain advertises host routes within the subnet
so that traflic towards an endpoint reaches the domain on the
gateway to which the end point 1s associated.

Multi-tenancy across all domains 1s supported. In cases of
AClIs across multiple sites, in particular, each MSC cluster
1s considered as one domain and all the component ACI sites
can talk to the end points 1n peering SDA domain. For the
first phase, each ACI site will use two Border Leals to
connect to SDA. Each Site will use one anycast Address as
the nexthop for the border leafs on the site.

ACI Subnets on a given site are advertised out with
nexthop of the respective site. For subnets that are stretched
across sites, host routes will be injected with the respective
site’s next hop where the server endpoint 1s located.

Tratlic from SDA to ACI will delivered to the anycast
address of the site where the ACI endpoint 1s located.

It 1s important to keep the bi-directional trathic flow
through the same sets of Border Leafs on ACI and SDA side
to keep the debugging simple and keep the data plane
learning local to leafs within a site, which 1n turn helps 1n
good convergence and avoids synching of end points across
sifes.

In one example, an ACI domain peers with multiple SDA
domains. The ACI domain maintains separate VRFEs for
multiple campus VRFs within a given SDA domain or across
multiple SDA domains. Further, class identification transla-
tion on respective receiver paths may be based on a respec-
tive source domain. In effect, the same set of the border leafs
can be used to communicate with VRFs 1n one or more SDA
domains.

Underlay networks may be deployed individually at SDA
and ACI ends outside of a respective multi-domain orches-
tration, as the two domains may connect through an unman-
aged IP network. The underlay network (e.g., “overlay-1
VREF”) can be run open shortest path first (OSPF) and so
provide reachability to respective virtual network tunnel end
points.

Each ACI site may host two border leafs for the SDA-ACI
traflic. The two border leal switches together form one
anycast tunnel end point. For multiple sites, an equal number
of anycast addresses may be hosted by border leafs in each
site.
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The underlay network between the ACL border leal and
campus border leaf can go through an outside network or, 1n
some examples, through an ACI Spine-InterPod/InterSite
Network. As a result, as new ACI sites are added, the
underlay network used to reach the campus may not need
having to change or be updated. On an ACI site addition, the
only visible change as seen by the SDA domain 1s a new

anycast address and a new set of routes for the newly added
ACI site.

ACI EPG with WAN SLA policy (e.g., diflerentiated
services code point (dscp), loss, jitter, latency, etc.) can be
provided by APIC or MSO to vManage for path selection in
the SD-WAN to SDA fabric. Likewise, SGT with WAN SLA
policy (e.g., dscp, loss, jitter, latency, etc.) may also be
provided to vManage for path selection in the SD-WAN to
ACI fabrics under MSO.

When determining control plane and overlay routing
characteristics, each domain may pick multiple BGP EVPN
speakers based on local constraints and commumnicate the IP
address of the BGP speakers to the other domain through
cross-domain APIs for setting up the BGP sessions. BGP
Sessions are used to advertise the SDA subnets for each
remote tenant into the ACI and the ACI service subnets to
SDA. The routes can be exchanged with next hops of
respective anycast tunnel end points and virtual network
identifications of the local domain. Traflic may then use the
virtual network identifications of the destination.

Host routes may be injected where a bridge domain
subnet spans multiple ACI sites. BGP EVPN sessions may
be running on ACI spines and/or leafs depending on internal
considerations. Next hop reachability may be provided
through the border leafs dedicated for the SDA-ACI traflic.

Policy groups can be translated and identity may be
propagated across domains securely. For example, where a
SDA Campus VRF extends ito an ACI, the SDA domain
may 1nitiate a remote tenant setup in the ACI domain. The
SDA can provide the route target with which i1t will export
routes for the remote tenant, each remote tenant representing,
one campus VRE.

For each remote tenant (or campus VRE, etc.), the ACI
may provide a remote tenant handle in response, which
includes the route target for the routes exported from ACI on
the respective VRE. BGP EVPN can be used to exchange the
routes.

The ACI may create an L30ut (e.g., an egress port from
the ACI domain) for each remote tenant VRF. Each L.30ut
may be hosted 1 two border leafs for each site. Campus end
points consuming common data center services can be
bundled 1nto a single VRE.

In cases of completely 1solated services and clients (e.g.,
internet of things (I0T) services, bridge networks, etc.),
multiple campus VRFs may be deployed. The respective
SDA may make the determination of remote VRF creation
based on internal policy, efc.

Certain packets, such as, for example and without imput-
ing limitation, 1-VXLAN packets, crossing domains may
carry 1dentification (e.g., a classID, etc.) of a respective
source SGT or EPG 1n the respective source domain and the
virtual network identification of the respective destination
domain.

The classID 1s a unique value for the group across all the
sites forming the domain. The destination domain receives
the traific 1n the VRF corresponding to the virtual network
identification 1n the packet and can map the packet source
classID 1nto a respective domain local space. The ACI fabric
may translate the campus classID (e.g., SGT) 1n the recerver
direction and send the transmuit trafhic with virtual network
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identification associated with the respective SDA and
classID (e.g., EPG) of the ACI endpoint, which may be same
across all ACI sites.

The present technology provides for the enforcement of
security contracts across domains, working between con-
sumers and providers 1n their respective domains.

In cases where a campus security group consumes an ACI
service, that service consumption is represented as a “shared
service” contract between a Remote Tenant VRF 1n the ACI
and the VRF(s) of one or more Application EPGs represent-
ing the ACI service.

As a result of the shared service contract in the ACI, the

Subnets representing the ACI service will be leaked mto the
“Remote Tenant” VRF i the ACI Border and will be

advertised into the Campus through BGP-EVPN into the
corresponding VRF 1n the SDA border.

The Subnets representing the service can be the ACI
Bridge domain Subnets of the corresponding EPGs (or) they
can be the host routes of the end points representing the
service, 1I the bridge domain 1s stretched across sites. This
ensures that traflic destined to a service end point reaches the
anycast address of the border leat (BL) pair of the site where
the ACI end point 1s located.

Similarly, the campus Subnets are advertised from an
Extranet VRF 1n the SDA border into the Remote Tenant
VRF 1n the ACI Border through BGP-EVPN and leaked mto
one or more application VRFs through shared service con-
tracts 1nside the ACI fabric.

Some cases mvolve host routing for stretched border
domains (BDs). Since campus end points (EPs) sync within
the border leafs on the same site, 1t°s necessary to implement
bidirectional flows through the same pair of BLs. I a packet
from SDA lands 1n ACI Site 1 and 11 the endpoint 1s 1n ACI
Site 2, 1t 1s possible that the reverse tlow will exit out of ACI
Site 2 itself 11 the shortest path on Site 2 to campus end point
1s from Site2’s BL. Here, EP sync across two sites for policy
on reverse tlow 1s not possible. Hence, we need host border
routing (HBR) on ACI BLs.

For end point sync and policy application, when a campus
consumer (e.g., one or more SGTs) wants to consume an
ACI service (one or more EPGs), the corresponding contract
rules are created 1n the ACI BLs for all the involved EPGs
in both the directions. These contract rule actions may be
permitted or redirected to, for example, an L4L°7 graph
inside the ACI fabric.

Each campus SGT 1s represented as an external EPG 1n
the ACI BL. Data plane learning can be used to add campus
end points (e.g., IP addresses) into a respective external
EPG. As a result, data plane learning sutlices for the traflic
originating from a SDA and routing to an ACI.

For scenarios where the ACI fabric 1s originating traflic
towards a SDA, the SDA end point may be pre-programmed
or a corresponding identifier can be fetched from the control
plane and provided to the external EPG. As a result, respec-
tive security policies may be applied to the first packet of the
originating traflic. In one example, IP-SGT bindings syn-
chronized from a respective ISE to the ACI are used to
address this case. IP-SGT bindings are requested only for
those SG'Ts which require the traffic flow from ACI and, in
ellect, reduce control plane chum.

An end point learned 1n one BL 1s synced to another BL
on the same site through, for example, a virtual port channel
(VPC) sync mechanism so that the traflic can ingress and/or
cegress through either BL In cases of database learning,
1-VXLAN 1n a front panel BL interface may be used. In these
cases the interface can be an L3 port/switch virtual interface
(SVI). Further, the system can map the Campus SG 1n the
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receptive (RX) packet mto the equivalent classID before
doing learning and policy. End point learning can occur 1n
the Data plane, 1n the BL, or after SG to EPG translation.
Learning will not flap, as flows from the campus come from
different BLs (within one site) with different source
addresses. The system can sync Endpoint learning between
BLs for reverse flow to reach either BL. The system,
however, refrains from using EPG identification for non-

border leats (NBLs).

Flows from the data campus can be destined to an
application end point 1n the site (or) to another BL destina-
tion like a Cloud Endpomt/Golf peer. These flows go
through a service graph before heading to the destination,
using the general functionality supported for the regular BL
case.

Service contracts can be shared between campus VRFEs
and data center VRFs. In the case of data plane flows, RX
flows (e.g., those going from a SDA to an ACI) experience

tunnel termination in a campus VRF 1n a BL based on a
VNID 1n the packet of the flow. In 1-VXLAN, the destination

1s a BL anycast. SG to EPG mapping occurs by learning the
end point and providing the learned end point to the EPG
while a route lookup occurs through a spine proxy.

The disclosure now turns to various aspects and features
of a supporting architecture and system 1n which the systems
and methods discussed above may be deployed. Intent-based
networking 1s an approach for overcoming the deficiencies,
discussed above and elsewhere 1n the present disclosure, of
conventional enterprise networks. The motivation of intent-
based networking 1s to enable a user to describe 1n plain
language what he or she wants to accomplish (e.g., the user’s
intent) and have the network translate the user’s objective
into configuration and policy changes that are automatically
propagated across a complex and heterogeneous computing
environment. Thus, an intent-based network can abstract
network complexity, automate much of the work of provi-
sioning and managing the network typically handled by a
network administrator, and assure secure operation and
optimal performance of the network. As an intent-based
network becomes aware of the users, devices, and things
making connections in the network, 1t can automatically
apply security permissions and service levels in accordance
with the privileges and quality of experience (QoE) assigned
to the users, devices, and things. Table 1 sets forth examples
of intents and workflows that can be automated by an
intent-based network to achieve a desired outcome.

TABLE 1

Examples of Intents and Associated Workflows

Workflow

Intent

Extend network segments; update load balancer
configuration; configure quality of service (QoS)
Create high-definition (HD) video connection;
prioritize with end-to-end QoS; validate
performance; keep the communication safe; tear
down connection after call

Create a new segment for all factory devices

to connect to the IoT app; 1solate from other
traflic; apply service level agreement (SLA);
validate SLA; optimize traflic flow

Provision multiple networks and subnets;
configure access control lists (ACLs) and
firewall rules; advertise routing information

I need to scale out my
application database

I have scheduled a
telemedicine session at
10am

I am rolling out a new
IoT app for factory
equipment monitoring

I need to deploy a
secure multi-tier
application

Some additional examples of use cases of an intent-based
network:

10

15

20

25

30

35

40

45

50

55

60

65

10

An 1ntent-based network can learn the performance needs
of applications and services and adapt the network from
end-to-end to achieve specified service levels;

Instead of sending technicians to every oflice, floor,
building, or branch, an intent-based network can dis-
cover and 1dentily devices and things as they connect,
assign security and micro-segmentation profiles
according to established policies, and continuously
monitor access point performance to automatically
adjust for QokE;

Users can move Ireely among network segments, mobile
device 1n hand, and automatically connect with the
correct security and access privileges;

Switches, routers, and other network devices can be
powered up by local non-technical oflice personnel,
and the network devices can be configured remotely
(by a user or by the network) via a cloud management
console with the appropriate policies as defined by the
intents for the specific location (e.g., permanent
employee access, visiting employee access, guest
access, etc.); and

Machine learning and artificial intelligence agents run-
ning in the network can continuously monitor and
analyze network traflic and connections, compare
activity against pre-defined intents such as application
performance or security policies, detect malware intru-
sions 1n encrypted traflic and automatically 1isolate
infected devices, and provide a historical record of
network events for analysis and troubleshooting.

FIG. 1 1llustrates an example of a physical topology of an
enterprise network 100 for providing intent-based network-
ing. It should be understood that, for the enterprise network
100 and any network discussed herein, there can be addi-
tional or fewer nodes, devices, links, networks, or compo-
nents 1n similar or alternative configurations. Example
embodiments with different numbers and/or types of end-
points, nodes, cloud components, servers, software compo-
nents, devices, virtual or physical resources, configurations,
topologies, services, appliances, or deployments are also
contemplated herein. Further, the enterprise network 100
can include any number or type of resources, which can be
accessed and utilized by endpoints or network devices. The
illustrations and examples provided herein are for clarity and
simplicity.

In this example, the enterprise network 100 includes a
management cloud 102 and a network fabric 120. Although
shown as an external network or cloud to the network fabric
120 1n this example, the management cloud 102 may alter-
natively or additionally reside on the premises of an orga-
nization or in a colocation center (1n addition to being hosted
by a cloud provider or similar environment). The manage-
ment cloud 102 can provide a central management plane for
building and operating the network fabric 120. The man-
agement cloud 102 can be responsible for forwarding con-
figuration and policy distribution, as well as device man-
agement and analytics. The management cloud 102 can
comprise one or more network controller appliances 104,
one or more authentication, authorization, and accounting
(AAA) applhiances 106, one or more wireless local area
network controllers (WLCs) 108, and one or more fabric
control plane nodes 110. In other embodiments, one or more
clements of the management cloud 102 may be co-located
with the network fabric 120.

The network controller appliance(s) 104 can function as
the command and control system for one or more network
fabrics, and can house automated workflows for deploying
and managing the network fabric(s). The network controller
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appliance(s) 104 can include automation, design, policy,
provisioning, and assurance capabilities, among others, as
discussed further below with respect to FIG. 2. In some
embodiments, one or more Cisco Digital Network Archi-
tecture (Cisco DNAT™) appliances can operate as the net-
work controller appliance(s) 104.

The AAA appliance(s) 106 can control access to comput-
ing resources, lacilitate enforcement of network policies,
audit usage, and provide information necessary to bill for
services. The AAA appliance can interact with the network
controller appliance(s) 104 and with databases and directo-
ries containing imnformation for users, devices, things, poli-
cies, billing, and similar information to provide authentica-
tion, authorization, and accounting services. In some
embodiments, the AAA appliance(s) 106 can utilize Remote
Authentication Dial-In User Service (RADIUS) or Diameter
to communicate with devices and applications. In some
embodiments, one or more Cisco® Identity Services Engine
(ISE) appliances can operate as the AAA appliance(s) 106.

The WLC(s) 108 can support fabric-enabled access points
attached to the network fabric 120, handling traditional tasks
associated with a WLC as well as interactions with the fabric
control plane for wireless endpoint registration and roaming.
In some embodiments, the network fabric 120 can imple-
ment a wireless deployment that moves data-plane termina-
tion (e.g., VXLAN) from a centralized location (e.g., with
previous overlay Control and Provisioning of Wireless
Access Points (CAPWAP) deployments) to an access point/
tabric edge node. This can enable distributed forwarding and
distributed policy application for wireless trathic while
retaining the benefits of centralized provisioning and admin-
1stration. In some embodiments, one or more Cisco® Wire-
less Controllers, Cisco® Wireless LAN, and/or other Cisco
DNA™.ready wireless controllers can operate as the
WLC(s) 108.

The network fabric 120 can comprise fabric border nodes
122A and 122B (collectively, 122), fabric intermediate
nodes 124A-D (collectively, 124), and fabric edge nodes
126 A-F (collectively, 126). Although the fabric control
plane node(s) 110 are shown to be external to the network
tabric 120 1n this example, 1n other embodiments, the fabric
control plane node(s) 110 may be co-located with the
network fabric 120. In embodiments where the fabric control
plane node(s) 110 are co-located with the network fabric
120, the fabric control plane node(s) 110 may comprise a
dedicated node or set of nodes or the functionality of the
tabric control node(s) 110 may be implemented by the fabric
border nodes 122.

The fabric control plane node(s) 110 can serve as a central
database for tracking all users, devices, and things as they
attach to the network fabric 120, and as they roam around.
The fabric control plane node(s) 110 can allow network
infrastructure (e.g., switches, routers, WLCs, etc.) to query
the database to determine the locations of users, devices, and
things attached to the fabric instead of using a flood and
learn mechanism. In this manner, the fabric control plane
node(s) 110 can operate as a single source of truth about
where every endpoint attached to the network fabric 120 1s
located at any point in time. In addition to tracking specific
endpoints (e.g.,/32 address for IPv4, /128 address for IPv6,
etc.), the fabric control plane node(s) 110 can also track
larger summarized routers (e.g., IP/mask). This flexibility
can help 1n summarization across fabric sites and improve
overall scalability.

The fabric border nodes 122 can connect the network
tabric 120 to traditional Layer 3 networks (e.g., non-fabric
networks) or to different fabric sites. The fabric border nodes
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122 can also translate context (e.g., user, device, or thing
mapping and 1dentity) from one fabric site to another fabric
site or to a traditional network. When the encapsulation 1s
the same across diflerent fabric sites, the translation of fabric
context 1s generally mapped 1:1. The fabric border nodes
122 can also exchange reachability and policy information
with fabric control plane nodes of different fabric sites. The
fabric border nodes 122 also provide border functions for
internal networks and external networks. Internal borders
can advertise a defined set of known subnets, such as those
leading to a group of branch sites or to a data center. External
borders, on the other hand, can advertise unknown destina-
tions (e.g., to the Internet similar in operation to the function
of a default route).

The fabric intermediate nodes 124 can operate as pure
Layer 3 forwarders that connect the fabric border nodes 122
to the fabric edge nodes 126 and provide the Layer 3
underlay for fabric overlay traflic.

The fabric edge nodes 126 can connect endpoints to the
network fabric 120 and can encapsulate/decapsulate and
torward traflic from these endpoints to and from the network
fabric. The fabric edge nodes 126 may operate at the
perimeter of the network fabric 120 and can be the first
points for attachment of users, devices, and things and the
implementation of policy. In some embodiments, the net-
work fabric 120 can also include fabric extended nodes (not
shown) for attaching downstream non-fabric Layer 2 net-
work devices to the network fabric 120 and thereby extend
the network fabric. For example, extended nodes can be
small switches (e.g., compact switch, industrial Ethernet
switch, building automation switch, etc.) which connect to
the fabric edge nodes via Layer 2. Devices or things con-
nected to the fabric extended nodes can use the fabric edge
nodes 126 for communication to outside subnets.

In this example, the network fabric can represent a single
fabric site deployment which can be differentiated from a
multi-site fabric deployment as discussed further below with
respect to FlG. 4.

In some embodiments, all subnets hosted 1n a fabric site
can be provisioned across every fabric edge node 126 in that
fabric site. For example, 1 the subnet 10.10.10.0/24 1s
provisioned 1n a given fabric site, this subnet may be defined

across all of the fabric edge nodes 126 1n that fabric site, and

endpoints located in that subnet can be placed on any fabric
edge node 126 1n that fabric. This can simplify IP address

management and allow deployment of fewer but larger
subnets. In some embodiments, one or more Cisco® Cata-
lyst switches, Cisco Nexus® switches, Cisco Meraki® MS
switches, Cisco® Integrated Services Routers (ISRs),
Cisco® Aggregation Services Routers (ASRs), Cisco®
Enterprise Network Compute Systems (ENCS), Cisco®
Cloud Service Virtual Routers (CSRvs), Cisco Integrated
Services Virtual Routers (ISRvs), Cisco Meraki® MX appli-
ances, and/or other Cisco DNA-ready™ devices can operate
as the fabric nodes 122, 124, and 126.

The enterprise network 100 can also include wired end-
points 130A, 130C, 130D, and 130F and wireless endpoints
130B and 130E (collectively, 130). The wired endpoints
130A, 130C, 130D, and 130F can connect by wire to fabric
edge nodes 126A, 126C, 126D, and 126F, respectively, and
the wireless endpoints 130B and 130E can connect wire-
lessly to wireless access points 128B and 128E (collectively,
128), respectively, which 1n turn can connect by wire to
fabric edge nodes 126B and 126E, respectively. In some
embodiments, Cisco Aironet® access points, Cisco
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Meraki® MR access points, and/or other Cisco DNAT-
ready access points can operate as the wireless access points
128.

The endpoints 130 can include general purpose comput-
ing devices (e.g., servers, workstations, desktop computers, 5
ctc.), mobile computing devices (e.g., laptops, tablets,
mobile phones, etc.), wearable devices (e.g., watches,
glasses or other head-mounted displays (HMDs), ear
devices, etc.), and so forth. The endpoints 130 can also
include Internet of Things (IoT) devices or equipment, such 10
as agricultural equipment (e.g., livestock tracking and man-
agement systems, watering devices, unmanned aerial
vehicles (UAVs), etc.); connected cars and other vehicles;
smart home sensors and devices (e.g., alarm systems, secu-
rity cameras, lighting, appliances, media players, HVAC 15
equipment, utility meters, windows, automatic doors, door
bells, locks, etc.); oflice equipment (e.g., desktop phones,
copiers, fax machines, etc.); healthcare devices (e.g., pace-
makers, biometric sensors, medical equipment, etc.); imdus-
trial equipment (e.g., robots, factory machinery, construction 20
equipment, industrial sensors, etc.); retaill equipment (e.g.,
vending machines, point of sale (POS) devices, Radio
Frequency Identification (RFID) tags, etc.); smart city
devices (e.g., street lamps, parking meters, waste manage-
ment sensors, etc.); transportation and logistical equipment 25
(e.g., turnstiles, rental car trackers, navigational devices,
inventory monitors, etc.); and so forth.

In some embodiments, the network fabric 120 can support
wired and wireless access as part of a single integrated
infrastructure such that connectivity, mobility, and policy 30
enforcement behavior are similar or the same for both wired
and wireless endpoints. This can bring a unified experience
for users, devices, and things that 1s independent of the
access media.

In integrated wired and wireless deployments, control 35
plane integration can be achieved with the WLC(s) 108
notifying the fabric control plane node(s) 110 of joins,
roams, and disconnects by the wireless endpoints 130 such
that the fabric control plane node(s) can have connectivity
information about both wired and wireless endpoints 1n the 40
network fabric 120, and can serve as the single source of
truth for endpoints connected to the network fabric. For data
plane integration, the WLC(s) 108 can instruct the fabric
wireless access points 128 to form a VXL AN overlay tunnel
to their adjacent fabric edge nodes 126. The AP VXLAN 45
tunnel can carry segmentation and policy information to and
from the fabric edge nodes 126, allowing connectivity and
tfunctionality identical or similar to that of a wired endpoint.
When the wireless endpoints 130 join the network fabric 120
via the fabric wireless access points 128, the WLC(s) 108 50
can onboard the endpoints into the network fabric 120 and
inform the fabric control plane node(s) 110 of the endpoints’
Media Access Control (MAC) addresses. The WLC(s) 108
can then instruct the fabric wireless access points 128 to
form VXLAN overlay tunnels to the adjacent fabric edge 55
nodes 126. Next, the wireless endpoints 130 can obtain IP
addresses for themselves via Dynamic Host Configuration
Protocol (DHCP). Once that completes, the fabric edge
nodes 126 can register the IP addresses of the wireless
endpoint 130 to the fabric control plane node(s) 110 to form 60
a mapping between the endpoints MAC and IP addresses,
and traflic to and from the wireless endpoints 130 can begin
to tlow.

FI1G. 2 1llustrates an example of a logical architecture 200
for an enterprise network (e.g., the enterprise network 100). 65
One of ordinary skill 1n the art will understand that, for the
logical architecture 200 and any system discussed in the
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present disclosure, there can be additional or fewer compo-
nent 1n similar or alternative configurations. The 1llustrations
and examples provided in the present disclosure are for
conciseness and clanty. Other embodiments may include
different numbers and/or types of elements but one of
ordinary skill the art will appreciate that such variations do
not depart from the scope of the present disclosure. In this
example, the logical architecture 200 i1ncludes a manage-
ment layer 202, a controller layer 220, a network layer 230
(such as embodied by the network fabric 120), a physical
layer 240 (such as embodied by the various elements of FIG.
1), and a shared services services layer 250.

The management layer 202 can abstract the complexities
and dependencies of other layers and provide a user with
tools and workiflows to manage an enterprise network (e.g.,
the enterprise network 100). The management layer 202 can
include a user interface 204, design functions 206, policy
functions 208, provisioning functions 210, assurance func-
tions 212, platform functions 214, and base automation
functions 216. The user interface 204 can provide a user a
single point to manage and automate the network. The user
interface 204 can be implemented within a web application/
web server accessible by a web browser and/or an applica-
tion/application server accessible by a desktop application,
a mobile app, a shell program or other command line
interface (CLI), an Application Programming Interface (e.g.,
restiul state transter (REST), Simple Object Access Protocol
(SOAP), Service Oriented Architecture (SOA), etc.), and/or
other suitable interface in which the user can configure
network infrastructure, devices, and things that are cloud-
managed; provide user preferences; specily policies, enter
data; review statistics; configure interactions or operations;
and so forth. The user iterface 204 may also provide
visibility information, such as views of a network, network
infrastructure, computing devices, and things. For example,
the user interface 204 can provide a view of the status or
conditions of the network, the operations taking place,
services, performance, a topology or layout, protocols
implemented, running processes, errors, notifications, alerts,
network structure, ongoing communications, data analysis,
and so forth.

The design functions 206 can include tools and worktlows
for managing site profiles, maps and floor plans, network
settings, and IP address management, among others. The
policy functions 208 can include tools and worktlows for
defining and managing network policies. The provisioning
functions 210 can include tools and worktlows for deploying
the network. The assurance functions 212 can use machine
learning and analytics to provide end-to-end visibility of the
network by learning from the network infrastructure, end-
points, and other contextual sources ol information. The
platform functions 214 can include tools and worktlows for
integrating the network management system with other
technologies. The base automation functions 216 can
include tools and worktlows to support the policy functions
208, the provisioning functions 210, the assurance functions
212, and the platform functions 214.

In some embodiments, the design functions 206, the
policy functions 208, the provisioning functions 210, the
assurance functions 212, the platform functions 214, and the
base automation functions 216 can be implemented as
microservices 1n which respective soltware functions are
implemented 1n multiple containers communicating with
cach rather than amalgamating all tools and worktlows into
a single software binary. Each of the design functions 206,
policy functions 208, provisioning functions 210, assurance
functions 212, and platform functions 214 can be viewed as
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a set of related automation microservices to cover the
design, policy authoring, provisioning, assurance, and Cross-
platform integration phases of the network lifecycle. The
base automation functions 214 can support the top-level
functions by allowing users to perform certain network-wide
tasks.

FIGS. 3A-31 illustrate examples of graphical user inter-
faces for mmplementing the user interface 204. Although
FIGS. 3A-31 show the graphical user interfaces as compris-
ing webpages displayed 1n a browser executing on a large
form-factor general purpose computing device (e.g., server,
workstation, desktop, laptop, etc.), the principles disclosed
in the present disclosure are widely applicable to client
devices of other form factors, including tablet computers,
smart phones, wearable devices, or other small form-factor
general purpose computing devices; televisions; set top
boxes; IoT devices; and other electronic devices capable of
connecting to a network and including input/output compo-
nents to enable a user to interact with a network management
system. One of ordinary skill will also understand that the
graphical user interfaces of FIGS. 3A-31 are but one
example of a user interface for managing a network. Other
embodiments may include a fewer number or a greater
number of elements.

FIG. 3A illustrates a graphical user interface 300A, which
1s an example of a landing screen or a home screen of the
user interface 204. The graphical user interface 300A can
include user interface elements for selecting the design
functions 206, the policy functions 208, the provisioning
functions 210, the assurance functions 212, and the platform
functions 214. The graphical user interface 300A also
includes user interface elements for selecting the base auto-
mation functions 216. In this example, the base automation
functions 216 include:

A network discovery tool 302 for automating the discov-
ery ol existing network elements to populate into
inventory;

An inventory management tool 304 for managing the set
of physical and virtual network elements;

A topology tool 306 for visualizing the physical topology
of network elements;

An 1mage repository tool 308 for managing software
images for network elements;

A command runner tool 310 for diagnosing one or more
network elements based on a CLI;

A license manager tool 312 for administering visualizing
soltware license usage in the network;

A template editor tool 314 for creating and authoring CLI
templates associated with network elements 1n a design
profile;

A network PnP tool 316 for supporting the automated
configuration of network elements;

A telemetry tool 318 for designing a telemetry profile and
applying the telemetry profile to network elements; and

A data set and reports tool 320 for accessing various data
sets, scheduling data extracts, and generating reports in
multiple formats (e.g., Post Document Format (PDF),
comma-separate values (CSV), Tableau, etc.), such as
an inventory data report, a software 1mage management
(SWIM) server report, and a client data report, among
others.

FIG. 3B illustrates a graphical user interface 300B, an
example of a landing screen for the design functions 206.
The graphical user interface 300B can include user interface
clements for various tools and workflows for logically
defining an enterprise network. In this example, the design
tools and workflows 1nclude:
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A network hierarchy tool 322 for setting up the geo-
graphic location, building, and floor plane details, and
associating these with a umique site 1d;

A network settings tool 324 for setting up network servers
(e.g., Domaimn Name System (DNS), DHCP, AAA,
etc.), device credentials, IP address pools, service pro-
vider profiles (e.g., QoS classes for a WAN provider),
and wireless settings;

An 1mage management tool 326 for managing soiftware
images and/or maintenance updates, setting version
compliance, and downloading and deploying images;

A network profiles tool 328 for defimng LAN, WAN, and
WLAN connection profiles (including Service Set
Identifiers (SSIDs)); and

An authentication template tool 330 for defining modes of
authentication (e.g., closed authentication, Easy Con-
nect, open authentication, etc.).

The output of the design workiflow 206 can include a
hierarchical set of unique site identifiers that define the
global and forwarding configuration parameters of the vari-
ous sites of the network. The provisioning functions 210
may use the site identifiers to deploy the network.

FIG. 3C illustrates a graphical user interface 300C, an
example of a landing screen for the policy functions 208.
The graphical user interface 300C can include various tools
and workflows for defiming network policies. In this
example, the policy design tools and workflows include:

A policy dashboard 332 for viewing virtual networks,
group-based access control policies, IP-based access
control policies, traflic copy policies, scalable groups,
and IP network groups. The policy dashboard 332 can
also show the number of policies that have failed to
deploy. The policy dashboard 332 can provide a list of
policies and the following information about each
policy: policy name, policy type, policy version (e.g.,
iteration of policy which can be incremented each time
the policy changes, user who has modified the policy,
description, policy scope (e.g., user and device groups
or applications that the policy affects), and timestamp;

A group-based access control policies tool 334 for man-
aging group-based access controls or SGACLs. A
group-based access control policy can define scalable
groups and an access contract (e.g., rules that make up
the access control policies, such as permit or deny when
traflic matches on the policy);

An IP-based access control policies tool 336 for managing
IP-based access control policies. An IP-based access
control can define an IP network group (e.g., IP subnets
that share same access control requirements) and an
access contract;

An application policies tool 338 for configuring QoS for
application trathic. An application policy can define
application sets (e.g., sets of applications that with
similar network tratlic needs) and a site scope (e.g., the
site to which an application policy 1s defined);

A trailic copy policies tool 340 for setting up an Encap-
sulated Remote Switched Port Ana yzer (ERSPAN)
configuration such that network trailic tlow between
two enfities 1s copied to a specified destination for
monitoring or troubleshooting. A traflic copy policy can
define the source and destination of the traflic flow to
copy and a trailic copy contract that spemﬁes the device
and interface where the copy of tratlic 1s sent; and

A virtual network policies tool 343 for segmenting the
physical network into multiple logical networks.

The output of the policy worktlow 208 can include a set

of virtual networks, security groups, and access and traflic
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policies that define the policy configuration parameters of
the various sites of the network. The provisioning functions
210 may use the virtual networks, groups, and policies for
deployment 1n the network.

FIG. 3D 1illustrates a graphical user interface 300D, an
example of a landing screen for the provisioning functions
210. The graphical user interface 300D can include various
tools and worktlows for deploying the network. In this
example, the provisioning tools and worktlows include:

A device provisioning tool 344 for assigning devices to
the mventory and deploying the required settings and
policies, and adding devices to sites; and

A Tabric provisioning tool 346 for creating fabric domains
and adding devices to the fabric.

The output of the provisioning worktlow 210 can include
the deployment of the network underlay and fabric overlay,
as well as policies (defined 1n the policy workilow 208).

FIG. 3E illustrates a graphical user interface 300E, an
example of a landing screen for the assurance functions 212.
The graphical user interface 300E can 1nclude various tools
and workflows for managing the network. In this example,
the assurance tools and workflows include:

A health overview tool 344 for providing a global view of
the enterprise network, including network inirastruc-
ture devices and endpoints. The user interface element
(e.g., drop-down menu, a dialog box, etc.) associated
with the health overview tool 344 can also be toggled
to switch to additional or alternative views, such as a
view ol the health of network infrastructure devices
alone, a view of the health of all wired and wireless
clients, and a view of the health of applications running
in the network as discussed further below with respect
to FIGS. 3F-3H;

An assurance dashboard tool 346 for managing and
creating custom dashboards;

An 1ssues tool 348 for displaying and troubleshooting
network 1ssues; and

A sensor management tool 350 for managing sensor-
driven tests.

The graphical user interface 300E can also include a
location selection user interface element 352, a time period
selection user interface element 354, and a view type user
interface element 356. The location selection user interface
clement 352 can enable a user to view the overall health of
specific sites (e.g., as defined via the network hierarchy tool
322) and/or network domains (e.g., LAN, WLAN, WAN,
data center, etc.). The time period selection user interface
clement 356 can enable display of the overall health of the
network over specific time periods (e.g., last 3 hours, last 24
hours, last 7 days, custom, etc.). The view type user interface
clement 355 can enable a user to toggle between a geo-
graphical map view of the sites of the network (not shown)
or a hierarchical site/building view (as shown).

Within the hierarchical site/building view, rows can rep-
resent the network hierarchy (e.g. sites and buildings as
defined by the network hierarchy tool 322); column 358 can
indicate the number of healthy clients as a percentage;
column 360 can indicate the health of wireless clients by a
score (e.g., 1-10), color and/or descriptor (e.g., red or critical
associated with a health score 1 to 3 indicating the clients
have critical 1ssues, orange or warning associated with a
health score of 4 to 7 indicating warmings for the clients,
green or no errors or warnings associated with a health score
of 8 to 10, grey or no data available associated with a health
score of null or 0), or other indicator; column 362 can
indicate the health of wired clients by score, color, descrip-
tor, and so forth; column 364 can include user intertace
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clements for drilling down to the health of the clients
associated with a hierarchical site/building; column 366 can
indicate the number of healthy network infrastructure
devices as a percentage; column 368 can indicate the health
ol access switches by score, color, descriptor, and so forth;
column 370 can indicate the health of core switches by
score, color, descriptor, and so forth; column 372 can
indicate the health of distribution switches by score, color,
descriptor, and so forth; column 374 can indicate the health
of routers by score, color, descriptor, and so forth; column
376 can 1indicate the health of WLCs by score, color,
descriptor, and so forth; column 378 can indicate the health
of other network infrastructure devices by score, color,
descriptor, and so forth; and column 380 can include user
interface elements for dnlling down to the health of the
network infrastructure devices associated with a hierarchical
site/building. In other embodiments, client devices may be
grouped 1n other ways besides wired or wireless, such as by
device type (e.g., desktop, laptop, mobile phone, IoT device
or more specilic type of IoT device, etc.), manufacturer,
model, operating system, and so forth. Likewise, network
inirastructure devices can also be grouped along these and
other ways 1n additional embodiments.

The graphical user interface 300E can also include an
overall health summary user interface element (e.g., a view,
pane, tile, card, container, widget, dashlet, etc.) that includes
a client health summary user interface element 384 indicat-
ing the number of healthy clients as a percentage, a color
coded trend chart 386 indicating that percentage over a
specific time period (e.g., as selected by the time period
selection user interface element 354), a user interface ele-
ment 388 breaking down the number of healthy clients as a
percentage by client type (e.g., wireless, wired), a network
infrastructure health summary user interface element 390
indicating the number of health network infrastructure
devices as a percentage, a color coded trend chart 392
indicating that percentage over a specific time period, and a
user interface element 394 breaking down the number of
network infrastructure devices as a percentage by network
infrastructure device type (e.g., core switch, access switch,
distribution switch, etc.).

The graphical user interface 300E can also include an
1ssues user intertace element 396 listing 1ssues, 1f any, that
must be addressed. Issues can be sorted based on timestamp,
severity, location, device type, and so forth. Each 1ssue may
be selected to drill down to view a more detailed view of the
selected 1ssue.

FIG. 3F illustrates a graphical user interface 300F, an
example of a screen for an overview of the health of network
inirastructure devices alone, which may be navigated to, for
instance, by toggling the health overview tool 344. The
graphical user iterface 300F can include a timeline slider
398 for selecting a more granular time range than a time
period selection user interface element (e.g., the time period
selection user interface element 354). The graphical user
interface 300F can also include similar information to that
shown 1n the graphical user interface 300E, such as a user
interface element comprising a hierarchical site/building
view and/or geographical map view similar to that of the
graphical user interface 300E (except providing information
only for network infrastructure devices) (not shown here),
the number of healthy network infrastructure devices as a
percentage 390, the color coded trend charts 392 indicating
that percentage by device type, the breakdown of the number
of healthy network infrastructure devices by device type
394, and so forth. In addition, the graphical user interface
300F can display a view of the health of network infrastruc-
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ture devices by network topology (not shown). This view
can be interactive, such as by enabling a user to zoom 1n or
out, pan left or right, or rotate the topology (e.g., by 90
degrees).

In this example, the graphical user interface 300F also
includes a color coded trend chart 3002 showing the per-
formance of the network infrastructure devices over a spe-
cific time period; network health by device type tabs includ-
ing a system health chart 3004 providing system monitoring
metrics (e.g., CPU utilization, memory utilization, tempera-
ture, etc.), a data plane connectivity chart 3006 providing
data plane metrics, such as uplink availability and link
errors, and a control plane connectivity chart 3008 providing
control plane metrics for each device type; an AP analytics
user interface element including an up and down color coded
chart 3010 that provides AP status information (e.g., the
number of APs connected to the network, and the number of
APs not connected to the network, etc.) and a top number N
of APs by client count chart 3012 that provides information
about the APs that have the highest number of clients; a
network devices table 3014 enabling a user to filter (e.g., by
device type, health, or custom filters), view, and export
network device information. A detailed view of the health of
cach network infrastructure device can also be provided by
selecting that network infrastructure device 1n the network
devices table 3014.

FIG. 3G illustrates a graphical user interface 300G, an
example of a screen for an overview of the health of client
devices, which may be navigated to, for instance, by tog-
gling the health overview tool 344. The graphical user
interface 300G can include an SSID user interface selection
clement 3016 for viewing the health of wireless clients by all
SSIDs or a specific SSID, a band frequency user interface
selection element 3018 for viewing the health of wireless
clients by all band frequencies or a specific band frequency
(e.g., 2.4 GHz, 5 GHz, etc.), and a time slider 3020 that may
operate similarly to the time slider 398.

The graphical user interface 300G can also include a
client health summary user interface element that provides
similar information to that shown in the graphical user
interface 300E, such as the number of healthy clients as a
percentage 384 and a color coded trend chart 386 indicating,
that percentage over a specific time period for each grouping,
of client devices (e.g., wired/wireless, device type, manu-
facturer, model, operating system, etc.). In addition, the
client health summary user interface element can include a
color-coded donut chart that provides a count of poor (e.g.,
red and indicating a client health score of 1 to 3), fair (e.g.,
orange and indicating a client health score of 4 to 7), good
(e.g., green and indicating a health score of 8 to 10), and
mactive (e.g., grey and indicating a health score that 1s null
or 0) client devices. The count of client devices associated
with each color, health score, health descriptor, and so forth
may be displayed by a selection gesture directed toward that
color (e.g., tap, double tap, long press, hover, click, right-
click, etc.).

The graphical user interface 300G can also include a
number of other client health metric charts in all sites or a
selected site over a specific time period, such as:

Client onboarding times 3024;

Received Signal Strength Indications (RSSIs) 3026;
Connectivity signal-to-noise ratios (SNRs) 3028;
Client counts per SSID 3030;

Client counts per band frequency 3032;
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DNS requests and response counters (not shown); and

Connectivity physical link state information 3034 indi-
cating the distribution of wired client devices that had
their physical links up, down, and had errors.

In addition, the graphical user interface 300G can include

a client devices table 3036 enabling a user to filter (e.g., by
device type, health, data (e.g., onboarding time>threshold,
association time>threshold, DHCP>threshold,
AAA>threshold, RSSI>threshold, etc.), or custom filters),
view, and export client device information (e.g., user iden-
tifier, hostname, MAC address, IP address, device type, last
heard, location, VL AN identifier, SSID, overall health score,
onboarding score, connection score, network infrastructure
device to which the client device 1s connected, etc.). A
detailed view of the health of each client device can also be
provided by selecting that client device 1n the client devices
table 3036.

FIG. 3H illustrates a graphical user interface 300H, an
example of a screen for an overview of the health of
applications, which may be navigated to, for instance, by the
toggling the health overview tool 344. The graphical user
interface 300H can include application health summary user
interface element including a percentage 3038 of the number
of healthy applications as a percentage, a health score 3040
for each application or type of application (e.g., business
relevant, business irrelevant, default; HT TP, VoIP, chat,
email, bulk transfer, multimedia/streaming, etc.) running 1n
the network, a top number N of applications by usage chart
3042. The health score 3040 can be calculated based on an
application’s qualitative metrics, such as packet loss, net-
work latency, and so forth.

In addition, the graphical user interface 300H can also
include an applications table 3044 enabling a user to filter
(e.g., by application name, domain name, health, usage,
average throughput, traflic class, packet loss, network
latency, application latency, custom filters, etc.), view, and
export application information. A detailed view of the health
of each application can also be provided by selecting that
application 1n the applications table 3044.

FIG. 31 1llustrates an example of a graphical user interface
3001, an example of a landing screen for the platiorm
functions 210. The graphical user interface 300C can include
various tools and workflows for integrating with other
technology systems. In this example, the platform integra-
tion tools and worktlows include:

A bundles tool 3046 for managing packages of domain-
specific APIs, workilows, and other features for net-
work programming and platform integration;

A developer toolkit 3048 for accessing an API catalog
listing the available APIs and methods (e.g., GET, PUT,
POST, DELFETE, etc.), descriptions, runtime param-
eters, return codes, model schemas, and so forth. In
some embodiments, the developer toolkit 3048 can also
include a “Try It” button to permit a developer to
experiment with a particular API to better understand
1its behavior;

A runtime dashboard 3050 for viewing and analyzing
basic metrics or API and integration flow usage;

A platform settings tool 3052 to view and set global or
bundle-specific settings that define integration destina-
tions and event consumption preferences; and

A notifications user interface element 3054 for presenting
notifications regarding the availability of software
updates, security threats, and so forth.

Returning to FIG. 2, the controller layer 220 can comprise

subsystems for the management layer 202 and may include
a network control platform 222, a network data platform
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224, and AAA services 226. These controller subsystems
can form an abstraction layer to hide the complexities and
dependencies of managing many network elements and
protocols.

The network control platform 222 can provide automation
and orchestration services for the network layer 230 and the
physical layer 240, and can include the settings, protocols,
and tables to automate management of the network and
physical layers. For example, the network control platform
230 can provide the design functions 206, the provisioning
tfunctions 208 212. In addition, the network control platform
230 can include tools and workiflows for discovering
switches, routers, wireless controllers, and other network
inirastructure devices (e.g., the network discovery tool 302);
maintaining network and endpoint details, configurations,
and software versions (e.g., the inventory management tool
304); Plug-and-Play (PnP) for automating deployment of
network infrastructure (e.g., the network PnP tool 316), Path
Trace for creating visual data paths to accelerate the trouble-
shooting of connectivity problems, Easy (QoS for automating
quality of service to prioritize applications across the net-
work, and Enterprise Service Automation (ESA) for auto-
mating deployment of physical and virtual network services,
among others. The network control platform 222 can com-
municate with network elements using Network Configura-
tion (NETCONF)/Yet Another Next Generation (YANG),
Simple Network Management Protocol (SNMP), Secure
Shell (SSH)/Telnet, and so forth. In some embodiments, the
Cisco® Network Control Plattorm (NCP) can operate as the
network control platform 222

The network data platform 224 can provide for network
data collection, analytics, and assurance, and may include
the settings, protocols, and tables to monitor and analyze
network infrastructure and endpoints connected to the net-
work. The network data platform 224 can collect multiple
types of information from network inirastructure devices,
including syslog, SNMP, NetFlow, Switched Port Analyzer
(SPAN), and streaming telemetry, among others. The net-
work data platform 224 can also collect use contextual
information shared from

In some embodiments, one or more Cisco DNA™ (Center
appliances can provide the functionalities of the manage-
ment layer 210, the network control platform 222, and the
network data platiorm 224. The Cisco DNA™ Center appli-
ances can support horizontal scalability by adding additional
Cisco DNA™ Center nodes to an existing cluster; high
availability for both hardware components and software
packages; backup and store mechanisms to support disaster
discovery scenarios; role-based access control mechanisms
for differentiated access to users, devices, and things based
on roles and scope; and programmable interfaces to enable
integration with third party vendors. The Cisco DNA™
Center appliances can also be cloud-tethered to provide for
the upgrade of existing functions and additions of new
packages and applications without having to manually
download and 1install them.

The AAA services 226 can provide 1dentity and policy
services for the network layer 230 and physical layer 240,
and may 1nclude the settings, protocols, and tables to support
endpoint identification and policy enforcement services. The
AAA services 226 can provide tools and worktlows to
manage virtual networks and security groups, and to create
group-based policies and contracts. The AAA services 226
can 1dentity and profile network infrastructure devices and
endpoints using AAA/RADIUS, 802.1X, MAC Authentica-
tion Bypass (MAB), web authentication, and FasyConnect,
among others. The AAA services 226 can also collect and
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use contextual information from the network control plat-
form 222, the network data platform 224, and the shared
services 250, among others. In some embodiments, Cisco®
ISE can provide the AAA services 226.

The network layer 230 can be conceptualized as a com-
position of two layers, an underlay 234 comprising physical
and virtual network infrastructure (e.g., routers, switches,
WLCs, etc.) and a Layer 3 routing protocol for forwarding
tratlic, and an overlay 232 comprising a virtual topology for
logically connecting wired and wireless users, devices, and
things and applying services and policies to these entities.
Network elements of the underlay 234 can establish con-
nectivity between each other, such as via Internet Protocol
(IP). The underlay may use any topology and routing
protocol.

In some embodiments, the network controller 104 can
provide a local area network (LAN) automation service,
such as implemented by Cisco DNA™ Center LAN Auto-
mation, to automatically discover, provision, and deploy
network devices. Once discovered, the automated underlay
provisioning service can leverage Plug and Play (PnP) to
apply the required protocol and network address configura-
tions to the physical network infrastructure. In some
embodiments, the LAN automation service may implement
the Intermediate System to Intermediate System (IS-IS)
protocol. Some of the advantages of IS-IS include neighbor
establishment without IP protocol dependencies, peering
capability using loopback addresses, and agnostic treatment
of IPv4, IPv6, and non-IP traffic.

The overlay 232 can be a logical, virtualized topology
built on top of the physical underlay 234, and can include a
tabric data plane, a fabric control plane, and a fabric policy
plane. In some embodiments, the fabric data plane can be

created via packet encapsulation using Virtual Extensible
LAN (VXLAN) with Group Policy Option (GPO). Some of

the advantages of VXLAN-GPO include its support for both
Layer 2 and Layer 3 virtual topologies (overlays), and 1ts
ability to operate over any IP network with built-in network
segmentation.

In some embodiments, the fabric control plane can imple-
ment Locator/ID Separation Protocol (LISP) for logically
mapping and resolving users, devices, and things. LISP can
simplily routing by removing the need for each router to
process every possible IP destination address and route.
LISP can achieve this by moving remote destination to a
centralized map database that allows each router to manage
only its local routs and query the map system to locate
destination endpoints.

The fabric policy plane 1s where intent can be translated
into network policy. That i1s, the policy plane 1s where the
network operator can instantiate logical network policy
based on services oflered by the network fabric 120, such as
security segmentation services, quality of service (QoS),
capture/copy services, application visibility services, and so
forth.

Segmentation 1s a method or technology used to separate
specific groups of users or devices from other groups for the
purpose of reducing congestion, improving security, con-
taining network problems, controlling access, and so forth.
As discussed, the fabric data plane can implement VLAN
encapsulation to provide network segmentation by using the
virtual network identifier (VNI) and Scalable Group Tag
(SGT) fields 1n packet headers. The network fabric 120 can
support both macro-segmentation and micro-segmentation.
Macro-segmentation logically separates a network topology
into smaller virtual networks by using a unique network
identifier and separate forwarding tables. This can be 1nstan-
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tiated as a virtual routing and forwarding (VRF) instance
and referred to as a virtual network (VN). That 1s, a VN 1s
a logical network instance within the network fabric 120
defined by a Layer 3 routing domain and can provide both
Layer 2 and Layer 3 services (using the VXLAN VNI to
provide both Layer 2 and Layer 3 segmentation). Micro-
segmentation logically separates user or device groups
within a VN, by enforcing source to destination access
control permissions, such as by using access control lists
(ACLs). A scalable group 1s a logical object identifier
assigned to a group of users, devices, or things 1n the
network fabric 120. It can be used as source and destination
classifiers in Scalable Group ACLs (SGACLs). The SGT can
be used to provide address-agnostic group-based policies.

In some embodiments, the fabric control plane node 110
may implement the Locator/Identifier Separation Protocol
(LISP) to communicate with one another and with the
management cloud 102. Thus, the control plane nodes may
operate a host tracking database, a map server, and a map
resolver. The host tracking database can track the endpoints
130 connected to the network fabric 120 and associate the
endpoints to the fabric edge nodes 126, thereby decoupling
an endpoint’s 1dentifier (e.g., IP or MAC address) from 1ts
location (e.g., closest router) in the network.

The physical layer 240 can comprise network infrastruc-
ture devices, such as switches and routers 110, 122, 124, and
126 and wireless elements 108 and 128 and network appli-
ances, such as the network controller appliance(s) 104, and
the AAA appliance(s) 106.

The shared services layer 250 can provide an interface to
external network services, such as cloud services 252:
Domain Name System (DNS), DHCP, IP Address Manage-
ment (IPAM), and other network address management ser-
vices 254: firewall services 256; Network as a Sensor
(Naas)/Encrypted Threat Analytics (ETA) services; and Vir-
tual Network Functions (VNFs) 260; among others. The
management layer 202 and/or the controller layer 220 can
share identity, policy, forwarding information, and so forth
via the shared services layer 250 using APIs.

FIG. 4 illustrates an example of a physical topology for a
multi-site enterprise network 400. In this example, the
network fabric comprises fabric sites 420A and 420B. The
tabric site 420A can include a fabric control node 410A,
fabric border nodes 422A and 422B, {abric intermediate
nodes 424A and 424B (shown here 1n dashed line and not
connected to the fabric border nodes or the fabric edge nodes
for simplicity), and fabric edge nodes 426A-D. The fabric
site 420B can include a fabric control node 410B, fabric
border nodes 422C-E, fabric intermediate nodes 424C and
424D, and fabric edge nodes 426D-F. Multiple fabric sites
corresponding to a single fabric, such as the network fabric
of FIG. 4, can be mterconnected by a transit network. A
transit network can be a portion of a network fabric that has
its own control plane nodes and border nodes but does not
have edge nodes. In addition, a transit network shares at least
one border node with each fabric site that 1t interconnects.

In general, a transit network connects a network fabric to
the external world. There are several approaches to external
connectivity, such as a traditional IP network 436, traditional
WAN 438A, Software-Defined WAN (SD-WAN) (not
shown) or Software-Defined Access (SD-Access) 438B.
Trathic across fabric sites, and to other types of sites, can use
the control plane and data plane of the transit network to
provide connectivity between these sites. A local border
node can operate as the handoil point from the fabric site,
and the transit network can deliver traflic to other sites. The
transit network may use additional features. For example, 1t
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the transit network 1s a WAN, then features like performance
routing may also be used. To provide end-to-end policy and
segmentation the transit network should be cable of carry-
ing endpoint context information (e.g., VRE, SGT) across
the network. Otherwise, a re-classification of the traflic may
be needed at the destination site border.

The local control plane 1n a fabric site may only hold state
relevant to endpoints that are connected to edge nodes
within the local fabric site. The local control plane can
register local endpoints via local edge nodes, as with a single
tabric site (e.g., the network fabric 120). An endpoint that
1sn’t explicitly registered with the local control plane may be
assumed to be reachable via border nodes connected to the
transit network. In some embodiments, the local control
plane may not hold state for endpoints attached to other
fabric sites such that the border nodes do not register
information from the transit network. In this manner, the
local control plane can be independent of other fabric sites,
thus enhancing overall scalability of the network.

The control plane 1n the transit network can hold sum-
mary state for all fabric sites that it interconnects. This
information can be registered to the transit control plane by
border from different fabric sites. The border nodes can
register EID information from the local fabric site into the
transit network control plane for summary EIDs only and
thus further improve scalability.

The multi-site enterprise network 400 can also include a
shared services cloud 432. The shared services cloud 432
can comprise one or more network controller appliances
404, one or more AAA appliances 406, and other shared
servers (e.g., DNS; DHCP; IPAM; SNMP and other moni-
toring tools; NetFlow, syslog, and other data collectors, etc.)
may reside. These shared services can generally reside
outside of the network fabric and 1n a global routing table
(GRT) of an existing network. In this case, some method of
inter-VRF routing may be required. One option for inter-
VRF routing 1s to use a fusion router, which can be an
external router that performs inter-VRF leaking (e.g.,
import/export of VRF routes) to fuse the VRFs together.
Multi-Protocol can be used for this route exchange since 1t
can inherently prevent routing loops (e.g., using the AS
PATH attribute). Other routing protocols can also be used
but may require complex distribute-lists and prefix-lists to
prevent loops.

However, there can be several disadvantages 1n using a
fusion router to achieve inter-VN communication, such as
route duplication because routes leaked from one VRF to
another are programmed 1n hardware tables and can result 1n
more TCAM utilization, manual configuration at multiple
touch points wherever route-leaking 1s implemented, loss of
SGT context because SGTs may not be maintained across
VRFs and must be re-classified once the traflic enters the
other VRF, and traflic hairpinning because tratlic may need
to be routed to the fusion router, and then back to the fabric
border node.

SD-Access Extranet can provide a flexible and scalable
method for achieving inter-VIN communications by avoiding
route duplication because inter-VN lookup occurs in the
tabric control plane (e.g., software) such that route entries do
not need to be duplicated in hardware; providing a single
touchpoint because the network management system (e.g.,
Cisco DNA™ (Center) can automate the mnter-VN lookup
policy, making it a single point of management; maintaining
SGT context because the inter-VN lookup occurs in the
control plane node(s) (e.g., soltware), and avoids hair-
pinning because iter-VIN forwarding can occur at the fabric
edge (e.g., the same intra-VN) so traflic does not need to
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hairpin at the border node. Another advantage 1s that a
separate VN can be made for each of the common resources
that are needed (e.g., a Shared Services VN, an Internet VN,
a data center VN, etc.).

FIG. 5A illustrates an exemplary configuration of devices
and a network in accordance with some aspects of the
present technology. In the example configuration shown in
FIG. 5A, a user sends a request from a first domain,
Consumer Domain 510 as shown in FIG. 5A, to a second
domain, Provider Domain 511 as shown in FIG. 5A. This
causes the first domain and second domain to create a
messaging bus, which allows the domains to exchange
domain policy data. The second domain can then apply the
first domain’s policy to the user’s data request, and responds
accordingly to the request.

Consumer Domain 510 1s a networking domain contain-
ing Access Engine 520 and User 540. Consumer Domain
510 can be an applicable network domain through which a
user can access network services. For example, Consumer
Domain 510 can be a personal Wi-F1 network, a public
wide-area network, or an enterprise intranet. User 540 can
be a private individual accessing the Internet at home, a
patron at a public library using a public network, or an
employee or contractor with a business.

Access Engine 520 can allow users like User 540 to
access Consumer Domain 510. It can accept or reject access
requests, and determine the access level for users allowed
access. Within Access Engine 520, User Policy Center 530
contains access policies for Consumer Domain 510. These
policies can be configured by a network administrator or
implemented by a learning algorithm on Access Engine 520.
Access Engine 520 can be a real or virtual machine.

Provider Domain 511 1s a network domain that includes
Access Engine 521, and Access Point 550, Provider Domain
511 can be an applicable network domain through which a
provider can provision network services to a user, e.g.
through a consumer domain. Provider Domain 511, Access
Engine 521, and User Policy Center 331 can parallel the
functionalities of Consumer Domain 3510, Access Engine
520, and User Policy Center 530, respectively. Specifically,
Provider Domain 511 can provide the same or different
services as Consumer Domain, and can utilize the same or
different access policies for users, which can be imple-
mented by the same or diflerent policy protocols.

Access Point 550 can handle requests attempting to access
data 1 Provider Domain 511. By interacting with Access
Engine 521, 1t can store and apply policies housed in User
Policy Center 331 to mncoming and outing traflic.

Messaging Bus 500 i1s a secure connection created
between Access Engine 520 and Access 521. Messaging Bus
500 can be established and maintained according to an
applicable technique for establishing and maintaining a
secure connection 1n a network environment. For example,
messaging bus 500 can be formed through a dual-virtual
private network (VPN) tunnel. Within Messaging Bus 500,
Access Engine 520 and Access Engine 521 publish data
from their respective domains. This allows both engines to
implement the policies of the other respective domain.

FIG. 5B illustrates an example method 1n accordance with
some embodiments of the present technology, and can be
carried out by the configuration described i FIG. 5A.
However, nothing 1n FIG. 5B should be considered limiting
of the configuration illustrated 1n FIG. 5A, and likewise, the
configuration illustrated 1n FIG. 5A should not be interpreted

to limit the method of FIG. 5B.
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At step 560, a first domain, such as an SDA, provides a
data request to a second domain such as an ACI. In this
example, the SDA acts as a consumer domain and the ACI
acts as a provider domain.

At step 562, a messaging bus 1s generated between the
first domain and the second domain. Receiving the data
request can trigger a standard bussing protocol, such as
Windows Azure, to commence and set up the messaging bus
between the first domain and the second domain.

At step 364, the first domain and the second domain
publish their access data across the messaging bus. Fach
domain can choose to publish all or a portion of their access
data, based on the trust they have in the counterpart domain.
The access data can comprise user access policies, device
access policies, network access policies, or other data rel-
evant for determining what access an incoming request
should receive.

At step 566, the second domain recerves the first domain’s
access data. In some embodiments, reception of the first
domain’s access data occurs after the second domain sub-
scribes to the data published 1n the messaging bus.

At step 568, the first domain’s access data 1s translated
into a format that can be understood and used by the second
domain. This translation can be done by converting security
group tags to endpoint groups, among other means. If the
first domain and the second domain use the same policy
protocol, no translation may be necessary.

At step 570, the second domain applies an access policy
to the data request based on the access policy data it recerved
and translated from the first domain. This access policy can
deny or restrict the access requested in the data request.

At step 572, the second domain provides the first domain
with a response to the data request, 1n accordance with the
access policy.

FIG. 5C 1s a general sequence diagram of example
processes for orchestrating policies across multiple domains,
in accordance with some aspects of the present technology.

With process 5.01, Consumer Domain 510 generates a
remote administrator for Consumer Domain 310 within a
controller for Provider Domain 511. This generated remote
administrator can synchronize out of band with the control-
ler for Consumer Domain 510. Without loss of generality,
Provider Domain 511 can do the same with Consumer
Domain 510.

With process 5.02, Consumer Domain 510 generates
domain peering for itself with Provider Domain 511. This
can done using widely available domain peering solutions
like Windows Azure, or with a proprietary method. Provider
Domain 3511 sends a response 5.03 that indicates acceptance
of that domain peering. With the domains peered, they can
exchange traflic freely. This domain peering 1s analogous to
Messaging Bus 500 created 1in FIG. 5A.

With process 5.04, both Consumer Domain 510 and
Provider Domain 511 advertise the gateways present in the
respective domains. This allows the domains to handle
traflic passed through the domain peering.

With process 5.05, Consumer Domain 310 generates a
remote tenant to begin a tenancy on Provider Domain 511.
Provider Domain 511 sends a response 35.06 that indicates
acceptance of the tenancy. This remote tenant corresponds to
a tenant on Consumer Domain 510, such as User 540.

With process 35.07, both Consumer Domain 310 and
Provider Domain 511 advertise the services they provide
across the domain peering. They can choose to advertise all
or some ol these services, depending on the trust level
between the two domains.
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With process 5.08, Consumer 510 requests the consump-
tion of a service on Provider Domain 511. Per the terms of
the domain peering, Provider Domain 511 sends a response
5.09 that indicates acceptance of the service consumption
request.

With process 35.10, Consumer Domain 510 generates a
group ID for the remote tenant consuming the service. This
allows Consumer Domain 510 to apply an approprate
policy to the service consumption. Provider Domain 511
sends a response 3.11 that indicates acceptance of the group
ID.

With process 5.12, Provider Domain 511 generates a
group ID for the service itself. This allows Provider Domain
511 to apply an appropriate policy to the service consump-
tion. Consumer Domain 510 sends a response 5.13 that
indicates acceptance of the group ID.

With process 35.14, Provider Domain 3511 assigns an
endpoint 1n Consumer Domain 510 to receive the service.
With process 5.15, Consumer Domain 510 assigns an end-
point in Provider Domain 511 for the remote tenant.

With process 5.16, Provider Domain 311 offers the service
requested 1n accordance with the applied policies. Consumer
Domain 310 can then consume the requested service in
accordance with the appropriate policies.

FIG. 3D 1s a sequence diagram 1llustrating an example of
a message passing sequence for orchestrating consumer-
provider traflic across two different domains. In some
aspects, the sequence diagram of FIG. SD corresponds to the
sequence diagram of FIG. 5C discussed above. Nonetheless,
it 1s understood that various messages in the sequence
diagram of FIG. SD may be modified, added, removed, or
otherwise altered without departing from the spirit and scope
of this disclosure.

Consumer Domain 510 includes a Controller S10A, a
Gateway 310B, and Consumer Group 510C. Consumer
Group 310C 1s made up of Tenant 1 510D, which may be a
virtualized process or temporary identification, and End-
point 510F, which 1s assigned 1n order to generate a mes-
saging bus between Consumer Domain 510 and Provider
Domain 511, as discussed above. In some aspects, Tenant 1
510D acts as a platform for Consumer 510E through which
data from Service S11E may be consumed (e.g., 1n a
producer-consumer, or provider-consumer, model, etc.).

Provider Domain 311 likewise includes a Controller
511 A, a Gateway 3511B, and Provider Group 511C. Provider
Group 511C i1s made up of Tenant Provider 511D and
Endpoint 511F, which serves as a counterpoint to Endpoint
510F. Tenant Provider 511D acts as a platform for Service
511E, which produces data for consumption (e.g., retrieval
and processing, etc.) by Consumer 510FE.

Controller 510A first sends to controller 311 A a message
5.51 to create a remote administrative user in Provider
Domain 311. For example, a Consumer Domain 510 remote
administrator may be create in Provider Domain 511 and
will perform out of band synchronization with Controller
510A. In effect, the created administrative user credentials
can be used by Consumer Domain 510 for all APIs invoked
on Provider Domain 511.

Controller 511A likewise sends to Controller 510A a
message 35.52 to create a remote administrative user in
Consumer Domain 510. Similarly to message 5.51 above,
message 5.52 may cause the remote administrative user in
Consumer Domain 510 to synchronize out of band with
Controller S11A.

Messages 5.53 are exchanged between Controller 510A
and Controller 311A to create a domain peering for Con-
sumer Domain 510 with Provider Domain 511. For example,
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an 1nitial message from Controller 510A to Controller S11A
may 1include the {following arguments: capabilitySet:
control="bgp-evpn” data="“1-vxlan”,
remoteTenantIn="Dom1”. A responsive message, irom Con-
troller 511 A to Controller 510A, accepting the peering, may
include the {following argument: Resp: Accept
control="bgp-evn”, data="“1-vxlan”,
remote lenantln="Dom1".

Once peering has been established, Gateways 510B and
511B advertise to each other via messages 5.54. Gateways
may include, for example, border gateway protocol (BGP)
speakers controlling respective domain IPs. Advertising to
Gateways 5108 and 3511B may also be performed over an
anycast protocol or the like. Tenant 1 310D, hosting or
linked to Consumer 510E, then exchanges messages 5.55
with Tenant Provider 511D to set up a remote tenant link.
For example, messages for creating a remote tenant can
include the following command parameters: tenant="Dom?2,
11”7 on Doml, myRouteTarget="R12”, RD format="ASN”.

Responsive messages may be received, such as: T1 hosted
with myRouteTarget=R11, RD format="ASN:Domain:*”.

N

Once a remote tenant link 1s generated, Service S11E,
hosted on or linked to Tenant Provider 511D, advertises
service availability to Consumer 510FE via messages 35.56
(e.g., over transmission control protocol (TCP) or the like).
In response, Consumer 510F requests data (to consume) via
message 5.57 from Service 311E. Service 311E responds
with an acceptance based on checking a filter table, such as
that in Table 1 below.

TABLE 1
Dom Tenant Action
Dom?2 1, 2 Allow
8 8 Deny

In particular, the filter table of Table 1 indicates that
messages from Dom?2, or Consumer Domain 510, associated
with Tenant 1 510D (e.g., either of tenants *“1,2”) are
allowed access. In comparison, all other domains and ten-
ants are denied access.

In some examples, a consumer group ID and provider
group 1D 1s created via messages 5.58 between Group 510C
in Consumer Domain 510 and Group 511C in Provider
Domain 511.

Having set up respective group I1Ds, Endpoints 510F and
511F (e.g., IP addresses, etc.), respectively associated with
Consumer Domain 510 and Provider Domain 511, are
established via process 5.59. Respective Gateways 510B and
511B then advertise routes for Endpoints 310F and 511F to
cach other. For example, Gateway 310B may advertise a
route for Endpoint 510F, or IP1, as: Prefix=Routel,
RouteTarget=RT1, NH=ANYCAST-IP1, VNID=vnid-xxx.
In particular, the VNID identifies a virtual routing and
tforwarding (VRF) function, or virtual network, associated
with Consumer Domain 510. Likewise, Gateway 511B may
advertise a route for Endpomnt 511F as: Prefix=Route?2,
RouteTarget=RT1, NH=ANYCAST-IP2, VNID=vnid-yyy.
As a result, traflic such as packet flows between Consumer
Domain 510 and Provider Domain 511 may flow between
Endpoints 510F and 511F wvia process 5.61 (e.g., over
Messaging Bus 500 discussed above) by including respec-
tive endpoint, or IP, destinations.

FIG. 6A and FIG. 6B illustrate systems 1n accordance
with various embodiments. The more appropriate system
will be apparent to those of ordinary skill in the art when
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practicing the various embodiments. Persons of ordinary
skill 1n the art will also readily appreciate that other systems
are possible.

FIG. 6A 1llustrates an example of a bus computing system
600 wherein the components of the system are in electrical
communication with each other using a bus 605. The com-
puting system 600 can include a processing unit (CPU or
processor) 610 and a system bus 605 that may couple
various system components including the system memory
615, such as read only memory (ROM) 620 and random
access memory (RAM) 625, to the processor 610. The
computing system 600 can include a cache 612 of high-
speed memory connected directly with, in close proximity
to, or integrated as part of the processor 610. The computing,
system 600 can copy data from the memory 615, ROM 620,
RAM 625, and/or storage device 630 to the cache 612 for
quick access by the processor 610. In this way, the cache 612
can provide a performance boost that avoids processor
delays while waiting for data. These and other modules can
control the processor 610 to perform various actions. Other
system memory 615 may be available for use as well. The
memory 615 can include multiple different types of memory
with different performance characteristics. The processor
610 can include any general purpose processor and a hard-
ware module or software module, such as module 1 632,
module 2 634, and module 3 636 stored 1n the storage device
630, configured to control the processor 610 as well as a
special-purpose processor where soltware instructions are
incorporated into the actual processor design. The processor
610 may essentially be a completely self-contained comput-
ing system, containing multiple cores or processors, a bus,
memory controller, cache, etc. A multi-core processor may
be symmetric or asymmetric.

To enable user interaction with the computing system 600,
an mput device 645 can represent any number of 1nput
mechanisms, such as a microphone for speech, a touch-
protected screen for gesture or graphical input, keyboard,
mouse, motion input, speech and so forth. An output device
635 can also be one or more of a number of output
mechanisms known to those of skill in the art. In some
instances, multimodal systems can enable a user to provide
multiple types of input to communicate with the computing
system 600. The communications interface 640 can govern
and manage the user input and system output. There may be
no restriction on operating on any particular hardware
arrangement and therefore the basic features here may easily
be substituted for improved hardware or firmware arrange-
ments as they are developed.

The storage device 630 can be a non-volatile memory and
can be a hard disk or other types of computer readable media
which can store data that are accessible by a computer, such
as magnetic cassettes, flash memory cards, solid state
memory devices, digital versatile disks, cartridges, random
access memory, read only memory, and hybrids thereof.

As discussed above, the storage device 630 can include
the software modules 632, 634, 636 for controlling the
processor 610. Other hardware or software modules are
contemplated. The storage device 630 can be connected to
the system bus 605. In some embodiments, a hardware
module that performs a particular function can include a
soltware component stored in a computer-readable medium
in connection with the necessary hardware components,
such as the processor 610, bus 603, output device 635, and
so forth, to carry out the function.

FIG. 6B 1llustrates an example architecture for a chipset
computing system 650 that can be used in accordance with
an embodiment. The computing system 650 can include a
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processor 633, representative of any number of physically
and/or logically distinct resources capable ol executing
software, firmware, and hardware configured to perform
identified computations. The processor 635 can communi-
cate with a chipset 660 that can control mput to and output
from the processor 635. In this example, the chipset 660 can
output 1nformation to an output device 665, such as a
display, and can read and write information to storage device
670, which can include magnetic media, solid state media,
and other suitable storage media. The chipset 660 can also
read data from and write data to RAM 675. A bridge 680 for
interfacing with a variety of user interface components 683
can be provided for interfacing with the chipset 660. The
user interface components 685 can include a keyboard, a
microphone, touch detection and processing circuitry, a
pointing device, such as a mouse, and so on. Inputs to the
computing system 630 can come from any of a variety of
sources, machine generated and/or human generated.

The chipset 660 can also interface with one or more
communication nterfaces 690 that can have different physi-
cal interfaces. The communication interfaces 690 can
include interfaces for wired and wireless LLANs, for broad-
band wireless networks, as well as personal area networks.
Some applications of the methods for generating, displaying,
and using the technology disclosed herein can include
receiving ordered datasets over the physical interface or be
generated by the machine itsell by the processor 655 ana-
lyzing data stored in the storage device 670 or the RAM 675.
Further, the computing system 650 can receive nputs from
a user via the user interface components 685 and execute
appropriate functions, such as browsing functions by inter-
preting these mputs using the processor 653.

It will be appreciated that computing systems 600 and 650
can have more than one processor 610 and 6355, respectively,
or be part of a group or cluster of computing devices
networked together to provide greater processing capability.

For clarity of explanation, 1n some instances the various
embodiments may be presented as including individual
functional blocks including functional blocks comprising
devices, device components, steps or routines 1n a method
embodied in software, or combinations of hardware and
software.

In some embodiments the computer-readable storage
devices, mediums, and memories can include a cable or
wireless signal containing a bit stream and the like. How-
ever, when mentioned, non-transitory computer-readable
storage media expressly exclude media such as energy,
carrier signals, electromagnetic waves, and signals per se.

Methods according to the above-described examples can
be implemented using computer-executable istructions that
are stored or otherwise available from computer readable
media. Such instructions can comprise, for example, mnstruc-
tions and data which cause or otherwise configure a general
purpose computer, special purpose computer, or special
purpose processing device to perform a certain function or
group ol Tunctions. Portions of computer resources used can
be accessible over a network. The computer executable
instructions may be, for example, binarnes, intermediate
format mstructions such as assembly language, firmware, or
source code. Examples of computer-readable media that
may be used to store instructions, information used, and/or
information created during methods according to described
examples include magnetic or optical disks, flash memory,
USB devices provided with non-volatile memory, net-
worked storage devices, and so on.

Devices implementing methods according to these dis-
closures can comprise hardware, firmware and/or software,
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and can take any of a variety of form factors. Some examples
of such form factors include general purpose computing
devices such as servers, rack mount devices, desktop com-
puters, laptop computers, and so on, or general purpose
mobile computing devices, such as tablet computers, smart
phones, personal digital assistants, wearable devices, and so
on. Functionality described herein also can be embodied 1n
peripherals or add-in cards. Such functionality can also be
implemented on a circuit board among different chips or
different processes executing 1n a single device, by way of
turther example.

The 1nstructions, media for conveying such instructions,
computing resources for executing them, and other struc-
tures for supporting such computing resources are means for
providing the functions described in these disclosures.

Although a variety of examples and other information was
used to explain aspects within the scope of the appended
claims, no limitation of the claims should be implied based
on particular features or arrangements 1n such examples, as
one of ordinary skill would be able to use these examples to
derive a wide variety of implementations. Further and
although some subject matter may have been described 1n
language specific to examples of structural features and/or
method steps, it 1s to be understood that the subject matter
defined 1n the appended claims 1s not necessarily limited to
these described features or acts. For example, such func-
tionality can be distributed differently or performed in
components other than those i1dentified herein. Rather, the
described features and steps are disclosed as examples of
components of systems and methods within the scope of the
appended claims.

The invention claimed 1s:
1. A method comprising:
receiving, at a provider domain from a consumer domain,
a data request;

receiving, at the provider domain from the consumer
domain, at least one access policy for the consumer
domain;

translating, at the provider domain, the at least one access

policy for the consumer domain into at least one
translated access policy understood by the provider
domain based on whether the consumer domain and the
provider domain use different policy protocols 1n
enforcing policies 1n respective domains;

applying, at the provider domain, the at least one trans-

lated access policy understood by the provider domain
to the data request; and

sending, from the provider domain to the consumer

domain, a response to the data request.

2. The method of claim 1, wherein the method described
1s extensible to any number of domains.

3. The method of claim 1, wherein the at least one access
policy for the consumer domain apply to at least one of user
identification, user device, time or location of the data
request, access point identification, virtual routing or for-
warding of the data request, or a security contract.

4. The method of claim 1, the receirving the at least one
access policy for the consumer domain further comprising:

generating, between the provider domain and the con-

sumer domain, a messaging bus;

publishing, within the messaging bus, at least one access

policy for the provider domain;

publishing, within the messaging bus, the at least one

access policy for the consumer domain;

subscribing, by the provider domain, to the at least one

access policy for the consumer domain; and
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subscribing, by the consumer domain, to the at least one
access policy for the provider domain.

5. The method of claim 4, wherein the messaging bus
spans at least one other domain.

6. The method of claim 1, wherein the provider domain
Comprises an access engine.

7. The method of claim 1, wherein the translating the at
least one access policy for the consumer domain into the at
least one translated access policy understood by the provider
domain comprises configuring a security group tag to take
ellect on an endpoint group.

8. A system comprising:
a provider domain, implemented through one or more
hardware processors and a computer-readable medium

comprising instructions stored therein that cause the
one or more processors to:

receive, from a consumer domain, a data request;

receive, at the provider domain from the consumer
domain, at least one access policy for the consumer
domain;

translate the at least one access policy nto at least one
translated access policy understood by the provider
domain based on whether the consumer domain and

the provider domain use different policy protocols 1n
enforcing policies 1n respective domains;

apply the at least one translated access policy under-
stood by the provider domain to the data request; and

send a response to the data request.

9. The system of claim 8, wherein the system described 1s
extensible to any number of domains.

10. The system of claim 8, wherein the at least one access
policy for the consumer domain apply to at least one of user
identification, user device, time or location of the data
request, access point i1dentification, virtual routing or for-
warding of the data request, or a security contract.

11. The system of claim 8, wherein:

the provider domain and the consumer domain are con-
figured to generate a messaging bus between the pro-
vider domain and the consumer domain;

wherein the provider domain 1s configured to:

publish, within the messaging bus, at least one access
policy for the provider domain; and

subscribe to the at least one access policy for the
consumer domain; and

wherein the consumer domain 1s configured to:

publish, within the messaging bus, the at least one
access policy for the consumer domain; and

subscribe to the at least one access policy for the
provider domain.

12. The system of claim 11, wherein the messaging bus
spans at least one other domain.

13. The system of claim 8, wherein the provider domain
comprises an access engine.

14. The system of claim 8, wherein the provider domain

il

1s configured to translate a security group tag to take ellect
on an endpoint group.

15. A non-transitory computer readable medium compris-
ing instructions stored thereon, the mnstructions eflective to
cause at least one processor to:

receive, at a provider domain from a consumer domain, a
data request;

recerve, at the provider domain from the consumer
domain, at least one access policy;
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translate the at least one access policy mto at least one generate a messaging bus;
translated access policy understood by the provider publish, within the messaging bus at least one access
domain based on whether the consumer domain and the policy understood by the non-transitory computer read-
provider domain use different policy protocols in able medium; and |
enforcing policies 1n respective domains; > subscribe to the at .least one access policy. .
18. The non-transitory computer readable medium of
apply, at the provider domain, the at least one translated claim 17, wherein the messaging bus spans at least one other
access policy understood by the provider domain to the domain.
data request; and 19. The non-transitory computer readable medium of

claim 15, wherein the instructions to translate the at least one
access policy into the at least one translated access policy
understood by the non-transitory computer readable medium

send, from the provider domain to the consumer domain, g
a response to the data request.

16. The non-transitory computer readable medium of  gre fyrther effective to translate a security group tag to take
claim 15, wherein the at least one access policy apply to at effect on an endpoint group.
least one of user 1dentification, user device, time or location 20. The non-transitory computer readable medium of
of the data request, access point 1dentification, virtual rout- 15 claim 15, wherein the data request is received by a provider
ing or forwarding of the data request, or a security contract. domain comprising an access engine and the response 1s sent
17. The non-transitory computer readable medium of Zy the provider domain to a corresponding consumer
omain.

claim 15, the instructions to receive the at least one access
policy further eflective to cause at least one processor to: %k % k%
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