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METHOD AND APPARATUS FOR CHILD
STATE ANALYSIS, VEHICLE, ELECTRONIC
DEVICE, AND STORAGE MEDIUM

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application 1s a continuation of International
Patent Application No. PCT/CN2019/109443, filed on Sep.
30, 2019, which claims priority to Chinese Patent Applica-
tion No. 201811224784.0, filed on Oct. 19, 2018. The
disclosures of International Patent Application No. PCT/
CN2019/109443 and Chinese Patent Application No.
201811224784.0 are hereby incorporated by reference in
their entireties.

BACKGROUND

In recent years, 1 the field of computer visions, deep
learning has been widely applied 1n 1mage classification,
positioning, segmentation, recognition and other tasks, and
has achieved excellent results. Deep learning has also
achieved great success 1n face-related work. For example, an
existing technology makes the face recognition rate of a
machine close to that of a human being through 3D face

alignment, a siamese network, local convolution, and a large
amount of training data.

SUMMARY

The present disclosure relates to computer vision tech-
nologies, and 1n particular, to a method and an apparatus for
chuld state analysis, a vehicle, an electronic device, and a
storage medium.

Embodiments of the present disclosure provide a child
state analysis technology.

A method for child state analysis provided according to a
first aspect of the embodiments of the present disclosure
includes:

performing face feature extraction on at least one 1image
frame 1n an obtained video stream:;

classitying whether a person in the at least one 1mage
frame 1s a child and at least one state of the person according
to face features to obtain a first classification result of
whether the person 1n the at least one 1mage frame 1s a child,
and a second classification result of the at least one state of
the person; and outputting the first classification result and
the second classification result; and/or outputting prompt
information according to the first classification result and the
second classification result.

An apparatus for child state analysis provided according
to a second aspect of the embodiments of the present
disclosure 1ncludes:

a feature extraction unit, configured to perform face
feature extraction on at least one 1image frame 1n an obtained
video stream:;

a classification unit, configured to classity whether a
person 1n the at least one 1image frame 1s a chuld and at least
one state of the person according to face features to obtain
a first classification result of whether the person 1n the at
least one 1mage frame 1s a child, and a second classification
result of the at least one state of the person; and

a result output unit, configured to output the first classi-
fication result and the second classification result; and/or
output prompt mformation according to the first classifica-
tion result and the second classification result.

10

15

20

25

30

35

40

45

50

55

60

65

2

A vehicle provided according to a third aspect of the
embodiments of the present disclosure includes: the appa-

ratus for child state analysis according to any one of the
foregoing embodiments.

An electronic device provided according to a fourth
aspect of the embodiments of the present disclosure includes
a processor, where the processor includes the apparatus for
chuld state analysis according to any one of the foregoing
embodiments.

An electronic device provided according to a fifth aspect
of the embodiments of the present disclosure includes: a
memory, configured to store executable mnstructions; and

a processor, configured to communicate with the memory
to execute the executable mstructions so as to complete the
method for child state analysis according to any one of the
foregoing embodiments.

A computer storage medium provided according to a sixth
aspect of the embodiments of the present disclosure 1is
configured to store computer readable instructions, where
when the mstructions are executed, operations of the method
for child state analysis according to any one of the foregoing
embodiments are executed.

A computer program product provided according to a
seventh aspect of the embodiments of the present disclosure
includes a computer readable code, where when the com-
puter readable code runs in a device, a processor in the
device executes instructions for implementing the method
for child state analysis according to any one of the foregoing
embodiments.

The following further describes 1n detail the technical
solutions of the present disclosure with reference to the
accompanying drawings and embodiments.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings constituting a part of the
specification describe the embodiments of the present dis-
closure and are intended to explain the principles of the
present disclosure together with the descriptions.

According to the following detailed descriptions, the
present disclosure may be understood more clearly with
reference to the accompanying drawings.

FIG. 1 15 a schematic flowchart of a method for child state
analysis provided by the embodiments of the present dis-
closure.

FIG. 2 1s another schematic flowchart of a method for
chuld state analysis provided by the embodiments of the
present disclosure.

FIG. 3 1s yet another schematic flowchart of a method for
chuld state analysis provided by the embodiments of the
present disclosure.

FI1G. 4 15 still another schematic flowchart of a method for
chuld state analysis provided by the embodiments of the
present disclosure.

FIG. 5 1s a boy reference image 1n an example of a method
for child state analysis provided by the embodiments of the
present disclosure.

FIG. 6 1s a girl reference 1image 1n an example of a method
for child state analysis provided by the embodiments of the
present disclosure.

FIG. 7 1s a schematic structural diagram of an apparatus
for child state analysis provided by the embodiments of the
present disclosure.

FIG. 8 1s a schematic structural diagram of an electronic
device suitable for implementing a terminal device or a
server according to the embodiments of the present disclo-
sure.
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DETAILED DESCRIPTION

Various exemplary embodiments of the present disclosure
are now described in detail with reference to the accompa-
nying drawings. It should be noted that, unless otherwise
stated specifically, relative arrangement of the components
and steps, the numerical expressions, and the values set forth
in the embodiments are not intended to limit the scope of the
present disclosure.

In addition, 1t should be understood that, for ease of
description, the size of each part shown 1n the accompanying
drawings 1s not drawn 1n actual proportion.

The following descriptions of at least one exemplary
embodiment are merely illustrative actually, and are not
intended to limit the present disclosure and the applications
or uses thereol.

Technologies, methods and devices known to a person of
ordinary skill in the related art may not be discussed 1n
detail, but such technologies, methods and devices should be

considered as a part of the specification in appropriate
situations.

It should be noted that similar reference numerals and
letters 1n the following accompanying drawings represent
similar items. Therefore, once an item 1s defined 1n an
accompanying drawing, the item does not need to be further
discussed 1n the subsequent accompanying drawings.

The embodiments of the present disclosure may be
applied to a computer system/server, which may operate
with numerous other general-purpose or special-purpose
computing system environments or configurations.
Examples of well-known computing systems, environments,
and/or configurations suitable for use together with the
computer system/server include, but are not limited to,
personal computer systems, server computer systems, thin
clients, thick clients, handheld or laptop devices, micropro-
cessor-based systems, set top boxes, programmable con-
sumer electronics, network personal computers, small com-
puter systems, large computer systems, distributed cloud
computing environments that include any one of the fore-
going systems, and the like.

The computer system/server may be described i the
general context of computer system executable instructions
(for example, program modules) executed by the computer
system. Generally, the program modules may include rou-
tines, programs, target programs, components, logics, data
structures, and the like for performing specific tasks or
implementing specific abstract data types. The computer
system/server may be implemented 1n the distributed cloud
computing environments 1 which tasks are performed by
remote processing devices that are linked through a com-
munications network. In the distributed computing environ-
ments, the program modules may be located n local or
remote computing system storage media including storage
devices.

FIG. 1 1s a schematic flowchart of a method for child state
analysis provided by the embodiments of the present dis-
closure. The method may be executed by any child state
analysis device, such as, a terminal device, a server, a mobile
device, and a vehicle-mounted device, which 1s not limited
in the embodiments of the present disclosure. As shown 1n
FIG. 1, the method of the embodiments includes the fol-
lowing steps.

At step 110, feature extraction 1s performed on at least one
image irame in an obtained video stream.

In some embodiments, 1n general, the state of a person
cannot be determined according to the state of a single image
frame. For example, 11 1t 1s required to determine whether the
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person 1s 1n a sleep state, not only eyes of the person in the
single 1image frame need to be 1n a closed state, but also the
closed state of the eyes in multiple 1mage frames 1s required
to be determined. Therefore, in the embodiments of the
present disclosure, state analysis 1s performed according to
the obtained video stream.

In the embodiments, feature extraction may be performed
on an 1mage 1n a video stream by using any neural network
capable of 1mplementing {feature extraction, or other
approaches, to obtain face features. The specific approach of
obtaining the face features 1s not limited 1n the embodiments
of the present disclosure. The embodiments can be applied
in a video stream acquired by a camera device 1n any space.
Since an 1mage 1n the obtained video stream generally not
only includes a face, optionally, before performing feature
extraction, the method further includes performing face
recognition on the image 1n the obtamned video stream to
obtain a face image.

In one optional example, step 110 may be executed by a
processor by mvoking a corresponding instruction stored in
a memory, or may be executed by a feature extraction unit
71 run by the processor.

At step 120, whether a person in the at least one 1mage
frame 1s a child and at least one state of the person are
classified according to face features to obtain a first classi-
fication result of whether the person in the at least one 1mage
frame 1s a child, and a second classification result of the at
least one state of the person.

The child referred to in the embodiments of the present
disclosure includes, but 1s not limited to: a child, an infant,
a toddler, etc. Moreover, determining whether the person 1n
an 1mage 1s a child includes determining a person who 1s
considered to be a child by the public as a child, or
determining a person under a reference age or a customized
age as a child. For example, the reference age may be a child
age stipulated by the law (e.g., 12 years old), or the cus-
tomized age may be set as three years old, six years old,
eight years old, etc. The specific age of the child 1s not
limited 1n the embodiments of the present disclosure. Dii-
ferent age groups may be customized as children according
to specific conditions. For example, those under six years
old are defined as children in a kindergarten, but those under
12 years old are defined as children while riding.

In addition to determining whether a person in an 1mage
1s a child based on the age, 1t 1s also possible to directly
classily whether the person 1n an input image 1s a child
through classification branches such as a trained neural
network, instead of through the age.

In the embodiments of the present disclosure, whether the
person 1n the at least one 1mage frame 1s a child i1s deter-
mined based on the obtained face features (two classification
results are included: one indicates that the person 1s a child,
and the other indicates that the person 1s not a child), and the
state of the person 1n the 1mage 1s determined based on the
obtained face features (classification results of multiple
states are included, such as a normal state, an abnormal state,
a sleep state, a wake-up state, and a state of leaving the child
seat).

In the embodiments, the face features obtained 1n step 110
are respectively processed by at least two neural networks,
whether the person 1s a child 1s determined by one neural
network, and the at least one state 1s classified by the other
at least one neural network. Alternatively, feature extraction
1s 1mplemented and whether the person 1s a child and
classification of at least one state are determined by one
neural network. In this case, the neural network includes a
feature extraction branch and at least two classification
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branches connected to the feature extraction branch, or
turther 1includes a statistical classification branch connected
to the at least two classification branches. The at least two
classification branches respectively determine whether the
person 1n the 1mage 1s a child and the classification of the at
least one state of the person according to the face features,
and the statistical classification branch collects statistics
about classification results of at least one face state of the
person corresponding to the at least one 1image frame 1n the
video stream, and determines the classification of the at least
one state of the person based on the statistical result. In the
embodiments, at least two classification results are obtained
by sharing the face features, thereby reducing the repeated
feature extraction processes and improving the 1mage pro-
cessing speed.

In one optional example, step 120 may be executed by a
processor by mvoking a corresponding instruction stored in
a memory, or may be executed by a classification unit 72 run

by the processor.

At step 130, the first classification result and the second
classification result are output; and/or the prompt informa-
tion 1s output according to the first classification result and
the second classification result.

In the embodiments, after the first classification result and
the second classification result are obtained, 1n one case, the
first classification result and the second classification result
are output. In this case, a user may view and identily the first
classification result and the second classification result, and
performs corresponding processing according to the first
classification result and the second classification result. In
the other case, when it 1s possible to output the prompt
information according to the first classification result and the
second classification result, the prompt nformation 1s
directly output in the embodiments. In this case, the user
may view and process the first classification result and the
second classification result, and receives the prompt infor-
mation 1n particular situations (for example, when the child
1s 1n a crying state, or the like). In the embodiments, sending
the prompt information directly improves the user’s pro-
cessing elliciency for particular situations and reduces the
problem of delaying the processing time because of the need
to 1dentily the classification results due to the excessive
information.

The prompt information includes, but 1s not limited to, at
least one type of the following information: sound prompt
information, 1mage prompt information, vibration prompt
information, smell prompt iformation, etc. The specific
expression form of the prompt information 1s not limited 1n
the embodiments as long as other people can receive the
information.

In one optional example, step 130 may be executed by a
processor by mvoking a corresponding instruction stored in
a memory, or may be executed by a result output unit 73 run
by the processor.

Based on the method for child state analysis provided in
the foregoing embodiments of the present disclosure, face
feature extraction 1s performed on at least one 1mage frame
in an obtained video stream; whether a person 1n the 1image
1s a child and at least one state of the person are classified
by sharing extracted face features to obtain a first classifi-
cation result ol whether the person 1n the 1mage 1s a child,
and a second classification result of the at least one state of
the person; and the first classification result and the second
classification result are output. By sharing the face features,
The s1ze of a network 1s reduced, the network complexity 1s
reduced, the network processing speed 1s accelerated, and
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6

quick child state analysis 1s implemented, so as to handle
different states of a child i1n time.

FIG. 2 1s another schematic flowchart of a method for
chuld state analysis provided by the embodiments of the
present disclosure. As shown 1n FIG. 2, after step 130, the
method according to the embodiments further includes the
following steps.

At step 240, 1in response to the first classification result
indicating that the person in the at least one 1mage frame 1s
a child, whether the second classification result satisfies a
predetermined condition 1s determined.

It 1s possible to determine the state of the person who 1s
a child and the state of the person who 1s not a child by
combining the classification result of whether the person 1s
a child and the classification result of the state which are
obtained 1n the same 1mage. Since the state of a child 1s more
difficulty to control, more attention i1s required. In the
embodiments, the state of the child 1s obtained from the
results.

At step 250, 1n response to the second classification result
satisiying the predetermined condition, prompt information
1s output.

Compared with other groups such as adults, children are
more likely to produce negative states due to external
stimuli. When satisiying a preset condition (e.g., crying), the
state of a child needs to be handled by other people 1n time
to reduce the probability of danger. In the embodiments of
the present disclosure, in order to enable other people to
discover the state of the child in time, prompt information 1s
sent to draw other people’s attention. The prompt informa-
tion includes, but 1s not limited to, at least one type of the
following information: sound prompt information, image
prompt information, vibration prompt information, smell
prompt information, etc. The specific expression form of the
prompt information 1s not limited in the embodiments as
long as other people can recerve the information.

In one or more optional embodiments, the state of the
person 1ncludes, but 1s not limited to, at least one of the
following: a normal state, an abnormal state, a sleep state, a
wake-up state, a state of leaving the child seat, efc.

The second classification result includes, but 1s not lim-
ited to, at least one of the following: whether the state of the
person 1s the normal state, whether the state of the person 1s
the abnormal state, whether the state of the person 1s the
sleep state, whether the state of the person 1s the wake-up
state, whether the state of the person is the state of leaving
the child seat, etc.

In some embodiments, 1t can be considered that the person
1s 1n the normal state if the face 1s 1n a calm state (no obvious
changes 1n the facial features), while in other states, the
abnormal state can be defined according to characteristics of
a group to be analyzed (such as the characteristics of
chuldren). For example, for a child, it can be considered that
the abnormal state includes, but 1s not limited to, at least one
of the following: a crying state, irritable state, a vomiting
state, a choking state, a pain state, etc. When a child 1s 1n any
one of the abnormal states, there may be certain danger or
urgency; therefore, others need to pay attention thereto and
take corresponding actions. The sleep state may refer to that
the eyes of the person are closed for a preset duration, while
the wake-up state refers to a transition from the sleep state
to the wake-up state. In general, the wake-up state of a child
1s accompanied by the abnormal states such as crying;
therefore, attention also needs to be paid to the wake-up state
of the child. Moreover, when a child 1s 1n a vehicle, for the
sake of safety, the child needs to sit on a child seat to reduce
the probability of danger caused by vehicle movements such
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as accidental parking. Therefore, in addition to the analysis
on the above-mentioned states of a child in a vehicle, 1t 1s
also necessary to analyze whether the child 1s 1n the state of
leaving the child seat. If the child 1s 1n the state of leaving
the child seat, 1t indicates that the child may be 1n danger
anytime, and other people such as an adult need to adjust the
position of the child.

In some embodiments, the predetermined condition
includes, but 1s not limited to, at least one of the following:
the state of the person 1s the abnormal state, the state of the
person 1s the wake-up state, the state of the person 1s the state
of leaving the child seat, etc.

In the embodiments of the present disclosure, when the
second classification result satisfies at least one of the
predetermined conditions provided above, the prompt 1nfor-
mation needs to be sent to ensure that other people can adjust
the state of the chuld 1n time to ensure the safety thereof. For
example, 11 a child 1s crying (an abnormal state) 1n a baby
room, the prompt information needs to be sent to prompt a
guardian to handle 1n time so as to reduce the probability of
danger. Alternatively, mn a kindergarten, if a child who 1s
vomiting and/or choking on food is not handed 1n time, the
chuld’s life may be 1n danger. Therefore, 1t 1s necessary to
send the prompt information (such as, sound prompt infor-
mation) to draw other adults’ attention to handle the state of
the child or send to the hospital 1n time.

In some embodiments, the abnormal state may be divided
into an emergency situation and a non-emergency situation.
The emergency situation generally refers to the need for
timely handling, and 11 1t 1s not handled 1n time, serious
consequences may occur. For example, if a child who 1s
vomiting and/or choking on food is not handed 1n time, the
chuld’s life may be in danger. However, the non-emergency
situation 1s merely relative to the emergency situation.
Abnormal situations usually need to be handled in time.
Optionally, in response to the person being in the crying
state for a first preset duration, and/or the person being the
irritable state for a second preset duration, and/or the person
being in the pain state for a third preset duration, prompt
information 1s output.

The state of a child 1s usually an unstable state. A child
may be crying and/or wrritable in the last second, and
automatically recover 1n the next second. Therefore, if the
duration of the crying state 1s less than the first preset
duration, 1t 1s may be unnecessary to send the prompt
information, so as to reduce the frequency of sending the
prompt information and improve the user experience. Irri-
tability 1s different from crying. Crying 1s the own behavior
of a child, and has smaller impact on other children (when
in a child group), while irritability may threaten other
chuldren (irritability may cause a physical contlict 1n a child
group). Therefore, the first preset duration corresponding to
the crying state and the second preset duration correspond-
ing to the 1rritable state are usually different. Moreover,
when a child 1s the crying state and/or the irritable state
and/or the pain state for their respective preset duration, 1t
means that the state of the child cannot be recovered
automatically, and requires external intervention. In the
embodiments of the present disclosure, external intervention
1s achuieved by sending the prompt information.

FIG. 3 1s yet another schematic flowchart of a method for
chuld state analysis provided by the embodiments of the
present disclosure. As shown in FIG. 3, the method of the
embodiments includes the following steps.

At step 310, face feature extraction 1s performed on the at
least one 1mage frame 1n the obtained video stream by using
a feature extraction branch of a neural network.
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At step 320, whether the person 1n the at least one 1mage
frame 1s a child and classification of the at least one state of
the person are determined respectively by using at least two
classification branches connected to the feature extraction
branch 1n the neural network based on the face features
extracted by the feature extraction branch, to obtain a first
classification result of whether the person 1n the at least one
image frame 1s a chuld, and a second classification result of
the at least one state of the person.

At step 330, the first classification result and the second
classification result are output.

The embodiments of the present disclosure are imple-
mented by a neural network including a feature extraction
branch and at least two classification branches. At least two
classification results (e.g., the classification result of whether
the person 1s a child, the classification result of the at least
one state of the person, etc.) are simultaneously obtained by
the at least two classification branches. Feature extraction 1s
performed on a face image by the feature extraction branch
of the neural network. Since there 1s no need for multiple
classification branches to perform feature extraction respec-
tively, the network processing speed 1s accelerated. The
participation of the feature extraction branch makes the
network more robust and have higher generalization capa-
bility. Since parameters are shared, the face feature extrac-
tion operation only needs to be performed once, and then, on
this basis, whether the person 1s a child and the state of the
person are determined, and the classification 1s performed
with the same face feature, thereby improving the classifi-
cation accuracy and improving the feed-forward speed of the
network.

FIG. 4 1s still another schematic flowchart of a method for
chuld state analysis provided by the embodiments of the
present disclosure. As shown in FIG. 4, the method of the
embodiments includes the following steps.

At step 410, face feature extraction 1s performed on the at
least one 1mage frame 1n the obtained video stream by using
a feature extraction branch of a neural network.

At step 420, whether the person 1n the at least one 1image
frame 1s a chuld and classification of at least one face state
of the person are determined respectively by using at least
two classification branches connected to the feature extrac-
tion branch 1n the neural network based on the face features
extracted by the feature extraction branch.

In some embodiments, the face state of the person
includes, but 1s not limited to, at least one of the following:
an eye open state, an eye closed state, efc.

At step 430, statistics collection are performed on clas-
sification results of the at least one face state of the person
corresponding to the at least one 1mage frame 1n the video
stream by using a statistical classification branch connected
to the at least two classification branches in the neural
network, and the classification of the at least one state of the
person 1s determined based on counting statistical result.

The state of the person determined through different face
states can be determined by combining the statistical results
of the face state within a preset duration. For example, when
the statistical classification branch determines that the face
state 1s 1n the eye closed state for a set time (the classification
result of multiple continuously received image frames 1s the
eye closed state) or the time proportion 1n the eye closed
state within a preset duration window exceeds a threshold,
it can be considered that the person 1s in the sleep state.
However, when the statistical classification branch deter-
mines that the face state changes from closing eyes for a
long time to opening eyes for a certain time (at least one face
state after the eyes are closed 1s the eye open state), 1t can




US 11,403,879 B2

9

be considered that the person is 1n a wake-up state. Whether
a child has left a child seat 1s determined by detecting the
face or the body 1n a child seat area and by combining the
statistical results of the face or the body within a set time.
For example, 11 no child 1s detected on an 1mage correspond-

ing to the child seat within a certain time period after a child
1s detected on the child seat, it can be determined that the
child has left the child seat.

At step 440, the first classification result and the second
classification result are output; and/or prompt information 1s
output according to the first classification result and the
second classification result.

Some states that cannot be determined through a single
image frame need to be determined by combining the face
states of multiple continuous 1mage frames (the multiple
continuous frames may be temporally continuous frames 1n
a video or may be multiple frames with intervals 1n the
video), e.g., the normal state, the abnormal state, the sleep
state, the wake-up state, the state of leaving the child seat,
ctc. Therefore, 1n the embodiments of the present disclosure,
statistics are collected about the face states of the multiple
image Irames 1 combination with the statistical classifica-
tion branch so as to determine the second classification
result of the person.

Annotation of a sample 1mage, for example, the annota-
tion of mmformation, such as whether the person 1s a child,
whether the child 1s crying, whether the eyes are opened, and
whether the eyes are closed, can be implemented through
manual annotation, machine annotation, or other
approaches, which 1s not limited in the embodiments of the
present disclosure.

In some embodiments, a classification branch for deter-
mimng whether the person 1n the at least one 1mage frame
1s a child 1s pre-trained based on annotation data for children
of distinguishing genders, so as to improve the accuracy of
chuld classification.

In the embodiments of the present disclosure, the deter-
mination of whether the person in the at least one 1mage
frame 1s a child 1s implemented by the classification branch.
The classification branch 1s trained via a sample 1mage.
Since different genders will behave differently on face
features, 1.¢., different results may be obtained for boys and
girls of the same age during age 1dentification. Therefore, 1n
order to improve the classification accuracy of the classifi-
cation branch, the sample 1image may be distinguished based
on the gender of the child when tramning the classification
branch.

In one or more optional embodiments, before step 110, the
method of the embodiments further includes:

traimning the neural network by using a sample 1mage
which 1s provided with child annotation information and
state annotation mnformation.

In the embodiments of the present disclosure, before
analyzing the state of a child, like other neural networks, the
neural network needs to be trained. Since the neural network
includes at least two classification branches, a sample 1mage
for training the neural network should have child annotation
information and at least one type of state annotation infor-
mation. At least two losses are obtained by using diflerent
classification branches, and a neural network for simultane-
ously classifying the child and the state 1s obtained by
training the neural network based on all the losses.

In some embodiments, the child annotation information
indicates whether the person 1n the sample 1image 1s a child.
In response to the age or estimated age of the person in the
sample 1image being greater than the age or estimated age of
the person 1n a reference 1mage, the child annotation infor-
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mation of the sample 1mage indicates that the person 1s not
a child. When the age or estimated age of the person 1n the
sample 1image 1s less than or equal to the age or estimated age
of the person in the reference image, the child annotation
information of the sample 1image indicates that the person 1s
a child.

An error may occur 1n whether determining the estimated
age manually or determining the age of the person the
network. Therefore, the age of the person in the sample
image may be the provided age calculated according to the
date of birth or the estimated age determined manually or by
the network. The age or estimated age can also be used for
the person 1n the reference image.

Since different people have different judgment standards
for children, different annotation results may be obtained
alter the same 1mage 1s annotated by different people. In the
embodiments, comparing the sample 1image with the refer-
ence 1image to determine whether the person 1n the sample
image 1s a child reduces the difference of judgment standards
caused by manual annotation, and improves the accuracy of
the child annotation information of the sample image,
thereby improving the accuracy of tramning a network.
Optionally, the determination of whether the age or esti-
mated age of the person in the sample 1image 1s greater than
the age or estimated age of the person 1n the reference image
may be implemented manually or by a trained neural net-
work.

In some embodiments, the reference image includes a boy
reference 1mage and a girl reference 1mage.

Different genders also have different judgment standards
for children, and there i1s usually a large difference 1n
people’s visual perception. Therefore, 1n order to reduce
errors 1n annotation mformation caused by the gender dii-
ference, 1 the embodiments, a boy reference 1image and a
oir]l reference 1mage are respectively set for male and
temale, thereby improving the reliability of the annotation
information. For example, FIG. 5 1s a boy reference image
in an example of a method for child state analysis provided
by the embodiments of the present disclosure. FIG. 6 15 a girl
reference 1mage 1n an example of a method for child state
analysis provided by the embodiments of the present dis-
closure. A boy reference image and a girl reference 1image
which are different are used as standards respectively. It the
age of the person 1s greater than the age or estimated age of
the persons in the reference 1images, it 1s determined that the
person 1s not a child. I1 the age of the person 1s less than the
age or estimated age of the persons 1n the reference images,
it 1s determined that the person 1s a child. Determining
whether the person 1 an 1image 1s a child by classitying into
male and female reduces the noise of a child data set and
improves the precision thereof.

In some embodiments, traiming the neural network by
using the sample 1mage includes:

performing face feature extraction on the sample 1image
by using the feature extraction branch;

classifying whether the person in the sample 1image 1s a
chuld and at least one state of the person by sharing face
features extracted by the at least two classification branches,
to obtain a first predicted classification result of whether the
person 1n the sample 1image 1s a child, and a second predicted
classification result of the at least one state of the person;

obtaining a first loss based on the first predicted classifi-
cation result and the child annotation information, and
obtaining a second loss based on the second predicted
classification result and the state annotation information; and

adjusting parameters of the neural network based on the
first loss and the second loss.
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In some embodiments, there may be at least one second
predicted classification result, which correspondingly
includes at least one type of state annotation information,
1.e., at least one second loss 1s obtained. In this case, the
parameters of the neural network are adjusted based on the
first loss and the at least one second loss.

In some embodiments, child data (including a child pic-
ture and a non-child picture) and child state data (for
example, including the crying state, a non-crying state, etc.)
are taken as inputs of a network, and these pictures are
flipped horizontally, cropped randomly, and subjected to
color disturbance to serve as data enhancement. The face
features are extracted from these data by a face feature
extraction network. It 1s designed that the classification
branch for determiming a child and the classification branch
for determiming the state of the child are located behind the
extracted feature extraction branch. A classification loss of
the child and a classification loss of the state of the child are
calculated respectively, and are added together as the final
loss. A stochastic gradient descent algorithm i1s used for
training the network. For example, a deep convolutional
neural network 1s used as the feature extraction branch. In
cach layer, convolution kernels of different scales (such as
3x3 and 35x35) and maximum pooling are used to extract
information of different scales, and these information i1s
spliced as an input of the next layer. Optionally, 1n order to
improve the model training speed, a 1x1 convolution can be
used for dimension reduction, and a large convolution kernel
1s decomposed mnto multiple small convolution kernels (for
example, a 5x5 convolution kernel 1s decomposed 1nto two
3x3 convolution kernels) to implement a network having the
same function. A network having a small convolution kernel
1s selected to mmplement the embodiments. Finally, a
residual module 1s introduced to optimize the propagation of
the gradient in the network. the two are combined to better
extract face feature information.

In some embodiments, adjusting the parameters of the
neural network based on the first loss and the second loss
includes:

performing weighted summation on the first loss and the
second loss to obtain a network loss; and

adjusting parameters of the feature extraction branch and
the least two classification branches based on the network
loss.

Weighted summation 1s performed on the first loss and the
second loss, where there may be one or more second losses.
When there are multiple second losses, weighted summation
1s performed on the first loss and the multiple second losses,
and the neural network 1s trained according to the network
loss obtained by weighted summation, thereby improving
the network training speed and improving the network
performance of the neural network obtained through train-
ng.

In one or more optional embodiments, the method of the
embodiments of the present disclosure further includes:

displaying at least one piece of the following information
by using a vehicle-mounted device and/or terminal device:
the obtained video stream, the first classification result, at
least one second classification result, or the prompt infor-
mation.

In the vehicle driving process, more attention needs to be
paid to the state of a child. In order to make a driver or other
members 1n a vehicle know the state of the child m the
vehicle, optionally, the above-mentioned at least one piece
of information 1s received and displayed by the vehicle-
mounted device, where displaying 1s not limited to display-
ing on a screen, and but also allows the user to receive the
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prompt information by other modes such as the playback of
sound prompt imnformation and conducted vibration prompt
information. Displaying the information through the
vehicle-mounted device enables the driver or other members
in the vehicle to view the situation 1n the vehicle in time
while the terminal device implements the monitoring of a
chuld 1n other spaces (e.g., in a vehicle, a classroom, etc.) at
any position for example, monitoring the situation in the
vehicle at other positions outside the vehicle. When leaving
the vehicle temporarily, the driver can view the state of
passengers 1n the vehicle, especially the child, by using the
terminal device (such as a mobile phone). Upon receipt of
the prompt information, the driver can return to the vehicle
in time to handling the emergency situation. For example, 1n
the highway rest area, the driver wants to go to the toilet, but
he/she 1s worried about the situation of the child in the
vehicle, then he/she can enable the smart rear monitoring
function through a mobile phone App.

In one or more optional embodiments, before performing
face feature extraction on at least one 1image frame 1n the
obtained video stream, the method further includes:

acquiring a video stream by using at least one camera
provided 1n a vehicle.

In order to determine the state 1n a face 1image, using an
individual face image as an analysis basis will lead to
inaccuracies such as an unclear image or an expression
change. In the embodiments, 1n order to implement accurate
state monitoring, 1mages ol passengers 1n a vehicle are
acquired by using a camera in the vehicle to obtain a video
stream, the face 1image 1s obtained from at least one 1image
frame 1n the video stream, and the state of a child in the
vehicle 1s monitored according to the obtained face image.

A person of ordinary skill 1n the art may understand that:
all or some steps of implementing the forgoing embodiments
of the method may be achieved by a program by instructing
related hardware; the foregoing program may be stored in a
computer-readable storage medium; when the program 1is
executed, the steps 1n the foregoing embodiments of the
method are performed; moreover, the foregoing storage
medium includes various media capable of storing program
codes such as an ROM, an RAM, a magnetic disk, or an
optical disk.

FIG. 7 1s a schematic structural diagram of an apparatus
for child state analysis provided by the embodiments of the
present disclosure. The apparatus of the embodiments 1s
configured to implement the foregoing child state analysis
method embodiments of the present disclosure. As shown in
FIG. 7, the apparatus of the embodiments includes:

a feature extraction unit 71, configured to perform face
feature extraction on at least one image frame 1n an obtained
video stream:

a classification unit 72, configured to classity whether a
person 1n an 1mage 1s a child and at least one state of the
person according to face features to obtain a first classifi-
cation result of whether the person 1n the at least one 1mage
frame 1s a child, and a second classification result of the at
least one state of the person; and a result output unit 73,
configured to output the first classification result and the
second classification result; and/or output prompt 1nforma-
tion according to the first classification result and the second
classification result.

Based on the apparatus for child state analysis provided in
the foregoing embodiments of the present disclosure, face
feature extraction 1s performed on at least one 1image frame
in an obtained video stream; whether a person 1n the 1image
1s a chuld and at least one state of the person are classified
according to face features to obtain a first classification
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result of whether the person 1n the image 1s a child, and a
second classification result of the at least one state of the
person; the first classification result and the second classi-
fication result are output; and/or prompt information 1is
output according to the first classification result and the
second classification result. By sharing the face features, the
size of a network 1s reduced, the network complexity 1s
reduced, the network processing speed 1s accelerated, and
quick child state analysis 1s implemented, so as to handle
different states of a child 1in time.

In one or more optional embodiments, the apparatus of the
embodiments of the present disclosure further imncludes:

a child determination unit, configured to: 1in response to a
first classification result indicating that the person in an
image 1s a child, determine whether a second classification
result satisfies a predetermined condition; and

a prompt unit, configured to: 1n response to the second
classification result satistying the predetermined condition,
output prompt mformation.

Compared with other groups such as adults, children are
more likely to produce negative states due to external
stimuli. When satisiying a preset condition (e.g., crying), the
state of a child needs to be handled by other people 1n time
to reduce the probability of danger. In the embodiments of
the present disclosure, 1n order to enable other people to
discover the state of the child in time, prompt information 1s
sent to draw other people’s attention. The prompt informa-
tion includes, but 1s not limited to, at least one type of the
following information: sound prompt information, 1mage
prompt information, vibration prompt information, smell
prompt information, etc. The specific expression form of the
prompt information i1s not limited in the embodiments as
long as other people can recerve the information.

In one or more optional embodiments, the state of the
person includes, but 1s not limited to, at least one of the
following: a normal state, an abnormal state, a sleep state, a
wake-up state, a state of leaving the child seat, etc.

The second classification result includes, but 1s not lim-
ited to, at least one of the following: whether the state of the
person 1s the normal state, whether the state of the person 1s
the abnormal state, whether the state of the person is the
sleep state, whether the state of the person 1s the wake-up
state, whether the state of the person 1s the state of leaving
the child seat, etc.

In some embodiments, the abnormal state includes, but 1s
not limited to, at least one of the following: a crying state,
irritable state, a vomiting state, a choking state, a pain state,
etc.

In some embodiments, the predetermined condition
includes, but 1s not limited to, at least one of the following:
the state of the person 1s the abnormal state, the state of the
person 1s the wake-up state, the state of the person 1s the state
of leaving the child seat, etc.

In some embodiments, the prompt unit 1s configured to: in
response to the person being in the crying state for a first
preset duration, and/or the person being in the 1rritable state
for a second preset duration, and/or the person being 1n the
pain state for a third preset duration, output prompt infor-
mation.

In one or more optional embodiments, the feature extrac-
tion unit 71 1s configured to perform face feature extraction
on the at least one 1mage frame 1n the obtained video stream
by using a feature extraction branch of a neural network; and
the classification unit 72 1s configured to determine whether
the person 1n the at least one 1image frame 1s a child and
classification of the at least one state of the person respec-
tively by using at least two classification branches connected
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to the feature extraction branch 1n the neural network based
on the face feature extracted by the feature extraction
branch.

The embodiments of the present disclosure are imple-
mented by a neural network including a feature extraction
branch and at least two classification branches. At least two
classification results (e.g., the classification result of whether
the person 1s a child, the classification result of the at least
one state of the person, etc.) are simultaneously obtained by
the at least two classification branches. Feature extraction 1s
performed on a face image by the feature extraction branch
of the neural network. Since there 1s no need for multiple
classification branches to perform feature extraction respec-
tively, the network processing speed 1s accelerated. The
participation of the feature extraction branch makes the
network more robust and have higher generalization capa-
bility. Since parameters are shared, the face feature extrac-
tion operation only needs to be performed once, and then, on
this basis, whether the person 1s a child and the state of the
person are determined, and the classification 1s performed
with the same face feature, thereby improving the classifi-
cation accuracy and improving the feed-forward speed of the
network.

In one or more optional embodiments, the feature extrac-
tion unit 71 1s configured to perform face feature extraction
on the at least one 1image frame 1n the obtained video stream
by using a feature extraction branch of a neural network; and

the classification unit 72 1s configured to determine
whether the person in the at least one 1mage frame 1s a child
and classification of at least one face state of the person
respectively by using at least two classification branches
connected to the feature extraction branch in the neural
network based on the face feature extracted by the feature
extraction branch; and collect statistics about classification
results of the at least one face state of the person corre-
sponding to the at least one 1image frame in the video stream
by using a statistical classification branch connected to the
at least two classification branches in the neural network,
and determine the classification of at least one state of the
person based on a statistical result.

Some states that cannot be determined through a single
image frame need to be determined by combining the face
states of multiple continuous 1mage frames (the multiple
continuous frames may be temporally continuous frames 1n
a video or may be multiple frames with intervals 1n the
video), e.g., the normal state, the abnormal state, the sleep
state, the wake-up state, the state of leaving the child seat,
ctc. Therelfore, 1n the embodiments of the present disclosure,
statistics are collected about the face states of the multiple
image Irames 1 combination with the statistical classifica-
tion branch so as to determine the second classification
result of the person.

In some embodiments, the face state of the person
includes, but 1s not limited to, at least one of the following:
an eye open state, an eye closed state, etc.

In some embodiments, a classification branch for deter-
mining whether the person 1n the at least one 1mage frame
1s a child 1s pre-trained based on annotation data for children
of distinguishing genders.

In one or more optional embodiments, the apparatus of the
embodiments of the present disclosure further includes:

a network tramning unit, configured to train a neural
network by using a sample image which 1s provided with
child annotation mformation and state annotation 1nforma-
tion.

In the embodiments of the present disclosure, before
analyzing the state of a child, like other neural networks, the
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neural network needs to be trained. Since the neural network
includes at least two classification branches, a sample 1mage
for training the neural network should have child annotation
information and at least one type of state annotation infor-
mation. At least two losses are obtained by using diflerent
classification branches, and a neural network for simultane-
ously classifying the child and the state 1s obtained by
training the neural network based on all the losses.

In some embodiments, the child annotation information
indicates whether the person 1n the sample 1image 1s a child.
In response to the age or estimated age of the person in the
sample 1image being greater than the age or estimated age of
the person i1n a reference 1mage, the child annotation infor-
mation of the sample 1mage indicates that the person 1s not
a child. In response to the age or estimated age of the person
in the sample 1image being less than or equal to the age or
estimated age of the person 1n the reference image, the child
annotation information of the sample 1mage indicates that
the person 1s a child.

In some embodiments, the reference image includes a boy
reference 1mage and a girl reference 1mage.

In some embodiments, the network traiming unit 1s con-
figured to: perform face feature extraction on a sample
image by using the feature extraction branch; classily
whether the person in the sample image 1s a child and at least
one state of the person by sharing extracted face features by
the at least two classification branches, to obtain a first
predicted classification result of whether the person in the
sample 1mage 1s a child, and a second predicted classifica-
tion result of the at least one state of the person; obtain a first
loss based on the first predicted classification result and the
child annotation information, and obtain a second loss based
on the second predicted classification result and the state
annotation mformation; and adjust parameters of the neural
network based on the first loss and the second loss.

In some embodiments, the network training unit config-
ured to adjust the parameters of the neural network based on
the first loss and the second loss, 1s configured to: perform
welghted summation on the first loss and the second loss to
obtain a network loss; and adjust parameters of the feature
extraction branch and the at least two classification branches
based on the network loss.

In one or more optional embodiments, the apparatus of the
embodiments of the present disclosure further includes:

a vehicle-mounted device and/or terminal device, config-
ured to display at least one piece of the following informa-
tion: the obtained video stream, the first classification result,
the at least one second classification result, or the prompt
information.

In one or more optional embodiments, the apparatus of the
embodiments of the present disclosure further imcludes:

at least one camera provided 1n a vehicle and configured
to obtain the video stream.

In order to determine the state 1n a face 1image, using an
individual face image as an analysis basis will lead to
inaccuracies such as an unclear image or an expression
change. In the embodiments, 1n order to implement accurate
state monitoring, images of passengers 1 a vehicle are
acquired by a camera 1n the vehicle to obtain a video stream,
the face 1image 1s obtained from at least one 1mage frame in
the video stream, and the state of a child in the vehicle 1s
monitored according to the obtained face 1mage.

For the working process, the setting mode, and the
corresponding technical effect of any embodiment of the
apparatus for child state analysis provided by the embodi-
ments of the present disclosure, reference may be made to
the specific descriptions of the corresponding method
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embodiment of the present disclosure, and details are not
described herein again due to space limitation.

A vehicle provided according to another aspect of the
embodiments of the present disclosure includes: the appa-
ratus for child state analysis according to any one of the
foregoing embodiments.

An electronic device provided according to yet another
aspect of the embodiments of the present disclosure includes
a processor, where the processor includes the apparatus for
chuld state analysis according to any one of the foregoing
embodiments.

An electronic device provided according to yet another
aspect of the embodiments of the present disclosure
includes: a memory, configured to store executable instruc-
tions; and

a processor, configured to communicate with the memory
to execute the executable 1nstructions so as to implement the
method for child state analysis according to any one of the
foregoing embodiments.

A computer storage medium provided according to still
another aspect of the embodiments of the present disclosure
1s configured to store computer readable mstructions, where
when the mstructions are executed, operations of the method
for child state analysis according to any one of the foregoing
embodiments are executed.

The embodiments of the present disclosure further pro-
vide an electronic device which, for example, may be a
mobile terminal, a PC, a tablet computer, a server, and the
like. Referring to FIG. 8 below, a schematic structural
diagram of an electronic device 800, which may be a
terminal device or a server, suitable for implementing the
embodiments of the present disclosure 1s shown. As shown
in FIG. 8, the electronic device 800 includes one or more
processors, a communication part, and the like. The one or
more processors are, for example, one or more Central
Processing Units (CPUs) 801, and/or one or more special
purpose processors. The special purpose processors may be
used as acceleration units 813, and may include but are not
limited to Graphics Processing Unit (GPU), FPGA, DSP,
and other types of special purpose processors such as an
ASIC chip or the like. The processors may execute appro-
priate actions and processing according to executable
instructions stored 1 a Read-Only Memory (ROM) 802 or
executable 1nstructions loaded from a storage section 808 to
a Random Access Memory (RAM) 803. The communication
part 812 may include, but 1s not limited to, a network card.
The network card may include, but 1s not limited to, an
Infiniband (IB) network card.

The processor may communicate with the ROM 802
and/or the RAM 803 to execute the executable instructions,
be connected to the commumication part 812 via a bus 804,
and communicate with other target devices via the commu-
nication part 812, thereby completing corresponding opera-
tions of the method provided by any one of the embodiments
of the present disclosure, such as performing face feature
extraction on at least one 1mage frame in an obtained video
stream; classifying whether a person in the 1mage 1s a child
and at least one state of the person by sharing extracted face
feature to obtain a first classification result of whether the
person in the 1image 1s a child, and a second classification
result of the at least one state of the person; and outputting
the first classification result and the second classification
result.

In addition, the RAM 803 may further store various
programs and data required for operations of the apparatus.
The CPU 801, the ROM 802, and the RAM 803 are

connected to each other via the bus 804. In the presence of
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the RAM 803, the ROM 802 1s an optional module. The
RAM 803 stores executable instructions, or writes the
executable instructions mnto the ROM 802 during running,
where the executable instructions cause the CPU 801 to
execute corresponding operations of the foregoing commu-
nication method. An Input/Output (1/O) interface 805 1s also
connected to the bus 804. The communication part 812 is
integrated, or 1s configured to have multiple sub-modules
(for example, multiple 1B network cards) connected to the
bus.

The following components are connected to the I/O
interface 805: an input section 806 including a keyboard, a
mouse and the like; an output section 807 including a
Cathode-Ray Tube (CRT), a Liquid Crystal Display (LCD),
a speaker and the like; the storage section 808 including a
hard disk drive and the like; and a communication section
809 of a network interface card including an LAN card, a
modem and the like. The communication section 809 per-
forms communication processing via a network such as the
Internet. A drive 810 1s also connected to the I/0O interface
805 according to requirements. A removable medium 811
such as a magnetic disk, an optical disk, a magneto-optical
disk, a semiconductor memory or the like 1s mounted on the
drive 810 according to requirements, so that a computer
program read from the removable medium 1s 1nstalled on the
storage section 808 according to requirements.

It should be noted that, the architecture shown in FIG. 8
1s merely an optional implementation. During specific prac-
tice, the number and types of the components 1n FIG. 8 may
be selected, decreased, increased, or replaced according to
actual requirements. Diflerent functional components may
be separated or integrated or the like. For example, the
acceleration unit 813 and the CPU 801 may be separated, or
the acceleration unit 813 may be integrated on the CPU 801,
and the communication part may be separated from or
integrated on the CPU 801 or the acceleration unit 813 or the
like. These alternative implementations all fall within the
scope of protection of the present disclosure.

Particularly, the process described above with reference to
the flowchart according to the embodiments of the present
disclosure may be mmplemented as a computer software
program. For example, the embodiments of the present
disclosure 1include a computer program product, which
includes a computer program tangibly included i1n a
machine-readable medium. The computer program includes
a program code for executing a method shown in the
flowchart. The program code may include corresponding
instructions for correspondingly executing steps of the meth-
ods provided by the embodiments of the present disclosure,
such as performing face feature extraction on at least one
image Irame in an obtained video stream; classiiying
whether a person in the at least one 1mage frame 1s a child
and at least one state of the person by sharing extracted face
features to obtain a first classification result of whether the
person 1n the at least one 1mage frame 1s a child, and a
second classification result of the at least one state of the
person; and outputting the first classification result and the
second classification result. In such embodiments, the com-
puter program 1s downloaded and installed from the network
through the communication section 809, and/or 1s installed
from the removable medium 811. The computer program,
when being executed by the CPU 801, executes the opera-
tions of the foregoing functions defined in the methods of the
present disclosure.

The embodiments 1n the specification are all described in
a progressive manner, for same or similar parts n the
embodiments, refer to these embodiments, and each embodi-
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ment focuses on a diflerence from other embodiments. The
system embodiments correspond to the method embodi-
ments substantially and therefore are only described brietly,
and for the associated part, refer to the descriptions of the
method embodiments.

The methods and apparatuses 1n the present disclosure
may be implemented 1n many manners. For example, the
methods and apparatuses in the present disclosure may be
implemented with software, hardware, firmware, or any
combination of software, hardware, and firmware. The fore-
going specilic sequence of steps of the method 1s merely for
description, and unless otherwise stated particularly, 1s not
intended to limit the steps of the method in the present
disclosure. In addition, 1n some embodiments, the present
disclosure 1s also implemented as programs recorded 1n a
recording medium. The programs include machine-readable
mstructions for implementing the methods according to the
present disclosure. Therefore, the present disclosure further
covers the recording medium storing the programs for
performing the methods according to the present disclosure.

The descriptions of the present disclosure are provided for
the purpose ol examples and description, and are not
intended to be exhaustive or limit the present disclosure to
the disclosed form. Many modifications and changes are
obvious to a person of ordinary skill 1n the art. The embodi-
ments are selected and described to better describe a prin-
ciple and an actual application of the present disclosure, and
to make persons of ordinary skill in the art understand the
present disclosure, so as to design various embodiments
with various modifications applicable to particular use.

"y

The mvention claimed 1s:
1. A method for child state analysis, comprising:
performing face feature extraction on at least one 1mage
frame 1n an obtained video stream by using a feature
extraction branch of a neural network;
respectively determining whether a person in the at least
one 1mage frame 1s a child and classification of at least
one state of the person based on face features extracted
by the feature extraction branch by using at least two
classification branches connected to the feature extrac-
tion branch in the neural network; and
outputting a first classification result and a second clas-
sification result, wherein
a classification branch of the at least two classification
branches for determining whether the person 1n the at
least one 1mage frame 1s a child 1s pre-trained based
on annotation data for children of distinguishing
genders, and the pre-training comprises:
performing face feature extraction on a sample
image by using the feature extraction branch;
classitying whether a person in the sample 1image 1s
a child and at least one state of the person 1n the
sample 1mage by sharing the extracted face fea-
tures by the at least two classification branches, to
obtain a first predicted classification result of
whether the person in the sample image 1s a child
and a second predicted classification result of the
at least one state of the person in the sample
image;
obtaining a first loss based on the first predicted
classification result and child annotation 1informa-
tion, and obtaining a second loss based on the
second predicted classification result and state
annotation information;
performing weighted summation on the first loss and
the second loss to obtain a network loss; and
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adjusting parameters of the feature extraction branch
and the at least two classification branches based
on the network loss.

2. The method according to claim 1, further comprising;:

in response to the first classification result indicating that

the person 1n the at least one 1mage frame 1s a child,
determining whether the second classification result
satisfies a predetermined condition; and

in response to the second classification result satistying

the predetermined condition, outputting prompt 1nfor-
mation.

3. The method according to claim 1, wherein the at least
one state of the person comprises at least one of the
following: a normal state, an abnormal state, a sleep state, a
wake-up state, or a state of leaving a child seat; and

the second classification result comprises at least one of

the following: whether the at least one state of the
person 1s the normal state, whether the at least one state
of the person 1s the abnormal state, whether the at least
one state of the person 1s the sleep state, whether at least
one the state of the person i1s the wake-up state, or
whether the at least one state of the person is the state
of leaving the child seat.

4. The method according to claim 3, wherein the abnormal
state comprises at least one of the following: a crying state,
irritable state, a vomiting state, a choking state, or a pain
state.

5. The method according to claim 2, wherein the prede-
termined conditions comprises at least one of the following;:
the at least one state of the person 1s an abnormal state, the
at least one state of the person 1s a wake-up state, or the at
least one state of the person 1s a state of leaving a child seat.

6. The method according to claim 1, wherein the at least
one state of the person comprises at least one face state of
the person, and before outputting the first classification
result and the second classification result, the method further
COmprises:

performing statistics on classification results of the at least

one face state of the person in the at least one 1mage
frame 1n the obtained video stream by using a statistical
classification branch connected to the at least two
classification branches in the neural network, and deter-
mining the classification of the at least one state of the
person based on a statistical result.

7. The method according to claim 6, wherein the at least
one face state of the person comprises at least one of the
following: an eye open state or an eye closed state.

8. The method according to claim 1, wherein before
performing face feature extraction on the at least one 1image
frame in the obtained video stream, the method further
COmprises:

training the neural network by using the sample image

which 1s provided with the child annotation informa-
tion and the state annotation imnformation.

9. The method according to claim 8, wherein the child
annotation information 1s used to indicate whether the
person 1n the sample 1image 1s a child; 1n response to an age
or estimated age of the person in the sample 1mage being
greater than an age or estimated age of a person 1n a
reference 1mage, the child annotation information of the
sample 1mage 1s used to indicate that the person in the
sample 1mage 1s not a child; and 1n response to the age or
estimated age of the person in the sample 1mage being less
than or equal to the age or estimated age of the person 1n the
reference 1mage, the child annotation information of the
sample 1mage 1s used to indicate that the person in the
sample 1mage 1s a child.
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10. The method according to claim 9, wherein the refer-
ence 1mage comprises a boy reference image and a girl
reference 1mage.

11. The method according to claim 2, further comprising;:

displaying at least one piece of the following information

by using at least one of a vehicle-mounted device or a
terminal device: the obtained video stream, the first
classification result, the second classification result, or
the prompt information.

12. The method according to claim 1, wherein before
performing face feature extraction on the at least one 1image
frame in the obtained video stream, the method further

COmprises:
obtaining the video stream by using at least one camera
provided 1n a vehicle.
13. An apparatus for child state analysis, comprising:
a processor; and
a memory configured to store instructions executable by

the processor,
wherein the processor, upon execution of the instructions,
1s configured to:
perform face feature extraction on at least one 1mage
frame 1n an obtained video stream by using a feature
extraction branch of a neural network:
respectively determine whether a person 1n the at least
one 1mage frame 1s a child and classification of at
least one state of the person based on face features
extracted by the feature extraction branch by using at
least two classification branches connected to the
feature extraction branch in the neural network; and
output a {irst classification result and a second classi-
fication result, wherein
a classification branch of the at least two classifica-
tion branches for determining whether the person
in the at least one 1mage frame i1s a child 1is
pre-trained based on annotation data for children
of distinguishing genders, and the processor, upon
execution of the mstructions, 1s further configured
to:
perform face feature extraction on a sample 1mage
by using the feature extraction branch;
classity whether a person in the sample 1image 1s a
child and at least one state of the person in the
sample 1mage by sharing the extracted face
features by the at least two classification
branches, to obtain a first predicted classifica-
tion result of whether the person 1n the sample
image 1s a child and a second predicted classi-
fication result of the at least one state of the
person 1n the sample 1mage;
obtaimn a first loss based on the first predicted
classification result and child annotation infor-
mation, and obtain a second loss based on the
second predicted classification result and state
annotation information;
perform weighted summation on the first loss and
the second loss to obtain a network loss; and
adjust parameters of the feature extraction branch
and the at least two classification branches
based on the network loss.

14. A vehicle, comprising: the apparatus for child state
analysis according to claim 13.

15. A non-transitory computer storage medium, config-
ured to store computer readable instructions that, when
being executed by a computer, cause the computer to imple-
ment the following method:



US 11,403,879 B2

21

performing face feature extraction on at least one 1image
frame 1n an obtained video stream by using a feature
extraction branch of a neural network;
respectively determining whether a person 1n the at least
one 1mage frame 1s a child and classification of at least
one state of the person based on face features extracted
by the feature extraction branch by using at least two
classification branches connected to the feature extrac-
tion branch in the neural network; and
outputting a first classification result and a second clas-
sification result,
wherein
a classification branch of the at least two classification
branches for determining whether the person 1n the at
least one 1mage frame 1s a child 1s pre-trained based
on annotation data for children of distinguishing
genders, and the pre-training comprises:
performing face feature extraction on a sample
image by using the feature extraction branch;
classitying whether a person in the sample 1image 1s
a child and at least one state of the person 1n the
sample 1mage by sharing the extracted face fea-
tures by the at least two classification branches, to
obtain a first predicted classification result of
whether the person 1n the sample image 1s a child
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and a second predicted classification result of the
at least one state of the person in the sample
1mage;

obtaining a first loss based on the first predicted
classification result and child annotation informa-
tion, and obtaining a second loss based on the
second predicted classification result and state
annotation information;

performing weighted summation on the first loss and
the second loss to obtain a network loss; and

adjusting parameters of the feature extraction branch
and the at least two classification branches based

on the network loss.
16. The method according to claim 4, wherein 1n response

to the second classification result satistying that the at least
one state of the person 1s the abnormal state, outputting
prompt information, comprises:

in response to at least one of the following conditions: the
person being in the crying state for a first preset
duration, the person being in the irritable state for a
second preset duration, or the person being 1n the pain
state for a third preset duration, outputting the prompt
information.
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