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AD PREFERENCE EMBEDDING MODEL
AND LOOKALIKE GENERATION ENGINE

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims priority to, and the benefit of, U.S.
Provisional Patent Application Ser. No. 62/672,877, filed

May 17, 2018, which 1s hereby imcorporated by reference 1n
its entirety.

TECHNICAL FIELD

Example aspects described heremn relate generally to
creative generation and creative trathcking systems, and 1n
particular to a system, a method, an apparatus and a non-
transitory computer-readable storage medium for asynchro-
nously executing creative generator and traflicking work-
flows and components therefor.

DESCRIPTION OF RELATED ART

Existing solutions for generating and traflicking creatives
involve processes that are variable and require different
levels of effort and cost, as well as significant interaction
through the use of several tools. Creative content providers
would like to hedge their goals across different and new
creative types and campaigns, but existing technology limits
their ability to do so. Backend, foundational infrastructure
for performing such functionality 1s lacking. One challenge
in developing such an infrastructure lies 1in the lack of
technology capable of generating creative content based on
a minimal number of mput signals.

There 1s a need for technology that provides the connec-
tions and interplay between the functional components
through which data and content associated with diflerent
types of creatives can flow and be processed efliciently.
Performing existing processes using conventional functional
components and pipelines becomes a significant engineering
challenge 1n view of failure modes, recovery options, retries,
notifications and the like. In addition, significant engineering,
challenges have prohibited the extent to which the work-
flows 1n the pipeline can be automated.

One component of a creative generation system involves
determining the type of creative to generate. Typically
digital creatives (also referred to as “assets™) can be static
and 1nclude an 1mage or a graphic that does not move (e.g.,
a GIF or JPEG), an image, a graphic or a video media object
that 1s animated (e.g., MPEG video), an audio files or a rich
media creative which users can interact with. Existing
interfaces have many deficits relating to the eflicient func-
tioming of creative generation systems, requiring users to
enter a significant number of 1nput signals, sometimes across
vartous components and applications. Consequently, this
existing technology 1s an ieflicient functioning of one or
more computers which leads to slow, complex and difficult
to learn and use creative generation, particularly to novice
users. Lacking 1s technology that can retrieve and operate on
information and content from various external sources or
provide the most appropriate and targeted creative possible
based on a relatively low number of input signals.

Media content providers (e.g., streaming audio providers)
not only maintain large corpuses of media content, but also
collect metadata about the content artists (e.g., images for
the artist, artist content, and the like) and about consumers
of the content (e.g., demographics about activities surround-
ing the content or consumer preferences). Other entities can
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provide or maintain other types of related or indirectly
related information. For example a promoter may store in its
database concert dates. Technical challenges have prohibited
these types of providers and others from automating the
process ol generating and traflicking creatives. Conse-
quently, the time by which a creative must be produced and
distributed may be diflicult to meet without expending
extraordinary eflorts.

It would be usetul, therefore, to have a system that
automates and improves the speed of creative generation
process and traflics the creatives to devices more intelli-
gently.

Many types of audio content, such as advertisements,
radio shows, podcasts, or movie soundtracks require a
recording of a voice to be mixed with background music or
a soundscape. The mix needs to be balanced, so that the
background 1s audible but does not overpower the voice.
Existing voiceover mixing solutions, require trained audio
engineers to manually create mixes and masters. However,
this manual process 1s time consuming, subjective and
costly, making 1t near impossible to scale. Accordingly, there
1s need for a voiceover mixing technological solution that
automates the processes performed by the mixing engineer-
ing that allows for the scalable creation of audio creatives.

Building a unified model of user ad preferences 1s diflicult
due to the sparsity of data; very few people interact with
online advertisements in the volumes necessary to get a
complete picture of the types of ads they desire.

Existing solutions build a model that embeds entities 1n
some space where “closeness” indicates similarity of some
kind. In the case of modeling online user events these
models usually take a large series of events, such as “user 1
performs event A” (in which “event A” could be purchasing
a product, streaming a song, etc.) and learn a single unifying
space 1n which users and events can be embedded. These
models are typically used 1in recommendation systems by
finding the events that are closest to a given query point,
which point represents a user.

One solution for expanding the size of advertising cam-
paigns on a particular platiorm, the LinkedIn platform, 1s
described in Liu, H., et al., “Audience Expansion for Online
Social Network Advertising”, KDD '16, Proceedings of the
22”7 ACM SIGKDD Int’1 Conf. on Knowledge Discovery
and Data Mining, pages 165-174, ACM, New York, N.Y.
(Aug. 13-17, 2016). The methods make extensive use of a
language model built from proprietary user data (e.g. com-
pany names, skills, etc.). Though this system 1s highly
advanced, 1t has several shortcomings in the domain of
online advertising. One reason 1s that, in the system
described by Liu, H. et al., the representation of a user’s
profile 1s a vector-space generated from language features.
However, the subsequent use of such a system 1s not more
computationally tractable. In addition to these shortcomings
in language representation, the language model employed by
the system described i Liu, H. et al. requires user-generated
text data from every user that 1s modeled. As such, they will
suiler from what 1s known as a “cold-start” problem, where
new users or users that have never performed certain actions
cannot be easily modeled. This cold-start 1ssue 1s especially
problematic for modeling online advertising, a domain in
which only a small proportion of users tend to interact with
the enfities to be modeled (e.g. the advertisements). The
“sparsity” of the source dataset makes 1t significantly hard to
model effectively for every user. There 1s a need, therefore,
for a technical solution that improves systems for ad per-
sonalization, campaign optimization, and audience genera-
tion.
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The LinkedIn paper referenced above uses a Locality-
Sensitive Hashing technique on a language model of user

profiles. The system proposed by LinkedIn, however, does
not use ad preferences as the source data, and therefore
requires a second model that predicts ad preferences of
users.

It has been realized that there 1s a need to be able to find
users with similar preferences. Lacking, however, 1s a gen-
eral system for finding groups of users with similar ad
preferences to a query set of users. One technical problem
involves finding similar users 1n the simplest possible way,
without resorting to separate models for similarity and
preference (as LinkedIn does). There 1s a need, therefore for
a system that can be used 1n a number of settings, including,
but not limited to:

Campaign Extension

Audience Extension

Opportunity Sizing,

Exploratory Analysis

BRIEF DESCRIPTION

In an example embodiment, a computer-implemented
method for automating the association of messages 1s pro-
vided. The method includes logging 1nto an activity database
one or more activity data points associated with at least one
client device associated with an 1dentifier; retrieving, from a
label database, a plurality of labels corresponding to a
plurality of message records stored 1n a message database;
retrieving, from a message-signal database, a plurality of
message-signal values representing behavior associated with
at least a subset of the plurality of message records; merging
the plurality of labels with the plurality of message-signal
values to generate a signal-label collection; training a signal-
label model based on the signal-label collection, thereby
generating a trained signal-label model; and generating,
using the trained signal-label model, a mapping of the one
or more activity data points and the plurality of labels.

In some embodiments, the method further includes gen-
crating a collection of label-group identifiers, each label
group 1dentifier corresponding to one or more of the plural-
ity of labels; and generating a ranking map that maps a
ranking to each label-group identifier.

In some embodiments the one or more activity data points
include a plurality of behavior data points corresponding to
actions of a user associated with the identifier and a plurality
of demographic data points associated with one or more
demographic attributes associated with the user.

In some embodiments, each of the plurality of message-
signals values representing an action associated with a
plurality of sets of client devices, each set of client devices
associated with a different 1dentifier.

In some embodiments, the plurality of labels correspond-
ing to a subset of the plurality of message records.

In some embodiments, the plurality of labels includes a
plurality of non-null labels and a plurality of null labels and
turther comprising the steps of: training a label model based
on a plurality of non-null labels, thereby generating a trained
label model; and imputing, using the trained label model, the
null labels.

In another embodiment, a system for find a plurality of
similar users having a target behavior i1s provided. The
system 1ncludes a database operable to store embeddings
corresponding to a plurality seed users, the embeddings
being on an embedding space; an interface configured to
receive a query corresponding to one of the plurality of seed
users; a locality-sensitive hashing model operable to gener-
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ate a query pomnt from the query, a merging processor
operable to merge the query point with the embedding space

for each of a plurality of seed users according to a prede-
termined distance between the embeddings and the query
point; and a similar user database configured to store a
plurality of n similar users.

In some embodiments, the predetermined distance
between the embedding and the query point 1s adjusted by a
control via the interface.

In another example embodiment, a system for querying an
embedding of user ad preferences to find custom audiences
1s provided. The system includes a database configured to
store a user ad preference embedding corresponding to a
target user; a locality-sensitivity hashing (LSH) model oper-
able to hash the user ad preference embedding thereby
generating a query point; a merge component operable to
merge the query point with an embedding space for each of
a plurality of seed users stored 1n a seed user database; and
a similar user database configured to store a plurality of n
similar users.

In yet another example embodiment, there 1s provided a
non-transitory computer-readable medium having stored
thereon one or more sequences ol instructions for causing
one or more processors to perform: logging into an activity
database one or more activity data points associated with at
least one client device associated with an 1dentifier; retriev-
ing, from a label database, a plurality of labels correspond-
ing to a plurality of message records stored in a message
database; retrieving, ifrom a message-signal database, a
plurality of message-signal values representing behavior
associated with at least a subset of the plurality of message
records; merging the plurality of labels with the plurality of
message-signal values to generate a signal-label collection;
training a signal-label model based on the signal-label
collection, thereby generating a trained signal-label model;
and generating, using the trained signal-label model, a
mapping of the one or more activity data points and the
plurality of labels.

In some embodiments, the non-transitory computer-read-
able medium has stored thereon a sequence of instructions
for causing the one or more processors to perform: gener-
ating a collection of label-group 1dentifiers, each label group
identifier corresponding to one or more of the plurality of
labels; and generating a ranking map that maps a ranking to
cach label-group 1dentifier.

In some embodiments, the one or more activity data
points include a plurality of behavior data points corre-
sponding to actions of a user associated with the identifier
and a plurality of demographic data points associated with
one or more demographic attributes associated with the user.

In some embodiments, each of the plurality of message-
signals values representing an action associated with a
plurality of sets of client devices, each set of client devices
associated with a different 1dentifier.

In some embodiments, the plurality of labels correspond-
ing to a subset of the plurality of message records.

In some embodiments, the plurality of labels includes a
plurality of non-null labels and a plurality of null labels and
turther comprising the steps of: training a label model based
on a plurality of non-null labels, thereby generating a trained
label model; and imputing, using the trained label model, the
null labels.

BRIEF DESCRIPTION OF THE DRAWINGS

The features and advantages of the example embodiments
of the invention presented herein will become more apparent
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from the detailed description set forth below when taken 1n
conjunction with the following drawings.
FIG. 1 illustrates an example system for generating and

traflicking creatives.

FIG. 2 illustrates a block diagram of an exemplary cre- 5
ative development platform 1including the applications
executed by a creative generator server and a creative
traflicking server.

FIG. 3 1s an example system for creating an embedding of
the profile of a user 1nto a latent space. 10
FIG. 4 shows an example data set illustrating ad label

inferences.

FIG. SA illustrates an example ad label inference model
according to an example aspect of the present invention.

FIG. 5B illustrates an example ad label inference model 15
according to an example aspect of the present invention.

FIG. 6 1llustrates an advertisement preference lookalike
generation engine 1n accordance with an example embodi-
ment.

FI1G. 7 1llustrates a user level musical taste expressed as 20
two principal components of a latent factor embedding in
accordance with an example embodiment.

FIG. 8 1llustrates the generation of a coordinate space in
which to compute a quantitative definition of similar user
behavior corresponding to the user level musical taste in 25

accordance with an example embodiment.

DESCRIPTION

FIG. 1 illustrates an example system for generating and 30
traflicking creatives. Not all of the components are required
to practice the invention, and variations in the arrangement
and type of the components may be made without departing
from the spirit or scope of the mnvention. As used herein, the
term “component” 1s applied to describe a specific structure 35
for performing specific associated functions, such as a
special purpose computer as programmed to perform algo-
rithms (e.g., processes) disclosed herein. The component can
take any of a variety of structural forms, including: mnstruc-
tions executable to perform algorithms to achieve a desired 40
result, one or more processors (e.g., virtual or physical
processors) executing instructions to perform algorithms to
achieve a desired result, or one or more devices operating to
perform algorithms to achieve a desired result. System 100

of FIG. 1 includes wide area networks/local area networks 453
(“LANs/WANs”)—(Network) 102, wireless network(s)
104, client devices 106-1, 106-2, 106-3, 106-4, . . . , 106-%
(referred to collectively and individually as client device
106), a creative generator server 108, a traflicking server
110, a media distribution server 112 and one or more 50
external systems 114-1, 114-2, . . . , 114-n (referred to
collectively and individually as an external system 114).
Wireless network 104 1s configured to commumnicatively
couple client devices 106 and their components with net-
work 102. Wireless network 104 may include any of a 55
variety ol wireless sub-networks that may turther overlay
stand-alone ad-hoc networks, and the like, to provide an
infrastructure-oriented connection for client devices 106.
Such sub-networks may include mesh networks, wireless
LAN (WLAN) networks, cellular networks, and the like. 60
Other now or future known types of access points may be
used 1n place of network 102 and wireless network 104.
Generally, the creative generator server 108 and traflick-
ing server 110 cooperatively operate to generate and traflic
creatives. In some examples, a creative 1s 1n the form of a 65
media content 1item. For simplicity as used herein, a creative
media content time 1s sometimes simply referred to as a
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creative. Input specilying criteria for a creative 1s input via
an input mterface of an external system 114. In an example,
embodiment, the mput is provided to external system 114 via
a client device 106 (e.g., client intertace 106-4. In turn, the
input 1s communicated to creative generator server 108 (via,
c.g., WAN/LAN 102). Creative generator server 108
receives the mput through from the network (e.g., WAN/
LAN 102) and executes creative generation applications
asynchronously. Traflicking server 110 executes traflicking
workilows asynchronously for the purpose of communicat-
ing the creatives generated by creative generator server 108
to targeted media-playback devices. Each creative 1s, 1n turn,
communicated through network 102 to a client device 106
that has been targeted to receive the creative. The client
device 106, in turn, plays the creative.

System 100 also includes a media object store 116 that
stores media objects, a creative store 118 that stores cre-
atives that have been generated by creative generator server
108, a user activity/demographics database 120 that stores
user activity and demographic data, an interaction database
122 that stores activity profiles associated with accounts
(e.g., of users), and a vector database 124 that stores vectors
in accordance with the embodiments described herein.

In one example embodiment there 1s provided an auto-
mated creative development platiorm that performs asyn-
chronous execution of creative generation workflows and
traflicking workflows via a message queue. The platform
includes creative platform components that operate accord-
ing to custom workilow definitions to manage such creative
generation and traflicking workflows during execution. A
workilow definition represents a process and describes the
tasks 1mmvolved in the process. Worktlow definitions can
include properties, events, methods, protocols, indexers, and
the like. A worktlow can be defined for one specialized
component. In some embodiments a workflow can be
defined for more than one specialized component. A spe-
cialized component can have multiple worktlow definitions.
The two workflows can reflect two different processes the
specialized component can perform. In some embodiments,
a specialized component can be involved in more than one
workflow at a time. In some embodiments, the worktlows
can operate asynchronously.

The following non-limiting examples are described in
terms ol generating a creative that includes audio objects
that have been previously stored 1n media object store 116.
This description 1s not intended to limit the application of the
example embodiments. In fact, after reading the following
description, it will be apparent to one skilled 1n the relevant
art(s) how to implement the following example embodi-
ments 1n alternative embodiments. For example, by extend-
ing the platform to generate and trailic unmique targeted
creatives containing other types of media objects (e.g.,
video, text, etc.) 1n a variety of formats, and whether stored
in media object store 116 or provided from a different
source.

FIG. 2 illustrates a block diagram of an exemplary cre-
ative development platiorm 200 including the creative plat-
form components executed by the creative generator server
108 (FIG. 1) and creative trathicking server 110 (FIG. 1). In
an example embodiment, creative platform components
include an audio generator 206, a voice request processor
208, a mixer 210, and voiceover generation service 212.
Creative platform components also can include a targeting
processor 218, audience generation service 220, and a
content provider database 222. Creative platform compo-
nents also can include a tratlicking and performance tracking,
processor 214 and a creative distribution server 216.
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The features and advantages of the creative platform
components presented herein will become more apparent
from the detailed description set forth below when taken 1n
conjunction with the respective drawings.

An 1nterface 202 contains definitions used to mediate the
exchange of information between the creative platform
components of creative development platform 200 as well as
external systems 114 (FIG. 1) that can provide external
sources of data (1.e., data that 1s external to creative devel-
opment platform 200).

In some embodiments, input interface 202 provides a
control configured to receive mput data to modily the
definitions. In some embodiments, the control can take the
form of a user interface (Ul) designed into a device with
which a person may interact. This can include display
screens, keyboards, and/or a mouse or other input device
that allow a user to interacts with the interface 202 to modify
the workflow definitions or applicable data. The modifica-
tion to the worktlow definitions, 1n turn, generate modified
workilow definitions that are used to generate one or more
creatives having specified properties. In some embodiments,
such modifications to the worktlow definitions modily the
traflick properties that define how the creative 1s trathcked.
For example, input interface 202 can be configured to adjust
input data through the use of an editor that receives mput to
vary the individual properties of the input data (e.g., data
clements originally entered via mput interface 202, such as
tone, rhythm, etc.). In one non-limiting example, nput
interface 202 can receive description information that con-
tains data elements (e.g., attributes) describing a particular
deliverable (e.g., targeted creative). The mput 1s saved as
one or more creative input objects containing data elements
defining a particular deliverable.

In some embodiments, the mput data can be provided
through nput interface 202 includes, for example, back-
ground media content, a script for s voiceover, a tone of s
voiceover, one or more targeting parameters, one or more
timing parameters. Examples of such information includes a
name of a song or track identifier (ID), voiceover script 1D,
emotional tone and rhythm, time(s) and date(s), images, and
other metadata, correspondingly. With reference to both
FIGS. 1 and 2, in some embodiments, creative development
platiorm 200 includes an application programming interface
(API) 204 that processes the data provided from/to the
interface 202. As shown 1n FIG. 2, API 204 1s between the
input interface 202 and various creative platform compo-
nents of platform 200 (e.g., servers and functions those
servers perform) that 1n conjunction are used to generate a
creative containing media objects such as images, an audio
segments, and/or video clips, automatically.

The parameters of the mput data are processed by the
corresponding creative platform components ol creative
development platform 200. Different kinds of targeted
requests, for example, have respective flows. In addition,
these different sequential steps are performed on the input
data. Such creative platform components perform: mixing,
transcoding, sending emails, and the like. Together the
creative platform components of creative development plat-
form 200 generate a creative 1n the form of a targeted media
content 1tem.

Example aspects provide a definition of the workflow and
workers that perform the various steps within the worktlow.
Worktlows are processed by workers which are programs
that 1nteract with processors that coordinate work across
components of the creative development platform 200 to get
tasks, process them, and return their results. A worker
implements an application processing step. In some embodi-
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ments, the workflows executed by the workers provide
recovery mechanisms, retry mechamsms, and notification
mechanisms.

Each function described above 1n connection with FIG. 2
1s automated. Automation 1s used, for example, to create the
parameters that are incorporated in the creative, to generate

audio, and to control traflicking.

Each of the steps of a workilow 1s performed by the
various functions 1s performed asynchronously. As such, one
function tlow 1s not waiting for the result of another function
flow. Once a series of steps are initiated those steps are
performed 1n the background by the workers. A view of the
output (1.e., a view of a media object) i1s returned via an
interface. Optionally a view of the output is returned via an
interface at each step. If necessary, a notification 1s 1ssued
(e.g., via an 1terface) requesting additional input. The
individual worktlows are performed asynchronously. A
responses initiated within each flow (e.g., a notification or
request for additional information) that are communicated
through, for example, the interface, are synchronous.

The example embodiments execute a number of work-
flows depending on the input they receive. For example
various types of input can be received through the interface.
Depending on the type of input, a different workilow 1is
performed. For example, 1 a media content item or location
ol a media content item (e.g., a background track) 1s input,
one worktlow 1s performed. If no such input 1s recerved, then
another worktlow 1s performed, for example, which either
requests or otherwise obtains a different type of input.

In an example embodiment, logic determines, based on
some combination of inputs, a particular flow that should be
implemented. Each flow returns a result (e.g., a return value
such as a Boolean value). I each step 1s successiul (as
defined by a predetermined measure of success), the worker
returns a success message, and the manager for the entire
flow or pipeline knows to step the media object (e.g., an
audio advertisement to be transmitted) to 1ts next successiul
state based on the worktlow definition. It a failure during the
flow occurs, the individual workflow can handle the failure
mode 1tself. In some embodiments, the workflow may not be
capable of resolving the failure mode but, according to a
corresponding workflow definition may be arranged to retry
a sequence of steps. In other words, the workilow, worktlow
definition and type of error dictate the response and output.
For example, if the cause of the failure mode 1s the worktlow
itsell, the workilow definition may have a solution to the
failure that caused the failure mode. In some embodiments,
a first workflow may be expecting data from another com-
ponent of the system and not receive 1t 1n a timely manner.
In one non-limiting example, the first workflow can continue
moving forward through its steps without waiting for the
data to be prepared e.g., by a second workilow because the
data needed by the first workflow 1s still being prepared by
the second worktlow and may take additional time to
prepare.

In an example embodiment, each independent routine,
¢.g., waiting for a voiceover, generating a new voiceover
project, mixing, and traflicking are workers in the pipeline
manager. Every worker has a defined logic that 1t performs.
A mixing worker, for example, calls scripts that perform
certain functionality. If the mixing worker performs the
scripts successiully, the mixing worker causes a mixed
media object (e.g., audio advertisement) to be stored in
memory so that 1t can, 1n turn, be accessed for other steps
and returns a message indicating that it executed 1ts tlow
successiully. If for example, the mixing worker performs a
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script that fails, then the mixing worker returns a message or
value indicating that it has failed.

Every worker also has its own defimtion for what 1s
successiul. In the case of a mixing worker, for example, 11
an internal process in the mixing stage has determined that
an internal stage has failed (e.g., a voiceover i1s silent
indicating that the voiceover mixing has failed), then the
mixing worker returns a message indicating that the mixing,
stage has failed. Every worker has its own definition of what
1s successiul and what 1s a failure.

Example embodiments described herein can also provide
automated routing and failure (e.g., retries) and recovery
handling (e.g., fallback). In addition, the embodiments allow
the various functions to be modular and for different work-
flows to be defined. If one worker fails, the logic for how 1t
would fallback 1s dependent on the type failure. Each worker
can thus be performed more than one time safely.

In an exemplary embodiment, the individual creative
platform components may not be part of a sequential work-
flow. In other words, they do not know that they are going
to tlow at all, they just know that they might being called.
This allows the manager to be untethered to any particular
workilow.

Pipeline manager 1s given all of the workers and worktlow
definitions. The pipeline manager, using the worktlow defi-
nitions executes the workers 1n sequence and manages
predefined successes and failures.

FIG. 3 1s an example system for creating an embedding of
a profile of a user into a latent space 1n accordance with some
embodiments. An embedding, sometimes referred to as a
neural network embedding, 1s a mapping of a discrete,
categorical, variable to a vector of continuous numbers that
1s used to represent discrete variables as continuous vectors.
In some embodiments, embeddings are low-dimensional,
learned continuous vector representations of discrete vari-
ables that can be used to reduce the dimensionality of
categorical variables and meaningfully represent the catego-
ries 1n a transformed space. Advantageously, the embedding,
makes any subsequent use of the system more computation-
ally tractable. In some embodiments, the system allows a
space ol points that represent some attributes of users to be
used to learn a function that maps this space (i.e., the space
of points that represent some attributes of users) 1nto a space
of advertisement (ad) preferences. The mapping that results
1s then applied to all users of the platform. The results of the
mapping applied to all users of the platform provides the
ability to model preferences for the entire user-base, where
the embeddings provide a dense space representation of the
entire user-base.

In one example embodiment, a model 1s trained on a
subset of users who actually interact with an advertisement,
thus providing a functional form that takes points in the
dense space and maps them to points in the space of
advertising preference. Specifically, the dataset that 1s used
arises from a user-music taste model along with behavioral
data that arises from specific interactions with clients, and
some demographic information. The outcome of this model
1s an embedding of users 1n the space of ad preferences that
can be used for a number of things, including but not limited
to:

Ad recommendations

Campaign extensions via user similarity

Automated audience segmentation

Campaign optimization

By using a transformation very specific attributes of users
(1.e. the likelihood of a user to click on ads) can be inferred
from very general attributes (1.e. demographic information,
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music taste, etc.). This sidesteps the biggest 1ssues associ-
ated with the cold start problem by getting a rough embed-
ding early on, and allowing the embedding to get better over
time.

Referring still to FIG. 3, 1n one example embodiment, a
model 1s built 1n several stages. Imitially, ads and campaigns
are stored mm an ad campaign database 1204. In some
example embodiments, ad campaign database 1204 1s con-
figured to store natural language text descriptions of ad
campaigns.

Labels are stored 1n label database 1202. In some embodi-
ments, labels only for a subset of campaigns are stored in
label database 1202.

The ads and campaigns are, in turn, categorized. In an
example embodiment, a model 1210 (referred to as ad label
imputation model 1210) 1s trained. In some examples, ad
label imputation model 1210 imputes labels for the remain-
ing ads.

Click data 1s the aggregation of tracked behavior of a user
across a webpage, website, service or application. In some
embodiments, the tracked behavior includes information
such as user i1dentifier (ID), timestamp, source, conversion,
revenue, and previous URL. Click data 1s stored 1n a user ad
click data store 1206. The labels from label database 1202
are merged with the user click data stored in user ad click
data store 1206, the merge resulting 1 a collection of all
users who have clicked on ads and the respective preferred
labels of those users. A database configured to store user
preferences for ad labels 1212 stores the collection of all
users who have clicked on ads and their respective preferred
labels. The database configured to store user preferences for
ad labels 1212 1s sometimes referred to as user ad prefer-
ences database 1212.

A collection of user data (X) 1s stored 1n database 1208.
In some embodiments, the collection of user data (X) stored
in database 1208 includes user behavior data, user demo-
graphics data, and user taste data. The collection of user data
(X) stored 1n database 1208 is used to learn a mapping nto
the space of user ad preferences (Y) stored 1n database 1212.
The user ad preference mapping component 1214 performs
the mapping of the collection of user data (X) and the space
of user ad preferences (Y). In turn, this mapping 1s applied
to all users, regardless of whether or not they have clicked
on (or even seen) an advertisement. The result 1s a user ad
preference embedding. The user ad preference embedding
can be stored 1n a user ad preference embedding database
1216.

FIG. 4 illustrates a mapping from metadata to labels 1n
accordance with an example embodiment.

FIG. 4 shows an example data set illustrating ad label
inferences. Ad label inference data includes an order 1den-
tifier (“orderID”’) 402 that 1s used to reference a particular ad
campaign, a label name (“labelName™) 404 corresponding to
a type ol ad campaign, an entity name (“companyName”)
406 1dentitying the name of a corresponding entity for which
the ad campaign(s) are for and an order name (“orderName™)
408 identitying the name of an ad campaign order.

As shown 1n FIG. 4, label names 404 are predicted as a
function of two different sets of data corresponding to
attributes of an ad campaign, namely the entity name 406
and the order name 408. In other words, 1n the case of a null
label name, that null label name 1s predicted as a function of
the entity name 406 and the order name 408.

FIGS. SA and 3B illustrate example ad label inference
models according to an example aspect of the present
invention. As shown in FIG. 5A and FIG. 5B, for each ad
type (502a, 502b), a model 1s used to infer the type of an
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unlabeled order. As shown 1in FIG. 5A, the labels 504« that
are more closely related to the ad type “dating services”
502a have higher coethicients 306a. Similarly, as shown 1n
FIG. 5B, the labels 5045 more closely related to ad type
“consumer packaged goods™ 50256 have are associated with
higher coellicients 5045. In some embodiments, the model 1s
a sparse multi-class logistic regression model. The process
includes collecting data containing natural language descrip-
tions of the advertisements and labels of what the adver-
tisement 1s. In turn, a machine learning processor learns a
mapping {rom the natural language descriptions to the label.

In an example implementation, a bag-of-words model 1s
used to provide a simplified representation of attributes
regarding advertisements. Each advertisement 1s described
by 1ts attributes 1n the form of text 1n a document. The text
of the advertisement attributes are represented as the bag
(multiset) of words. Any information about the order or
structure of the words 1n the document 1s discarded. The
bag-of-words are then classified. The frequency of occur-
rence of each attribute 1s then used as a feature for training,
a classifier. A vector corresponding to each advertisement
document 1s generated and the vector 1s used as mput or
output for a machine learning model. The vectors can be
stored 1n vector database 124 of system 100 as shown 1n
FIG. 1.

The following 1s an example of a database record (1.e.,
structure for user activity/demographics). In this example, a
user identifier (“user_i1d”) 1s a string, the age of a user
associated with the user i1dentifier 1s an integer, the gender
associated with the user associated with the user identifier 1s
a string, and a favorite genre associated with the user
associated with the user identifier 1s a string.

“user_1d”: string,

“age”: Int,

“gender”: string,

“favorite_genre”: string,
“collaborative_filtering vector”: array[float]

“collaborative_filtering_vector” 1s the output of a collab-
orative filtering algorithm. Generally, the collaborative {il-
tering model analyzes the behavior of a user and compares
it to the behaviors of other users. In particular the output of
a collaborative filtering algorithm in an example embodi-
ment 1s a vector-space representation of a user’s musical
tastes. In turn, this space 1s transformed to become a
representation of ads. This 1s powertul 1n the area of media
content services, particularly music streaming services
because most users do not click ads, but all user’s of music
streaming services stream music. Consequently, the stream-
ing behavior of such music streaming services users can be
used to infer things about what ads they might like. Again,
the output of the transformation 1s a vector-space, rather than
a prediction like most ad click modeling tasks.

Ad Preference Lookalike Generation Engine

Another example aspect of the present mmvention 1s a
system constructed to find users who are similar based on
their inferred preferences for various types of advertise-
ments. Generally, a model 1s used to find from a set of users
(referred to as “seed users™) a subset of the users having the
most similar preferences. These similar users then get writ-
ten to a table 1n a similar user’s database.
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Ad preferences are used as a source data, and therelfore
can bypass the step of building a separate propensity model
to layer on top of profile similarity.

One example implementation 1s a system that finds groups
of users with similar ad preferences to a query set of users.
It 1s able to find similar users 1n the simplest possible way,
without resorting to separate models for similarity and
preference. It can be used 1n a number of settings, including,
but not limited to:

Campaign Extension

Audience Extension

Opportunity Sizing,

Exploratory Analysis

One example embodiment takes a user ad reference
embedding stored 1n user ad preference embedding database
1216 (as described above with respect to FIG. 3), as well as
a set of seed users stored 1n a seed user database, and returns
the n most similar users to each seed user, where n 1s an
integer. The n most similar users to each seed user 1s stored
in a similar users database. The problem of finding similar
users 1s posed as a nearest-neighbor search (NNS) problem.
Nearest neighbor search (NNS) 1s a proximity search that
finds a point 1n a given set that 1s closest (or most similar)
to a given point.

Locality-Sensitive Hashing (LSH) 1s an algorithm for
solving an approximate or exact NNS in high dimensional
spaces. LSH 1s used to simplily the search-space for any
query point. The point 1n the embedding space for each seed
user 1s taken as a query point in the LSH model to return the
n similar users. These users are then written to the similar
user’s database.

Given any query set of users, not just an audience, this
system 1s able to find the set of users with similar ad
preferences.

FIG. 6 illustrates an advertisement preference lookalike
generation engine 600 in accordance with an example
embodiment. As shown in FIG. 6, user ad preference embed-
dings are stored 1n a user ad preference embedding database
602. The user ad preference embedding database 602 1s
communicatively coupled to a locality-sensitivity hashing
(LSH) model 604. LSH model 604 hashes the user ad
preference embeddings to map similar items to the same
buckets with high probability (the number of buckets being
much smaller than the universe of possible mput items). A
set of seed users stored 1n a seed user database 606. A point
in the embedding space for each seed user stored in a seed

user database 606 1s, in turn, taken as a query point 1n the
LLSH model 604 to return n similar users. These n similar
users are then written to a similar user database 608. In some
embodiments n 1s an integer.

As described above, creative generator server 108 and
traflicking server 110 cooperatively operate to generate and
traflic creatives. Traflicking server 110 executes traflicking,
worktlows asynchronously for the purpose of communicat-
ing the creatives generated by creative generator server 108
to targeted media-playback devices. Each creative 1s, in turn,
communicated through network 102 to a client device 106
that has been targeted to receive the creative. The client
device 106, 1n turn, plays the creative.

As described above with respect to FIG. 2, in some
embodiments, creative platform components also can
include a targeting processor 218, audience generation ser-
vice 220, and a content provider database 222. Creative
plattorm components also can include a trathcking and
performance tracking processor 214 and a creative distribu-
tion server 216.
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FIG. 7 illustrates a user level musical taste expressed as
two principal components of a latent factor embedding in
accordance with an example embodiment. In an example
embodiment, the trathcking server finds, for each user, the
most-clicked ad type for any given day. In turn, the most-
clicked ad type for any given day i1s used as an outcome
variable 1n a supervised learning problem. FIG. 7 particu-
larly shows user-level musical taste for a particular user
expressed as the first two principal components of a latent
tactor embedding. Specifically, the x and y axes are principal
components that represent latent, uncorrelated structure 1n
the data (1.e., as opposed to any actual variables).

The different shades of gray represent “labels™ corre-
sponding to different types of advertisements for different
industries of advertisers.

FIG. 8 illustrates the generation of a coordinate space in
which to compute a quantitative defimition of similar user
behavior corresponding to the user level musical taste
described above with respect to FIG. 7. To obtain the
coordinate space, a neural network processor learns a map-
ping from collaborative filtering vectors 1nto a vector-space,
where users with similar ad preferences are close together.
As shown 1n FIG. 8, user-level musical tastes 1s expressed as
the first two principal components of a latent factor embed-
ding. In turn, the user-level musical taste 1s transformed via
Linear Discriminant Analysis (LDA) into a space that maxi-
mally separates users by their ad preferences. Particularly,
FIG. 8 illustrates the translation of an embedding space that
describes a musical taste of a user into an embedding space
that describes ad preferences of a user. The three diflerent
versions of dots are all distributed the exact same on the left
side, but on the right side, the distributions have been pulled
apart. In other words, the modes of distribution are spread
turther apart upon applying the transformation as illustrated
by 802x—802y, 804x—804y, and 806x—=806y. This signi-
fies that users who like the same ads are all close together
1.e., users who like retail ads are “near” (in terms of
Euclidean distance) other users who retail car ads. The
model 1s run 1n a forward direction by taking an inner
product: f:x—y=x@®w, where X 1s a matrix of user vectors
and w 1s the transformation matrix that 1s obtained from the
LDA. The prediction can be performed 1n parallel.

The example embodiments described herein may be
implemented using hardware, software or a combination
thereol and may be implemented 1n one or more computer
systems or other processing systems. However, the manipu-
lations performed by these example embodiments were
often referred to in terms, such as entering, which are
commonly associated with mental operations performed by
a human operator. No such capability of a human operator
1s necessary, 1n any ol the operations described herein.
Rather, the operations may be completely implemented with
machine operations. Useful machines for performing the
operation of the example embodiments presented herein
include general purpose digital computers or similar
devices.

From a hardware standpoint, a CPU typically includes
one or more components, such as one or more micropro-
cessors, for performing the arithmetic and/or logical opera-
tions required for program execution, and storage media,
such as one or more memory cards (e.g., flash memory) for
program and data storage, and a random access memory, for
temporary data and program instruction storage. From a
software standpoint, a CPU typically includes software
resident on a storage media (e.g., a memory card), which,
when executed, directs the CPU 1n performing transmission
and reception functions. The CPU software may run on an
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operating system stored on the storage media, such as, for
example, UNIX or Windows, 10S, Linux, and the like, and
can adhere to various protocols such as the Fthernet, ATM,
TCP/IP protocols and/or other connection or connectionless
protocols. As 1s well known in the art, CPUs can run
different operating systems, and can contain different types
of software, each type devoted to a different function, such
as handling and managing data/information from a particular
source, or transforming data/information from one format
into another format. It should thus be clear that the embodi-
ments described herein are not to be construed as being
limited for use with any particular type of server computer,
and that any other suitable type of device for facilitating the
exchange and storage of information may be employed
instead.

A CPU may be a single CPU, or may include plural
separate CPUs, wherein each 1s dedicated to a separate
application, such as, for example, a data application, a voice
application, and a video application. Software embodiments
of the example embodiments presented herein may be
provided as a computer program product, or software, that
may include an article of manufacture on a machine acces-
sible or non-transitory computer-readable medium (1.e., also
referred to as “machine readable medium”™) having mnstruc-
tions. The mstructions on the machine accessible or machine
readable medium may be used to program a computer
system or other electronic device. The machine-readable
medium may include, but 1s not limited to, optical disks,
CD-ROMs, and magneto-optical disks or other type of
media‘/machine-readable medium suitable for storing or
transmitting electronic instructions. The techniques
described herein are not limited to any particular software
configuration. They may find applicability 1n any computing
or processing environment. The terms “machine accessible
medium”, “machine readable medium” and “computer-read-
able medium” used herein shall include any non-transitory
medium that 1s capable of storing, encoding, or transmitting
a sequence of instructions for execution by the machine
(e.g., a CPU or other type of processing device) and that
cause the machine to perform any one of the methods
described herein. Furthermore, 1t 1s common 1n the art to
speak of software, in one form or another (e.g., program,
procedure, process, application, module, unit, logic, and so
on) as taking an action or causing a result. Such expressions
are merely a shorthand way of stating that the execution of
the software by a processing system causes the processor to
perform an action to produce a result.

While various example embodiments have been described
above, 1t should be understood that they have been presented
by way of example, and not limitation. It will be apparent to
persons skilled 1n the relevant art(s) that various changes in
form and detail can be made therein. Thus, the present
invention should not be limited by any of the above
described example embodiments, but should be defined only
in accordance with the following claims and their equiva-
lents.

Further, the purpose of the foregoing Abstract 1s to enable
the U.S. Patent and Trademark Oflice and the public gen-
crally, and especially the scientists, engineers and practitio-
ners 1n the art who are not familiar with patent or legal terms
or phraseology, to determine quickly from a cursory inspec-
tion the nature and essence of the technical disclosure of the
application. The Abstract 1s not intended to be limiting as to
the scope of the example embodiments presented herein in
any way. It 1s also to be understood that the procedures
recited 1n the claims need not be performed 1n the order
presented.
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What 1s claimed 1s:

1. A computer-implemented method for automating the
association of messages, comprising the steps of:

logging 1nto an activity database a plurality of sets of one

or more activity data points, each of the plurality of sets
associated with a respective one of a plurality of users,
cach of the plurality of users associated with at least
one client device;

retrieving, from a label database, a plurality of labels

corresponding to a plurality of message records stored
in a message database;

retrieving, from a message-signal database, a plurality of

message-signal values representing behavior of a sub-
set of the plurality of users associated with at least a
subset of the plurality of message records;

merging the plurality of labels with the plurality of

message-signal values to generate a signal-label col-
lection;

training, by machine learning, a signal-label model based

on the signal-label collection, thereby generating a
vector-space representation of a trained signal-label
model;

generating, using a neural network processor and the

trained signal-label model, a mapping of the plurality
of sets of one or more activity data points and the
plurality of labels;

associating, at least 1n part based on the mapping, one or

more users outside the subset of the plurality of users
with one or more of the plurality of message records;
and

transmitting, through one or more networks, the one or

more of the plurality of message records associated
with the one or more users outside the subset of the
plurality of users to the at least one client device
associated with one or more uses outside the subset of
the plurality of users.

2. The method according to claim 1, further comprising
the steps of:

generating a collection of label-group identifiers, each

label group 1dentifier corresponding to one or more of
the plurality of labels; and

generating a ranking map that maps a ranking to each

label-group identifier.

3. The method according to claim 1, wherein the one or
more activity data points in each of the plurality of sets
include a plurality of behavior data points corresponding to
actions of the respective user and one or more demographic
data points associated with one or more demographic attri-
butes associated with the respective user.

4. The method according to claim 1, wherein each of the
plurality of message-signal values represents an action asso-
ciated with a plurality of sets of client devices, each set of
client devices associated with a different identifier.

5. The method according to claim 1, wherein the plurality
of labels corresponds to a subset of the plurality of message
records.

6. The method according to claim 1, wherein the plurality
of labels includes a plurality of non-null labels and a
plurality of null labels and further comprising the steps of:

traimning a label model based on a plurality of non-null

labels, thereby generating a trained label model; and
imputing, using the trained label model, the null labels.

7. The method of claim 6, wherein the generating the
mapping of the plurality of sets of one or more activity data
points and the plurality of labels comprises generating a
vector-space representation of the mapping.
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8. A non-transitory computer-readable medium having
stored thereon one or more sequences of instructions for
causing one or more processors to perform:

logging 1nto an activity database a plurality of sets of one

or more activity data points, each of the plurality of sets
associated with a respective one of a plurality of users,
cach of the plurality of users associated with at least
one client device;

retrieving, from a label database, a plurality of labels

corresponding to a plurality of message records stored
in a message database;

retrieving, from a message-signal database, a plurality of

message-signal values representing behavior of a sub-
set of the plurality of users associated with at least a
subset of the plurality of message records;

merging the plurality of labels with the plurality of

message-signal values to generate a signal-label col-
lection;

training, by machine learning, a signal-label model based

on the signal-label collection, thereby generating a
trained signal-label model;
generating, using a neural network and the trained signal-
label model, a mapping of the plurality of sets of one
or more activity data points and the plurality of labels;

associating, at least in part based on the mapping, one or
more users outside the subset of the plurality of users
with one or more of the plurality of message records;
and

transmitting, through one or more networks, the one or

more of the plurality of message records associated
with the one or more users outside the subset of the
plurality of users to the at least one client device
associated with one or more uses outside the subset of
the plurality of users.

9. The non-transitory computer-readable medium of claim
8, further having stored thereon a sequence of instructions
for causing the one or more processors to perform:

generating a collection of label-group i1dentifiers, each

label group 1dentifier corresponding to one or more of
the plurality of labels; and

generating a ranking map that maps a ranking to each

label-group i1dentifier.

10. The non-transitory computer-readable medium
according to claim 8, wherein the one or more activity data
points 1n each of the plurality of sets include a plurality of
behavior data points corresponding to actions of the respec-
tive user and one or more demographic data points associ-
ated with one or more demographic attributes associated
with the respective user.

11. The non-transitory computer-readable medium
according to claim 8, wherein each of the plurality of
message-signal values represents an action associated with a
plurality of sets of client devices, each set of client devices
associated with a different 1dentifier.

12. The non-transitory computer-readable medium
according to claim 8, wherein the plurality of labels corre-
sponding to a subset of the plurality of message records.

13. The non-transitory computer-readable medium
according to claim 8, wherein the plurality of labels includes
a plurality of non-null labels and a plurality of null labels
and further comprising the steps of:

training a label model based on a plurality of non-null

labels, thereby generating a trained label model; and
imputing, using the trained label model, the null labels.

14. The method of claim 13, wherein the generating the
mapping of the plurality of sets of one or more activity data
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points and the plurality of labels comprises generating a
vector-space representation of the mapping.
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