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of the virtual machine file system illustratively comprising at
least one virtual machine storage drive file of the virtual
machine file system. In some embodiments, a bitmap or
other data structure 1s maintained for the storage volume
with particular entries in the data structure corresponding to
respective ones of the portions.
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STORAGE SYSTEM CONFIGURED TO
GENERATE SUB-VOLUME SNAPSHOTS

FIELD

The field relates generally to information processing
systems, and more particularly to storage in information
processing systems.

BACKGROUND 10

In many storage systems, 1t 1s desirable to generate
periodic snapshots of storage volumes. A given such snap-
shot 1llustratively represents a point-in-time replica of a
particular storage volume of the storage system. Such snap- 15
shots are commonly used 1n a wide variety of diflerent data
protection scenarios. For example, periodic snapshots are
created 1n a storage system in order to enable users to
recover from data corruption by restoring one or more
storage volumes using a previous point-in-time replica. As 20
another example, snapshots may be used 1n conjunction with
synchronous or asynchronous replication of data from a
storage system at one site to a storage system at another site,
in order to support disaster recovery tunctionality. Conven-
tional snapshot generation arrangements typically mvolve 25
the use of a snapshot scheduler that 1s configured to create
periodic snapshots at fixed intervals, following a predeter-
mined schedule. For example, the snapshot scheduler can
cause a snapshot of a given storage volume to be created
every hour, or at a particular time every day. In these and 30
other conventional arrangements, the snapshots are gener-
ally created for full storage volumes. Such arrangements can
be problematic 1 that excessive amounts ol storage
resources and processing overhead are often consumed in
generating and storing the full-volume snapshots. 35

SUMMARY

Hlustrative embodiments provide techniques for genera-
tion of sub-volume snapshots 1n a storage array or other type 40
of storage system. For example, one or more such embodi-
ments can be advantageously configured to control genera-
tion of sub-volume snapshots for a given storage volume of
the storage system in a manner that reduces the amount of
storage space consumed by the snapshots while still provid- 45
ing desired levels of protection.

Such arrangements are particularly useful in the context
of virtual machine file systems 1n which excessive amounts
ol storage resources and processing overhead might other-
wise be consumed by using full-volume snapshots, but also 50
find advantageous application 1n numerous other storage
system contexts.

In one embodiment, a method comprises designating one
or more particular portions of a storage volume of a storage
system for inclusion 1n a sub-volume snapshot. The method 55
turther comprises generating the sub-volume snapshot as a
point-in-time copy that includes the one or more designated
portions of the storage volume and excludes one or more
non-designated portions of the storage volume.

The method 1s performed by at least one processing 60
device comprising a processor coupled to a memory. For
example, the method 1 some embodiments can be per-
formed by a storage controller of the storage system, a host
device coupled to the storage system, or by cooperative
interaction of the storage controller and the host device. 65

The storage volume 1llustratively comprises at least one
logical storage volume comprising at least a portion of a

2

physical storage space of one or more of the storage devices.
The term “storage volume” as used herein i1s therelore
intended to be broadly construed, so as to encompass a set
ol one or more logical storage volumes.

For example, the storage volume 1n some embodiments
comprises a single logical unit (LUN) of the storage system.

As a more particular example, the storage volume 1llus-
tratively comprises a LUN of a virtual machine file system,
with the one or more designated portions of the LUN of the
virtual machine file system illustratively comprising at least
one virtual machine storage drive file of the LUN of the
virtual machine file system. The one or more non-designated
portions of the LUN of the virtual machine file system
illustratively comprise at least one file of the LUN of the
virtual machine file system other than a virtual machine
storage drive file. Illustrative embodiments therefore allow
sub-LUN snapshots to be generated for one or more desig-
nated virtual machine storage drive files of a virtual machine
file system LUN without the excessive amounts of storage
resources and processing overhead would otherwise be
consumed by using full-volume snapshots of the virtual
machine file system LUN.

In some embodiments, a bitmap or other data structure 1s
maintained for the storage volume with particular entries in
the data structure corresponding to respective ones of the
portions of the storage volume. For example, a given one of
the entries 1n the data structure having a first value indicates
that the corresponding one of the portions of the storage
volume 1s designated for inclusion in the sub-volume snap-
shot. Similarly, the given one of the entries in the data
structure having a second value diflerent than the first value
indicates that the corresponding one of the portions of the
storage volume 1s not designated for inclusion in the sub-
volume snapshot. Other types of data structures can be used
in other embodiments.

The generation of the sub-volume snapshot 1 some
embodiments more particularly comprises generating a full-
volume snapshot of the storage volume, determining the one
or more designated portions of the storage volume to be
included in the sub-volume snapshot, and configuring the
sub-volume snapshot by populating entries of a data struc-
ture maintained for the storage volume such that the one or
more designated portions are retained from the full-volume
snapshot as the sub-volume snapshot and the one or more
non-designated portions are not retained from the full-
volume snapshot.

Determining the one or more designated portions of the
storage volume to be included in the sub-volume snapshot 1n
some embodiments comprises mounting a file system for the
storage volume on a host device, parsing file system meta-
data for the storage volume on the host device to 1dentity the
one or more designated portions of the storage volume to be
included in the sub-volume snapshot, and communicating
information 1dentitying the one or more designated portions
from the host device to the storage system.

The storage system 1llustratively retains only the sub-
volume snapshot and not the full-volume snapshot subse-
quent to the generation of the sub-volume snapshot. The
sub-volume snapshot retamned by the storage system 1s
illustratively utilized to recover from a failure in at least one
of the one or more designated portions of the storage
volume.

The storage system in some embodiments comprises a
content addressable storage system implemented utilizing
non-volatile memory storage devices, such as flash-based
storage devices. For example, the storage devices of the
storage system 1n such embodiments can be configured to
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collectively provide an all-flash storage array. Numerous
other storage system arrangements are possible 1 other
embodiments.

These and other 1llustrative embodiments include, without
limitation, apparatus, systems, methods and processor-read-
able storage media.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram of an information processing
system comprising a storage system configured to generate
sub-volume snapshots in an illustrative embodiment.

FIG. 2 1s a flow diagram of a process for generation of
sub-volume snapshots 1n an illustrative embodiment.

FIGS. 3 and 4 show examples of sub-volume snapshots in
illustrative embodiments.

FIGS. 5 and 6 show examples of processing platforms that
may be uftilized to implement at least a portion of an
information processing system 1n illustrative embodiments.

DETAILED DESCRIPTION

[lustrative embodiments will be described herein with
reference to exemplary information processing systems and
assoclated computers, servers, storage devices and other
processing devices. It 1s to be appreciated, however, that
these and other embodiments are not restricted to the par-
ticular illustrative system and device configurations shown.
Accordingly, the term “information processing system™ as
used herein 1s mtended to be broadly construed, so as to
encompass, for example, processing systems comprising
cloud computing and storage systems, as well as other types
ol processing systems comprising various combinations of
physical and virtual processing resources. An information
processing system may therefore comprise, for example, at
least one data center or other cloud-based system that
includes one or more clouds hosting multiple tenants that
share cloud resources. Numerous different types of enter-
prise computing and storage systems are also encompassed
by the term “information processing system”™ as that term 1s
broadly used herein.

FIG. 1 shows an information processing system 100
configured 1n accordance with an illustrative embodiment.
The information processing system 100 comprises a com-
puter system 101 that includes host devices 102-1,
102-2, . .. 102-N. The host devices 102 communicate over
a network 104 with a storage system 105. The computer
system 101 1s assumed to comprise an enterprise computer
system, cloud-based computer system or other arrangement
of multiple compute nodes associated with respective users.
The host devices 102 of the computer system 101 1n some
embodiments illustratively provide compute services such
as execution of one or more applications on behalf of each
ol one or more users associated with respective ones of the
host devices 102.

The host devices 102 and storage system 105 1llustratively
comprise respective processing devices of one or more
processing platforms. For example, the host devices 102 and
the storage system 105 can each comprise one or more
processing devices each having a processor and a memory,
possibly implementing virtual machines and/or containers,
although numerous other configurations are possible.

The host devices 102 and the storage system 105 can
additionally or alternatively be part of cloud infrastructure
such as an Amazon Web Services (AWS) system. Other
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10

15

20

25

30

35

40

45

50

55

60

65

4

one or more of host devices 102 and storage system 105
include Google Cloud Platform (GCP) and Microsoit Azure.

The host devices 102 and the storage system 105 may be
implemented on a common processing platform, or on
separate processing platforms.

The host devices 102 are configured to write data to and
read data from the storage system 105 1n accordance with
applications executing on those host devices 102 for system
users.

The term “user” herein i1s intended to be broadly con-
strued so as to encompass numerous arrangements of
human, hardware, software or firmware entities, as well as
combinations of such entities. Compute and/or storage ser-
vices may be provided for users under a Platform-as-a-
Service (PaaS) model, an Infrastructure-as-a-Service (IaaS)
model and/or a Function-as-a-Service (FaaS) model,
although 1t 1s to be appreciated that numerous other cloud
infrastructure arrangements could be used. Also, illustrative
embodiments can be implemented outside of the cloud
infrastructure context, as in the case of a stand-alone com-
puting and storage system implemented within a given
enterprise.

The network 104 1s assumed to comprise a portion of a
global computer network such as the Internet, although other
types of networks can be part of the network 104, including
a wide area network (WAN), a local area network (LAN), a
satellite network, a telephone or cable network, a cellular
network, a wireless network such as a WiF1 or WiMAX
network, or various portions or combinations of these and
other types of networks. The network 104 1n some embodi-
ments therefore comprises combinations of multiple differ-
ent types of networks each comprising processing devices
configured to communicate using Internet Protocol (IP) or
other communication protocols.

As a more particular example, some embodiments may
utilize one or more high-speed local networks i which
associated processing devices communicate with one
another utilizing Peripheral Component Interconnect
express (PCle) cards of those devices, and networking
protocols such as InfiniBand, Gigabit Ethernet or Fibre
Channel. Numerous alternative networking arrangements
are possible 1n a given embodiment, as will be appreciated
by those skilled in the art.

The storage system 105 1s accessible to the host devices
102 over the network 104. The storage system 105 com-
prises a plurality of storage devices 106 and an associated
storage controller 108. The storage devices 106 store storage
volumes 110-1, 110-2, . . . 110-M. The storage volumes 110
illustratively comprise respective logical units (LUNSs) or
other types of logical storage volumes.

The storage devices 106 1llustratively comprise solid state
drives (SSDs). Such SSDs are implemented using non-
volatile memory (NVM) devices such as flash memory.
Other types of NVM devices that can be used to implement
at least a portion of the storage devices 106 include non-
volatile random access memory (NVRAM), phase-change
RAM (PC-RAM) and magnetic RAM (MRAM). These and
various combinations of multiple different types of NVM
devices may also be used.

However, 1t 1s to be appreciated that other types of storage
devices can be used 1n other embodiments. For example, a
given storage system as the term 1s broadly used herein can
include a combination of diflerent types of storage devices,
as 1n the case of a multi-tier storage system comprising a
flash-based fast tier and a disk-based capacity tier. In such an
embodiment, each of the fast tier and the capacity tier of the
multi-tier storage system comprises a plurality of storage
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devices with different types of storage devices being used 1n
different ones of the storage tiers. For example, the fast tier
may comprise tlash drives while the capacity tier comprises
hard disk drives. The particular storage devices used 1n a
given storage tier may be varied 1n other embodiments, and
multiple distinct storage device types may be used within a
single storage tier. The term “storage device” as used herein
1s intended to be broadly construed, so as to encompass, for
example, flash drives or other types of SSDs, hard disk
drives (HDDs), hybrid drives or other types ol storage
devices.

In some embodiments, the storage system 105 illustra-
tively comprises a scale-out all-flash content addressable
storage array such as an XtremIO™ storage array from Dell
EMC of Hopkinton, Mass.

For example, the storage system 1035 can comprise an
XtremIO™ storage array or other type of content address-
able storage system suitably modified to incorporate sub-
volume snapshot generation techniques as disclosed herein.
The content addressable storage system 1n such an embodi-
ment 1s illustratively implemented as a clustered storage
system and includes a plurality of storage nodes each
comprising a corresponding subset of the storage devices
106. Each of the storage nodes 1s assumed to be imple-
mented using at least one processing device comprising a
processor coupled to a memory. The storage controller of the
content addressable storage system 1s also implemented 1n a
distributed manner so as to comprise a plurality of distrib-
uted storage controller components implemented on respec-
tive ones of the storage nodes. Such a storage controller 1s
also referred to herein as a “distributed storage controller.”
Communication links may be established between compo-
nents of a distributed storage controller using well-known
communication protocols such as IP, Transmission Control
Protocol (TCP), and remote direct memory access (RDMA).

Other types of storage arrays, including by way of
example VNX® and Symmetrix VMAX® storage arrays
also from Dell EMC, can be used to implement storage
system 105 1n other embodiments.

The term “‘storage system” as used herein 1s therefore
intended to be broadly construed, and should not be viewed
as being limited to content addressable storage systems or
flash-based storage systems. A given storage system as the
term 1s broadly used herein can comprise, for example,
network-attached storage (NAS), storage area networks
(SANSs), direct-attached storage (DAS) and distributed DAS,
as well as combinations of these and other storage types,
including software-defined storage.

Other particular types of storage products that can be used
in 1mplementing storage system 1035 1n 1llustrative embodi-
ments include all-flash and hybrid flash storage arrays such
as Unity™ software-defined storage products such as Sca-
leIO™ and ViIPR®, cloud storage products such as Elastic
Cloud Storage (ECS), object-based storage products such as
Atmos®, and scale-out NAS clusters comprising Isilon®
platform nodes and associated accelerators, all from Dell
EMC. Combinations of multiple ones of these and other
storage products can also be used 1n implementing a given
storage system 1n an illustrative embodiment.

The storage controller 108 of storage system 105 1n the
FIG. 1 embodiment includes a snapshot generator 112,
sub-volume snapshot bitmaps 114 and a recovery module
116. The snapshot generator 112, sub-volume snapshot
bitmaps 114 and recovery module 116 are collectively
configured to implement corresponding portions ol a sub-
volume snapshot process such as that illustrated 1n the flow

diagram of FIG. 2.
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The storage controller 108 and storage system 103 should
also be understood to include additional modules and other
components typically found in conventional implementa-
tions of storage controllers and storage systems, although
such additional modules and other components are omitted
from the figure for clarity and simplicity of illustration.

The storage controller 108 via 1ts snapshot generator 112
and sub-volume snapshot bitmaps 114 1s configured to
designate one or more particular portions of a given one of
the storage volumes 110 of storage system 105 for inclusion
in a sub-volume snapshot, and to generate the sub-volume
snapshot as a point-in-time copy of the storage volume that
includes the one or more designated portions of the storage
volume and excludes one or more non-designated portions
of the storage volume. In some embodiments, the storage
volume comprises a particular LUN of the storage system
105, and the sub-volume snapshot 1n such embodiments 1s
also referred to herein as a sub-LUN snapshot.

Although the designation and generation operations are
illustratively performed by the storage controller 108 1n
some embodiments, other embodiments can involve one or
more of the host devices 102 1n at least one of these
operations. Accordingly, some embodiments 1nvolve coop-
erative interaction of the storage controller 108 and a given
one of the host devices 102 1n generating a sub-volume
snapshot. For example, the designation operation can be
performed at least in part by a host device 1n an application-
aware manner to be described 1n more detail elsewhere
herein, while the generation operation can be performed at
least 1n part by the storage system populating entries of a
corresponding one of the bitmaps 114. Numerous other
arrangements ol the designation and generation operations
are possible. Terms such as “generating a sub-volume snap-
shot” as used herein are therefore mtended to be broadly
construed, so as to encompass various arrangements 1in
which at least one of a storage controller and a host device
perform operations to provide such a snapshot.

The system 100 can be configured such that sub-volume
snapshots are generated for respective ones of the storage
volumes 110, or for respective ones of a subset of the storage
volumes 110.

In some embodiments, a particular one of the storage
volumes 110 for which a sub-volume snapshot 1s generated
in the system 100 comprises a LUN of a virtual machine file
system (VMFES). For example, the one or more designated
portions of the LUN of the VMFS to be included 1n the
sub-LUN snapshot illustratively comprise at least one virtual
machine storage drive file of the LUN of the VMFS. Such
a virtual machine storage drive file in some embodiments 1s
more particularly referred to as a virtual machine disk
(VMDK) file, or as a virtual hard disk (VHD) file. These and
other references to “disks” herein are intended to be broadly
construed, and are not limited to HDDs or other rotational
media. The one or more non-designated portions of the LUN
of the VMFS 1llustratively comprise at least one file of the
LUN of the VMEFS other than a virtual machine storage drive
file.

Such arrangements allow sub-LUN snapshots to be gen-
erated, for example, for only one or more designated VMDK
files of a particular LUN of the VMFS, thereby reducing the
amount of storage space consumed by the snapshots while
still providing desired levels of protection. More particu-
larly, the use of sub-LUN snapshots of this type avoids
excessive amounts of storage resources and processing
overhead that would otherwise be consumed by using snap-

shots of the full VMFES LUN.
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In some embodiments, the VMFES more particularly com-
prises a VMware® VMES of the type utilized in VMware®
ESX server soitware to store files m a virtualized environ-

ment. The VMware® VMES 1s designed to store files within
a virtual machine. Multiple virtual machines can share a
single VMES. Other types of VMFS implementations can be
used in other embodiments.

The VMware® ESX server software 1s an example of an

application that may be running on one or more of the host

devices 102. The VMware® ESX server soitware illustra-
tively stores numerous VMDK files within the VMFS.
Although the VMFS supports snapshots, such snapshots are
at the full-volume level, and therefore ineflicient for the
reasons previously described. Illustrative embodiments
overcome this limitation by providing functionality for
generation of sub-volume snapshots, such as a snapshot
comprising only one or more designated VMDK files within

a potentially much larger tull VMFS LUN.

Similar advantages are provided in other embodiments
using other types of storage volumes utilized by other
applications. For example, an Oracle database application or
other type of database application running on one or more of
the host devices 102 may be configured to manage multiple
distinct types of objects within a single LUN of a file system.
[llustrative embodiments allow sub-LUN snapshots to be
generated for one or more designated objects within the
single LUN, thereby conserving storage resources. For
example, sub-LUN snapshots may be generated 1n 1llustra-
tive embodiments for particular designated log files, data-
base files or other objects of a particular type within a given
LUN. Any remaining objects that are part of the same LUN
managed within the same file system of the database appli-
cation are not designated and therefore not part of the
sub-LUN snapshot.

Hlustrative embodiments therefore provide “application-
aware” sub-volume snapshots, 1n that different types of files
or other objects can be designated for inclusion in different
sub-volume snapshots for different storage volumes utilized
by different applications, such as the example VMFS and
database applications described above. The configuration of
the sub-volume snapshots can therefore vary from applica-
tion to application.

The sub-volume snapshot bitmaps 114 illustratively com-
prise a separate bitmap for each of the storage volumes 110
for which a sub-volume snapshot 1s generated 1n the system
100. The sub-volume snapshot bitmaps 114 are examples of
what are more generally referred to as “data structures™
maintained for corresponding ones of the storage volumes
110 by the storage controller 108. A particular one of the
bitmaps maintained for a corresponding one of the storage
volumes 110 1illustratively comprises a plurality of entries
corresponding to respective ones of the portions of that
storage volume.

Each entry 1n such a bitmap illustratively stores a single
bit indicating whether or not the corresponding portion of
the storage volume 1s 1included 1n the sub-volume snapshot.
Accordingly, a given one of the entries 1n the bitmap having
a lirst value (e.g., a logic one value) indicates that the
corresponding one of the portions of the storage volume 1s
designated for inclusion in the sub-volume snapshot. Simi-
larly, the given one of the entries 1n the bitmap having a
second value (e.g., a logic zero value) indicates that the
corresponding one of the portions of the storage volume 1s
not designated for inclusion in the sub-volume snapshot.
Numerous other types of data structures, entries and values
can be used 1n other embodiments.
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In some embodiments, the portions of the storage volume
comprise respective fixed-size blocks and the particular
entries 1n the data structure correspond to respective ones of
the fixed-size blocks, although numerous other arrange-
ments are possible. Accordingly, the portions of the storage
volume 1n other embodiments can comprise various com-
binations of blocks of different or variable sizes.

The generation of the sub-volume snapshot for a particu-
lar one of the storage volumes 110 1n some embodiments 1s
based at least 1n part on a corresponding full-volume snap-
shot generated for that storage volume by the snapshot
generator 112 of the storage controller 108. The snapshot
generator 112 1in such embodiments 1s therefore configured
to generate full-volume snapshots and also to utilize the
tull-volume snapshots and corresponding ones of the bait-
maps 114 in generating sub-volume snapshots.

For example, generating a sub-volume snapshot for a
particular one of the storage volumes 110 1n some embodi-
ments more particularly comprises generating a full-volume
snapshot of the storage volume, and determining the one or
more designated portions of the storage volume to be
included in the sub-volume snapshot. The sub-volume snap-
shot 1s then configured by populating entries of a data
structure maintained for the storage volume such that the
one or more designated portions are retained from the
tull-volume snapshot as the sub-volume snapshot and the
one or more non-designated portions are not retained from
the full-volume snapshot.

The sub-volume snapshot 1s therefore retained by the
storage controller 108, while the remaining portions of the
full-volume snapshot are not retained by the storage con-
troller 108. As a result, the storage space that would other-
wise be consumed in retaining the entire full-volume snap-
shot 1s considerably reduced by retaining only the sub-
volume snapshot.

As mentioned previously, the storage system 105 and 1ts
storage controller 108 1nteract with one or more of the host
devices 102 1n generating sub-volume snapshots for respec-
tive ones of the storage volumes 110.

For example, in some embodiments the storage controller
108 interacts with a particular one of the host devices 102 1n
order to determine which portion or portions of a storage
volume are to be included 1n its corresponding sub-volume
snapshot. This can more particularly involve mounting a file
system for the storage volume on the host device, and
parsing lile system metadata for the storage volume on the
host device to 1dentity the one or more designated portions
of the storage volume to be included in the sub-volume
snapshot. Information identifying the one or more desig-
nated portions 1s then communicated from the host device to
the storage controller 108 over the network 104. This
identifying information 1s then utilized by the storage con-
troller 108 to populate the particular one of the bitmaps 114
corresponding to the storage volume 1n conjunction with
generation of i1ts sub-volume snapshot. Numerous other
techniques can be used 1n generating sub-volume snapshots
in other embodiments.

A given one of the sub-volume snapshots generated 1n the
manner described above 1s illustratively utilized to recover
from a failure 1n at least one of the one or more designated
portions of the storage volume. For example, the recovery
module 116 1s 1llustratively configured to detect a failure in
at least one of the one or more designated portions of the
storage volume, and to utilize the corresponding portion or
portions of the sub-volume snapshot to recover from the
detected failure.
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Multiple sub-volume snapshots can be generated over
time for a given one of the storage volumes 110. The given
storage volume designated for generation of sub-volume
snapshots 1n the storage system 105 illustratively comprises
a set of one or more LUNSs or other instances of the storage
volumes 110 of the storage system 105. Each such LUN or
other storage volume illustratively comprises at least a
portion ol a physical storage space of one or more of the
storage devices 106.

The storage system 105 1s illustratively configured to
store the sub-volume snapshots for the storage volume in a
tree structure 1in which the sub-volume snapshots are desig-
nated as collectively comprising a sub-volume snapshot
group. The term “snapshot group™ as used herein 1s intended
to be broadly construed so as to encompass a set of snap-
shots generated over time for a particular storage volume or
set of storage volumes. Individual sub-volume snapshots of
the snapshot group illustratively correspond to respective
point-in-time replicas of one or more designated portions of
the storage volume.

A given such tree structure 1llustratively stores at least one
snapshot group comprising a plurality of snapshots having
parent-chuld relationships and other types of ancestor rela-
tionships.

For example, a given snapshot may be designated as a
chuld snapshot of the snapshot group in the tree structure
relative to a previous snapshot which 1s designated as a
parent snapshot of the snapshot group 1n the tree structure.

In some embodiments, the tree structure utilized to store
the snapshots for a snapshot group comprises a snapshot tree
constructed for the storage volume.

Other types of tree structures implemented using a wide
variety of alternative data structures such as tables can be
used to store information characterizing snapshots of a
snapshot group 1n other embodiments.

In some embodiments, the recovery module 116 of the
storage controller 108 1s further configured to 1mitiate res-
toration of the storage volume utilizing a selected one of the
sub-volume snapshots.

Various automated actions may be taken 1n at least one of
the host devices 102 and the storage system 1035 based at
least 1 part on snapshots generated in the manner described
above. For example, the sub-volume snapshots are utilized
in some embodiments to allow users of the storage system
105 to recover from data corruption by restoring one or more
storage volumes using one or more sub-volume snapshots.
Accordingly, one or more sub-volume snapshots can be used
to support automated rollback of a storage volume or set of
storage volumes to a previous point 1 time.

As another example, sub-volume snapshots may be used
in conjunction with synchronous or asynchronous replica-
tion of data from the storage system 105 at a production site

or datacenter to another storage system at a recovery site or
datacenter, in order to support disaster recovery functional-
ty.

The above-described operations carried out in conjunc-
tion with a process for generation of sub-volume snapshots
in the storage system 105 are illustratively performed at least
in part under the control of the storage controller 108
utilizing 1ts snapshot generator 112, sub-volume snapshot
bitmaps 114 and recovery module 116.

The host devices 102 and storage system 105 1n the FIG.
1 embodiment are assumed to be implemented using at least
one processing platiorm each comprising one or more
processing devices each having a processor coupled to a
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memory. Such processing devices can illustratively include
particular arrangements of compute, storage and network
resources.

The host devices 102 and the storage system 1035 may be
implemented on respective distinct processing platiorms,
although numerous other arrangements are possible. For
example, 1n some embodiments at least portions of the host
devices 102 and the storage system 105 are implemented on
the same processing platform. The storage system 105 can
therefore be implemented at least 1n part within at least one
processing platform that implements at least a portion of the
host devices 102.

The term “processing platform™ as used herein 1s intended
to be broadly construed so as to encompass, by way of
illustration and without limitation, multiple sets of process-
ing devices and associated storage systems that are config-
ured to communicate over one or more networks. For
example, distributed implementations of the system 100 are
possible, 1n which certain components of the system reside
in one data center 1n a first geographic location while other
components of the system reside 1n one or more other data
centers 1n one or more other geographic locations that are
potentially remote from the first geographic location. Thus,
it 1s possible 1n some 1implementations of the system 100 for
the host devices 102 and storage system 105 to reside in
different data centers. Numerous other distributed imple-
mentations of one or both of the host devices 102 and the
storage system 105 are possible. Accordingly, the storage
system 105 can also be implemented 1n a distributed manner
across multiple data centers.

Additional examples of processing platforms utilized to
implement host devices and/or storage systems in illustrative
embodiments will be described 1n more detail below 1n
conjunction with FIGS. 5 and 6.

It 1s to be appreciated that these and other features of
illustrative embodiments are presented by way of example
only, and should not be construed as limiting in any way.

Accordingly, different numbers, types and arrangements
of system components such as host devices 102, network
104, storage system 105, storage devices 106, storage con-
troller 108 and storage volumes 110 can be used in other
embodiments.

It should be understood that the particular sets of modules
and other components implemented in the system 100 as
illustrated 1n FIG. 1 are presented by way of example only.
In other embodiments, only subsets of these components, or
additional or alternative sets of components, may be used,
and such components may exhibit alternative functionality
and configurations.

For example, in other embodiments, functionality for
generation of sub-volume snapshots can be implemented 1n
one or more host devices, or partially 1n a host device and
partially 1n a storage system. Accordingly, illustrative
embodiments are not limited to arrangements in which all
such functionality 1s implemented 1n a storage system or a
host device, and therefore encompass various hybnd
arrangements 1n which the functionality 1s distributed over
one or more storage systems and one or more associated host
devices, each comprising one or more processing devices.

The operation of the information processing system 100
will now be described 1n further detail with reference to the
flow diagram of the illustrative embodiment of FIG. 2. The
process as shown includes steps 200 through 210, and 1s
suitable for use 1n system 100 but 1s more generally appli-
cable to other types of information processing systems 1n
which a storage system 1s configured to generate sub-volume
snapshots for one or more storage volumes and to take one
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or more automated actions based at least in part on the
generated sub-volume snapshots. The steps are illustratively
performed at least 1n part under the control of the snapshot
generator 112, sub-volume snapshot bitmaps 114 and recov-
ery module 116 in the storage controller 108 of storage
system 105 1n system 100.

In step 200, one or more portions of a particular identified
storage volume are designated for inclusion 1n a sub-volume
snapshot to be generated for that storage volume. The
identified storage volume 1s 1llustratively one of a plurality
of logical storage volumes stored in the storage system, such
as one of the storage volumes 110 of storage system 105.
Multiple storage volumes can be i1dentified for sub-volume
snapshot generation 1n step 200. For example, one or more
sets of storage volumes each comprising a plurality of
storage volumes can be identified. It will be assumed for
clarity and simplicity of the following description that a
single storage volume 1s 1denftified, but the techmiques
described can be extended in a straightforward manner to
multiple storage volumes as well as multiple sets of storage
volumes.

In step 202, a full-volume snapshot of the storage volume
1s generated at a designated point 1mn time, possibly 1n
accordance with a predetermined schedule previously estab-
lished for the storage volume. For example, the predeter-
mined schedule may provide that snapshots are taken at each
of a plurality of recurring intervals so as to produce a
sequence ol regularly-spaced snapshots over time. Such
snapshots are illustratively generated utilizing a snapshot
generator such as snapshot generator 112 in the storage
controller 108. The storage system determines the particular
ones of the snapshots of the sequence to retain in accordance
with a snapshot retention policy and deletes any of the
snapshots that are not retained.

In step 204, a sub-volume snapshot 1s configured for the
storage volume by populating entries of a bitmap or other
type of data structure maintained for the storage volume in
the manner previously described. The entries of the bitmap
or other data structure are populated 1n a manner that ensures
that the one or more designated portions are retained from
the full-volume snapshot as the sub-volume snapshot and
that one or more non-designated portions are not retained
from the full-volume snapshot.

In step 206, the sub-volume snapshot continues to be
retained 1n the storage system. The remaining non-desig-
nated portions of the corresponding full-volume snapshot
are not retained, thereby conserving storage space within the
storage system.

In step 208, a determination 1s made as to whether or not
any failure 1s detected 1n a portion or portions of the storage
volume included in the sub-volume snapshot. If such a
tallure 1s detected, the process moves to step 210, and
otherwise returns to step 206.

In step 210, the sub-volume snapshot 1s utilized to recover
from the detected failure.

Although not explicitly illustrated 1n the figure, additional
sub-volume snapshots can be generated for the storage
volume over time, possibly by repeating steps 202, 204 and
206 at regular specified intervals.

One or more previously-generated sub-volume snapshots
of the storage volume may be deleted as one or more newer
sub-volume snapshots are generated for the storage volume,
in accordance with a snapshot retention policy.

The FIG. 2 process can be terminated under various
conditions, possibly by or under the control of the storage
controller 108, such as a change in the designation previ-
ously made in step 200, a remapping, rezoning or other
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reconfiguration of the 1dentified storage volume, or deletion
of the identified storage volume.

The sub-volume snapshots generated by a given storage
system 1n conjunction with the FIG. 2 process may be
utilized to perform one or more automated actions in the
storage system. For example, the storage system may utilize
one or more sub-volume snapshots to support automated
rollback of the one or more designated portions of the
storage volume to a previous point 1n time, or to support
synchronous or asynchronous replication of the one or more
designated portions of the storage volume from the storage
system to another storage system or to another portion of the
same storage system. These and numerous other automated
actions may be taken utilizing sub-volume snapshots gen-
erated for a particular storage volume 1n a given storage
system 1n conjunction with the FIG. 2 process.

The particular processing operations and other system
functionality described in conjunction with the flow diagram
of FIG. 2 are presented by way of illustrative example only,
and should not be construed as limiting the scope of the
disclosure 1n any way. Alternative embodiments can use
other types of processing operations for generation of sub-
volume snapshots and for utilization of such sub-volume
snapshots in performing failure recovery or other automated
actions. For example, the ordering of the process steps may
be varied in other embodiments, or certain steps may be
performed at least in part concurrently with one another
rather than serially. Also, one or more of the process steps
may be repeated periodically, or multiple instances of the
process can be performed in parallel with one another in
order to mmplement a plurality of different sub-volume
snapshot generation processes for respective different sets of
one or more storage volumes or for different storage systems
or portions thereol within a given information processing
system.

Functionality such as that described 1n conjunction with
the flow diagram of FIG. 2 can be implemented at least in
part in the form of one or more soitware programs stored in
memory and executed by a processor of a processing device
such as a computer or server. As will be described below, a
memory or other storage device having executable program
code of one or more software programs embodied therein 1s
an example of what 1s more generally referred to herein as
a “processor-readable storage medium.”

For example, a storage controller such as storage control-
ler 108 of storage system 105 that i1s configured to control
performance ol one or more steps of the FIG. 2 process in
the system 100 can be implemented as part of what 1s more
generally referred to herein as a processing platform com-
prising one or more processing devices each comprising a
processor coupled to a memory. A given such processing
device may correspond to one or more virtual machines or
other types of virtualization infrastructure such as Docker
containers or Linux containers (LXCs). The storage control-
ler 108, as well as other system components, may be
implemented at least 1n part using processing devices of
such processing platforms. For example, in a distributed
implementation of the storage controller 108, respective
distributed modules of such a storage controller can be
implemented 1n respective containers running on respective
ones of the processing devices of a processing platform.

Additional 1illustrative embodiments will now be
described with reference to FIGS. 3 and 4, which show
examples of LUNs and sub-LUN snapshots generated from
those LUNs using the techniques disclosed herein.

Referring mitially to FIG. 3, an original LUN 300 shown
in the first column at the far left side of the figure comprises
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a plurality of portions 302-1 through 302-8 as shown.
Particular portions of the original LUN 300 are designated
for inclusion 1n a sub-LUN snapshot 304 of the original
LUN 300. These particular portions as shown 1n the second
column of the figure include portions 302-2 and 302-4. The
sub-LUN snapshot 304 1s generated in this embodiment as

a point-in-time copy that includes the one or more desig-
nated portions 302-2 and 302-4 of the original LUN 300 and

excludes the non-designated portions 302-1, 302-3, 302-5,
302-6, 302-7 and 302-8 of the original LUN 300.

The sub-LUN snapshot 304 remains unchanged even if
the designated portions are changed in the original LUN
300. For example, the third column of the figure illustrates
new data 305 being written to the original LUN 300 to
produce an updated LUN 1n which portions 302-2 and 302-7
are overwritten with respective portions comprising new
data 305-2 and 305-7. However, the sub-LUN 304 remains

unchanged after the new data 305 1s written, as illustrated in
the fourth column at the far right side of the figure. Accord-
ingly, the sub-LUN snapshot preserves the point-in-time
copy of designated portions 302-2 and 302-4 of the original
LUN 300.

The sub-LUN snapshot 304 1s illustratively implemented
at least 1 part by maintaiming a bitmap or other data
structure which indicates which blocks of the LUN are part
of the sub-LUN snapshot 304. For example, 1f the basic
block size of the storage system 1s 16 KB or 32 KB, the data
structure 1ncludes entries for respective ones of the 16 KB or
32 KB blocks indicating whether or not the corresponding
block 1s designated for inclusion in the sub-LUN snapshot
304. For any blocks that are not designated for inclusion,
those blocks can be overwritten with new data, such as new
data 305-7 in the FIG. 3 embodiment. A user accessing the
corresponding oflset of a given such non-designated block 1n
the storage volume will therefore access the new data and
not the data at the time of the snapshot. For any blocks that
are designated for inclusion, those blocks cannot be over-
written with new data, such as new data 305-2 in the FIG.
3 embodiment. A user accessing the corresponding offset of
a given such designated block in the storage volume will
access the data at the time of the snapshot and not the new
data. The new data directed to the designated block can be
copied on write or redirected on write so as to not overwrite
the designated block of the sub-LUN snapshot.

In this embodiment, the sub-LUN snapshot is illustra-
tively generated using the following example process:

1. The storage system generates a full-volume snapshot of
the LUN.

2. The file system of the LUN 1s mounted to a host device.

3. The host device analyzes file system metadata for the
LUN to 1dentity one or more designated portions of the LUN
to be included in the sub-LUN snapshot. As mentioned
previously, such identification can be done 1n an application-
aware manner, such that it varies depending upon the type of
application running on the host. The designation of particu-
lar portions can therefore be at least in part predetermined
based on the application type.

4. The host device communicates information identifying
the one or more designated portions from the host device to
the storage system.

5. The storage system populates its bitmap for the sub-
LUN snapshot using the information received from the host
device. This effectively converts a full-LUN snapshot to a
sub-LUN snapshot 1n the storage system.

The ordering and configuration of these and other process
steps referred to herein can be varied 1n other embodiments.

10

15

20

25

30

35

40

45

50

55

60

65

14

In some embodiments, the host device modifies at least
portions of the file system metadata. For example, 1t may
modily the file system metadata to indicate that particular
portions of the LUN are included 1n a sub-LUN snapshot,
such as one or more VMDK files 1n the case of a VMFS
LUN.

FIG. 4 shows an example of a VMFS LUN 400 and 1ts
corresponding sub-LUN snapshot 1n an illustrative embodi-
ment. The VMFES LUN 400 1n this embodiment comprises
blocks 402-1 through 402-8 as shown. These LUN blocks
402 are examples of what are more generally referred to
herein as respective “portions™ of a storage volume.

The block 402-8 represents file system metadata for the
VMES LUN 400 and 1llustratively describes structure of the
corresponding file system. This file system metadata indi-
cates that the VMFS LUN 400 includes two distinct VMDK
files, each comprising two blocks. More particularly, a first
VMDXK file comprises blocks 402-2 and 402-3, and a second
VMDK file comprises blocks 402-5 and 402-7.

In the corresponding sub-LUN snapshot 404, the file
system metadata 1n block 402-8 1s illustratively modified to
indicate that the sub-LUN snapshot 404 includes only a
single VMDK file, namely, the second VMDK file compris-
ing blocks 402-5 and 402-7. The remaining blocks of the
VMES LUN 400 are not designated as part of the sub-LUN
snapshot 404.

The particular arrangements of blocks, file system meta-
data and other features of the LUNSs and sub-LUN snapshots
shown 1n FIGS. 3 and 4 are presented by way of example
only, and can be varied in other embodiments.

As mentioned previously, sub-LUN snapshots of the type
described above can be utilized in recovery of the corre-
sponding portions of the LUN in the event of failures
impacting those portions. For example, with reference to the
FIG. 4 example, the single VMDK that 1s part of the
sub-LUN snapshot 404 can be copied from the sub-LUN
snapshot 404 into the storage volume responsive to a
detected failure.

[lustrative embodiments of a storage system with sub-
volume snapshot generation functionality as disclosed
herein can provide a number of significant advantages
relative to conventional arrangements.

For example, some embodiments are advantageously con-
figured to control generation of sub-volume snapshots for a
given storage volume of the storage system 1n a manner that
reduces the amount of storage space that would otherwise be
consumed by full-volume snapshots while still providing
desired levels of protection.

Such arrangements are particularly useful 1n the context
of virtual machine file systems 1n which excessive amounts
ol storage resources and processing overhead might other-
wise be consumed by using full-volume snapshots, but also
find advantageous application 1n numerous other storage
system contexts.

[lustrative embodiments disclosed herein can consider-
ably reduce the amounts of storage system computational
and memory resources that are consumed 1n generating and
storing snapshots, thereby leading to improved storage sys-
tem performance.

Functionality for sub-volume snapshot generation and
associated automated processing based at least in part on the
resulting sub-volume snapshots can be implemented in a
storage system, 1n a host device, or partially 1n a storage
system and partially 1n a host device.

It 1s to be appreciated that the particular advantages
described above and elsewhere herein are associated with
particular 1llustrative embodiments and need not be present
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in other embodiments. Also, the particular types of infor-
mation processing system features and functionality as 1llus-
trated 1n the drawings and described above are exemplary
only, and numerous other arrangements may be used in other
embodiments.

[lustrative embodiments of processing platiorms utilized
to 1mplement host devices and storage systems with sub-
volume snapshot generation functionality will now be
described 1n greater detail with reference to FIGS. 5 and 6.
Although described in the context of system 100, these
platforms may also be used to implement at least portions of
other information processing systems in other embodiments.

FIG. 5 shows an example processing platiorm comprising,
cloud infrastructure 500. The cloud infrastructure 500 com-
prises a combination of physical and virtual processing
resources that may be utilized to implement at least a portion
of the mformation processing system 100. The cloud infra-
structure 500 comprises multiple virtual machines (VMs)
and/or container sets 502-1, 502-2, . . . 502-L implemented
using virtualization infrastructure 504. The virtualization
inirastructure 504 runs on physical infrastructure 505, and
illustratively comprises one or more hypervisors and/or
operating system level virtualization infrastructure. The
operating system level virtualization infrastructure 1llustra-
tively comprises kernel control groups of a Linux operating,
system or other type of operating system.

The cloud infrastructure 500 further comprises sets of
applications 310-1, 510-2, . . . 5310-L running on respective
ones of the VMs/container sets 502-1, 502-2, . . . 502-L
under the control of the virtualization infrastructure 504. The
VMs/container sets 502 may comprise respective VMs,
respective sets of one or more containers, or respective sets
of one or more containers running in VMs.

In some 1mplementations of the FIG. 5 embodiment, the
VMs/container sets 502 comprise respective VMs 1mple-
mented using virtualization infrastructure 504 that com-
prises at least one hypervisor. Such implementations can
provide sub-volume snapshot generation functionality of the
type described above for one or more processes running on
a given one of the VMs. For example, the VMs can be used
to implement sub-volume snapshot generation functionality
in the system 100.

An example of a hypervisor platiorm that may be used to
implement a hypervisor within the virtualization infrastruc-
ture 504 1s the VMware® vSphere® which may have an
associated virtual infrastructure management system such as
the VMware® vCenter™. The underlying physical
machines may comprise one or more distributed processing,
platforms that include one or more storage systems.

In other implementations of the FIG. 5 embodiment, the
VMs/container sets 502 comprise respective containers
implemented using virtualization infrastructure 504 that
provides operating system level virtualization functionality,
such as support for Docker containers running on bare metal
hosts, or Docker containers running on VMs. The containers
are 1llustratively implemented using respective kernel con-
trol groups of the operating system. Such implementations
can also provide sub-volume snapshot generation function-
ality of the type described above. For example, a container
host device supporting multiple containers of one or more
container sets can implement sub-volume snapshot genera-
tion functionality 1n the system 100.

As 1s apparent from the above, one or more of the
processing modules or other components of system 100 may
cach run on a computer, server, storage device or other
processing platform element. A given such element may be
viewed as an example of what 1s more generally referred to
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herein as a “processing device.” The cloud infrastructure
500 shown 1 FIG. 5 may represent at least a portion of one
processing platiorm. Another example of such a processing
platform 1s processing platform 600 shown 1n FIG. 6.

The processing platform 600 1n this embodiment com-
prises a portion of system 100 and includes a plurality of
processing devices, denoted 602-1, 602-2, 602-3, . .. 602-K,
which communicate with one another over a network 604.

The network 604 may comprise any type of network,
including by way of example a global computer network
such as the Internet, a WAN, a LAN, a satellite network, a
telephone or cable network, a cellular network, a wireless
network such as a WiF1 or WiIMAX network, or various
portions or combinations of these and other types of net-
works.

The processing device 602-1 1n the processing platform
600 comprises a processor 610 coupled to a memory 612.

The processor 610 may comprise a miCroprocessor, a
microcontroller, an application-specific integrated circuit
(ASIC), a field-programmable gate array (FPGA), graphics
processing unit (GPU) or other type of processing circuitry,
as well as portions or combinations of such circuitry ele-
ments.

The memory 612 may comprise random access memory
(RAM), read-only memory (ROM), flash memory or other
types of memory, in any combination. The memory 612 and
other memories disclosed herein should be viewed as 1llus-
trative examples of what are more generally referred to as
“processor-readable storage media” storing executable pro-
gram code of one or more software programs.

Articles of manufacture comprising such processor-read-
able storage media are considered 1llustrative embodiments.
A given such article of manufacture may comprise, for
example, a storage array, a storage disk or an integrated
circuit contaiming RAM, ROM, flash memory or other
clectronic memory, or any of a wide variety of other types
of computer program products. The term “article of manu-
facture” as used herein should be understood to exclude
transitory, propagating signals. Numerous other types of
computer program products comprising processor-readable
storage media can be used.

Also included 1n the processing device 602-1 1s network
interface circuitry 614, which 1s used to interface the pro-
cessing device with the network 604 and other system
components, and may comprise conventional transceivers.

The other processing devices 602 of the processing plat-
form 600 are assumed to be configured 1n a manner similar
to that shown for processing device 602-1 in the figure.

Again, the particular processing plattorm 600 shown 1n
the figure 1s presented by way of example only, and system
100 may include additional or alternative processing plat-
forms, as well as numerous distinct processing platforms 1n
any combination, with each such platiorm comprising one or
more computers, servers, storage devices or other processing
devices.

For example, other processing platiorms used to imple-
ment 1illustrative embodiments can comprise converged

infrastructure such as VxRaill™, VxRack™, VxRack™
FLEX, VxBlock™ or Vblock® converged infrastructure
from VCE, the Virtual Computing Environment Company,
now the Converged Platform and Solutions Division of Dell
EMC.

It should therefore be understood that in other embodi-
ments different arrangements of additional or alternative
clements may be used. At least a subset of these elements
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may be collectively implemented on a common processing,
platform, or each such element may be implemented on a
separate processing platform.

As 1ndicated previously, components of an information
processing system as disclosed herein can be implemented at
least 1n part in the form of one or more software programs
stored 1n memory and executed by a processor of a process-
ing device. For example, at least portions of the sub-volume
snapshot generation functionality of one or more compo-
nents of a storage system and/or a host device as disclosed
herein are illustratively implemented in the form of software
running on one or more processing devices.

It should again be emphasized that the above-described
embodiments are presented for purposes of illustration only.
Many variations and other alternative embodiments may be
used. For example, the disclosed techniques are applicable
to a wide variety of other types of information processing
systems, host devices, storage systems, storage nodes, stor-
age devices, storage controllers, sub-volume snapshot gen-
cration processes and associated bitmaps or other data
structures. Also, the particular configurations of system and
device elements and associated processing operations 1llus-
tratively shown in the drawings can be varied in other
embodiments. Moreover, the various assumptions made
above 1n the course of describing the illustrative embodi-
ments should also be viewed as exemplary rather than as
requirements or limitations of the disclosure. Numerous
other alternative embodiments within the scope of the
appended claims will be readily apparent to those skilled 1n
the art.

What 1s claimed 1s:

1. An apparatus comprising:

at least one processing device comprising a processor

coupled to a memory;

said at least one processing device being configured:

to designate one or more particular portions of a storage

volume of a storage system for inclusion in a sub-
volume snapshot; and
to generate the sub-volume snapshot as a point-in-time
copy that includes the one or more designated portions
of the storage volume and excludes one or more
non-designated portions of the storage volume;

wherein said at least one processing device 1s further
configured to maintain a data structure for the storage
volume with particular entries 1n the data structure
corresponding to respective ones of the portions;

wherein a given one of the entries 1n the data structure
having a first value indicates that the corresponding one
of the portions of the storage volume 1s designated for
inclusion 1n the sub-volume snapshot and the given one
of the entries 1n the data structure having a second value
different than the first value indicates that the corre-
sponding one of the portions of the storage volume 1s
not designated for inclusion in the sub-volume snap-
shot:

wherein generating the sub-volume snapshot comprises:

generating a full-volume snapshot of the storage volume;

determining the one or more designated portions of the
storage volume to be included 1n the sub-volume snap-
shot; and

configuring the sub-volume snapshot by populating

entries of the data structure maintained for the storage
volume such that the one or more designated portions
are retamned from the full-volume snapshot as the
sub-volume snapshot and the one or more non-desig-
nated portions are not retained from the full-volume
snapshot; and
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wherein determining the one or more designated portions
of the storage volume to be included 1n the sub-volume
snapshot comprises:

mounting a file system for the storage volume on a host

device;

parsing file system metadata for the storage volume on the

host device to identily the one or more designated
portions of the storage volume to be included in the
sub-volume snapshot; and

communicating information i1dentitying the one or more

designated portions from the host device to the storage
system.

2. The apparatus of claim 1 wherein the storage volume
comprises at least one logical storage volume comprising at
least a portion of a physical storage space of one or more of
the storage devices.

3. The apparatus of claim 2 wherein the storage volume
comprises a particular logical unit of the storage system.

4. The apparatus of claim 1 wherein the storage volume
comprises a logical unit of a virtual machine file system.

5. The apparatus of claim 4 wheremn the one or more
designated portions of thelogical unit of the virtual machine
file system comprise at least one virtual machine storage
drivefile of the logical unit of the virtual machine file
system.

6. The apparatus of claim 4 wherein the one or more
non-designated portions of the logical unit of the virtual
machine file system comprise at least one file of the logical
unit of the virtual machine file system other than a virtual
machine storage drive file.

7. The apparatus of claam 1 wherein the data structure
comprises a bitmap.

8. The apparatus of claim 1 wherein the portions of the
storage volume comprise respective fixed-size blocks and
the particular entries in the data structure correspond to
respective ones of the fixed-size blocks.

9. The apparatus of claam 1 wherein said at least one
processing device 1s further configured to utilize the sub-
volume snapshot to recover from a failure 1n at least one of
the one or more designated portions of the storage volume.

10. The apparatus of claim 1 wherein said at least one
processing device comprises at least one of:

a storage controller of the storage system; and

a host device coupled to the storage system.

11. A method comprising;:

designating one or more particular portions of a storage

volume of a storage system for inclusion in a sub-
volume snapshot; and
generating the sub-volume snapshot as a point-in-time
copy that includes the one or more designated portions
of the storage volume and excludes one or more
non-designated portions of the storage volume;

wherein the method further comprises maintaining a data
structure for the storage volume with particular entries
in the data structure corresponding to respective ones of
the portions;

wherein a given one of the entries in the data structure

having a first value indicates that the corresponding one
of the portions of the storage volume 1s designated for
inclusion 1n the sub-volume snapshot and the given one
of the entries 1n the data structure having a second value
different than the first value indicates that the corre-
sponding one of the portions of the storage volume 1s
not designated for inclusion in the sub-volume snap-
shot:
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wherein generating the sub-volume snapshot comprises:

generating a full-volume snapshot of the storage volume;

determining the one or more designated portions of the
storage volume to be included 1n the sub-volume snap-
shot; and

configuring the sub-volume snapshot by populating

entries of the data structure maintained for the storage
volume such that the one or more designated portions
are retamned from the full-volume snapshot as the
sub-volume snapshot and the one or more non-desig-
nated portions are not retained from the full-volume
snapshot;

wherein determining the one or more designated portions

of the storage volume to be included 1n the sub-volume
snapshot comprises:

mounting a file system for the storage volume on a host

device;

parsing file system metadata for the storage volume on the

host device to identily the one or more designated
portions of the storage volume to be included in the
sub-volume snapshot; and

communicating information identitying the one or more

designated portions from the host device to the storage
system; and

wherein the method 1s implemented by at least one

processing device comprising a processor coupled to a
memory.

12. The method of claim 11 wherein the storage volume
comprises a logical umit of a virtual machine file system and
turther wherein the one or more designated portions of the
logical unit of the virtual machine file system comprise at
least one virtual machine storage drive file of the virtual
machine file system.

13. A computer program product comprising a non-
transitory processor-readable storage medium having stored
therein program code of one or more soltware programs,
wherein the program code when executed by at least one
processing device causes said at least one processing device:

to designate one or more particular portions of a storage

volume of the storage system for inclusion 1 a sub-
volume snapshot; and
to generate the sub-volume snapshot as a point-in-time
copy that includes the one or more designated portions
of the storage volume and excludes one or more
non-designated portions of the storage volume;

wherein the program code when executed by the at least
one processing device further causes said at least one
processing device to maintain a data structure for the
storage volume with particular entries 1n the data
structure corresponding to respective ones of the por-
tions;

wherein a given one of the entries 1n the data structure

having a first value indicates that the corresponding one
of the portions of the storage volume 1s designated for
inclusion 1n the sub-volume snapshot and the given one
of the entries 1n the data structure having a second value
different than the first value indicates that the corre-
sponding one of the portions of the storage volume 1s
not designated for inclusion in the sub-volume snap-
shot;

wherein generating the sub-volume snapshot comprises:

generating a full-volume snapshot of the storage volume;

determining the one or more designated portions of the

storage volume to be included 1n the sub-volume snap-
shot; and

configuring the sub-volume snapshot by populating
entries of the data structure maintained for the storage
volume such that the one or more designated portions
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are retained from the full-volume snapshot as the
sub-volume snapshot and the one or more non-desig-
nated portions are not retained from the full-volume
snapshot; and

wherein determining the one or more designated portions

of the storage volume to be included 1n the sub-volume
snapshot comprises:

mounting a file system for the storage volume on a host

device;

parsing file system metadata for the storage volume on the

host device to identify the one or more designated
portions of the storage volume to be included in the
sub-volume snapshot; and

communicating information i1dentifying the one or more

designated portions from the host device to the storage
system.

14. The computer program product of claim 13 wherein
the storage volume comprises a logical unit of a virtual
machine file system and further wherein the one or more
designated portions of the logical unit of the virtual machine
file system comprise at least one virtual machine storage
drive file of the virtual machine file system.

15. The computer program product of claim 13 wherein
generating the sub-volume snapshot as the point-in-time
copy comprises generating the point-in-time copy as a
partial snapshot of the storage volume, determined based at
least 1n part on the entries of the data structure, the partial
snapshot including the designated portions of the storage
volume and excluding the non-designated portions of the
storage volume, such that the point-in-time copy 1s not a
copy of the entire storage volume.

16. The method of claim 11 wherein generating the
sub-volume snapshot as the point-in-time copy comprises
generating the point-in-time copy as a partial snapshot of the
storage volume, determined based at least i part on the
entries of the data structure, the partial snapshot including
the designated portions of the storage volume and excluding
the non designated portions of the storage volume, such that
the point-in-time copy 1s not a copy of the entire storage
volume.

17. The apparatus of claim 1 wherein generating the
sub-volume snapshot as the point-in-time copy comprises
generating the point-in-time copy as a partial snapshot of the
storage volume, determined based at least in part on the
entries of the data structure, the partial snapshot including
the designated portions of the storage volume and excluding
the non designated portions of the storage volume, such that
the point-in-time copy 1s not a copy of the entire storage
volume.

18. The computer program product of claim 13 wherein
said at least one processing device 1s further configured to
utilize the sub-volume snapshot to recover from a failure in

at least one of the one or more designated portions of the
storage volume.

19. The computer program product of claim 13 wherein
said at least one processing device comprises at least one of:

a storage controller of the storage system; and

a host device coupled to the storage system.

20. The method of claim 11 wherein said at least one
processing device comprises at least one of:

a storage controller of the storage system; and

a host device coupled to the storage system.
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