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PROGRAMMABLE PROTOCOL PARSER
FOR NIC CLASSIFICATION AND QUEUE
ASSIGNMENTS

CROSS-REFERENCE TO RELATED
APPLICATION

This application 1s a continuation application of U.S.
application Ser. No. 16/026,318, entitled “PROGRAM-
MABLE PROTOCOL PARSER FOR NIC CLASSIFICA-
TION AND QUEUE ASSIGNMENTS,” which was filed on
Jul. 3, 2018 and which 1s a application 1s a divisional
application of U.S. application Ser. No. 14/583,664, entitled
“PROGRAMMABLE PROTOCOL PARSER FOR NIC
CLASSIFICATION AND QUEUE ASSIGNMENTS,”
which was filed on Dec. 27, 2014.

BACKGROUND

Modern computing devices have become ubiquitous tools
for personal, business, and social uses. As such, many
modern computing devices are capable of connecting to
various data networks, mcluding the Internet and corporate
intranets, to retrieve and receive data communications over
such networks. Oftentimes, a computing device connected to
one network needs to communicate with a computing device
connected on a different network.

A networking device, such as a network interface con-
troller (NIC) (also known as a network interface card,
network adapter, LAN adapter, and by similar terms) 1s a
computer hardware component that connects a computer to
a computer network. A NIC mmplements the electronic
circuitry required to communicate using a specific physical
layer and data link layer standard such as Ethernet, Wi-F1 or
Token Ring. This provides a base for a full network protocol
stack, allowing communication among small groups of
computers on the same LAN and large-scale network com-
munications through routable protocols, such as IP.

Current NICs classity packets and assign actions based on
pre-defined, fixed packet types and/or oflsets that are typi-
cally embodied 1n microcode that 1s flashed onto the NIC.
Standard NIC architecture does not allow a user to efliciently
define new protocols, packet types, and/or queue assign-
ments to accommodate new or updated target applications.
Such capabilities may be useful 1n a computing user expe-
rience (UX), particularly, but not exclusively, in software
defined networking (SDN).

SDN 1s a networking architecture i which decisions
regarding how network traffic 1s to be processed and the
devices or components that actually process the network
traflic are decoupled into separate planes (1.e., the control
plane and the data plane). In SDN environments, a central-
ized SDN controller may be used to make forwarding
decisions for network traflic instead of a network device
such as, for example, a network switch. Typically, forward-
ing decisions are communicated to a network device oper-
ating 1 the SDN environment, which in turn forwards
network packets associated with the network traflic to the
next destination based on the forwarding decisions made by

the SDN controller.

BRIEF DESCRIPTION OF THE DRAWINGS

The concepts described herein are illustrated by way of
example and not by way of limitation in the accompanying
figures. For simplicity and clarity of illustration, elements
illustrated 1n the figures are not necessarily drawn to scale.
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2

Where considered appropriate, reference labels have been
repeated among the figures to indicate corresponding or

analogous elements.

FIG. 1 1s a simplified block diagram of at least one
embodiment of a system for managing network packet flow;

FIG. 2 1s a simplified block diagram of at least one
embodiment of an environment of a compute node of the
system FI1G. 1;

FIG. 3 1s a simplified block diagram of at least one
embodiment of an environment of a controller node of the
system of FIG. 1;

FIG. 4 1s a simplified illustration of at least one embodi-
ment of a protocol specification and actions messaging
configuration for a controller node;

FIGS. 5 and 6 are a simplified tlow diagram of at least one

embodiment of a method for updating protocol sequences
suitable for use 1n the embodiments of FIGS. 1-3.

DETAILED DESCRIPTION OF THE DRAWINGS

While the concepts of the present disclosure are suscep-
tible to various modifications and alternative forms, specific
embodiments thereof have been shown by way of example
in the drawings and will be described herein 1n detail. It
should be understood, however, that there 1s no intent to
limit the concepts of the present disclosure to the particular
forms disclosed, but on the contrary, the intention 1s to cover
all modifications, equivalents, and alternatives consistent
with the present disclosure and the appended claims.

References 1n the specification to “one embodiment,” “an
embodiment,” “an illustrative embodiment,” etc., indicate
that the embodiment described may include a particular
feature, structure, or characteristic, but every embodiment
may or may not necessarily include that particular feature,
structure, or characteristic. Moreover, such phrases are not
necessarily referring to the same embodiment. Further, when
a particular feature, structure, or characteristic 1s described
in connection with an embodiment, it 1s submitted that 1t 1s
within the knowledge of one skilled 1n the art to effect such
feature, structure, or characteristic 1n connection with other
embodiments whether or not explicitly described. Addition-
ally, 1t should be appreciated that items included 1n a list 1n
the form of “at least one of A, B, and C” can mean (A); (B);
(C); (A and B); (A and C); (B and C); or (A, B, and C).
Similarly, 1tems listed 1n the form of “at least one of A, B,
or C” can mean (A); (B); (C); (A and B); (A and C); (B and
C); or (A, B, and C).

The disclosed embodiments may be implemented, 1n
some cases, 1n hardware, firmware, software, or any tangi-
bly-embodied combination thereof. The disclosed embodi-
ments may also be implemented as instructions carried by or
stored on one or more non-transitory machine-readable (e.g.,
computer-readable) storage medium, which may be read and
executed by one or more processors. A machine-readable
storage medium may be embodied as any storage device,
mechanism, or other physical structure for storing or trans-
mitting information 1n a form readable by a machine (e.g.,
a volatile or non-volatile memory, a media disc, or other
media device).

In the drawings, some structural or method features may
be shown in specific arrangements and/or orderings. How-
ever, 1t should be appreciated that such specific arrange-
ments and/or orderings may not be required. Rather, in some
embodiments, such features may be arranged in a different
manner and/or order than shown 1n the illustrative figures.
Additionally, the 1inclusion of a structural or method feature
in a particular figure 1s not meant to imply that such feature
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1s required 1n all embodiments and, 1n some embodiments,
may not be included or may be combined with other
features.

Referring now to FIG. 1, an illustrative embodiment of
system 100 for managing network packet flow includes a
controller node 114 communicatively coupled to a plurality
of compute nodes (104-110) via a network 112. In use, the
system 100 of FIG. 1, as well as other embodiments dis-
closed herein, provides wvarious functionalities relating
packet forwarding, routing, filtering, etc. that may be accom-
plished on a local (NIC) level as opposed to a network
switch level. As such, a controller and/or 1ts north bound
APIs can be configured to fully define a protocol. As
discussed 1n more detail below, each compute node 104-110
include an associated NIC, or other networking device,
which include a parser and a compiler to facilitate updating
of control functions of the associated NIC (or other net-
working device). The parser may be programmed 1n sub-
stantially real-time or “on-the-fly” (e.g., while data traflic
and/or packet flow 1s occurring) based on structured pro-
grammable parsing approaches that allow a user to define
both protocol descriptors and a parse graph. Utilizing the
disclosed parser 1n the NIC advantageously provides a better
offload engine (e.g., 1n terms of dropping ACLs or pushing/
popping tags based on on-the-tly customized protocols) and
a way to make packet processing more eflicient 1n the host
(e.g., by forwarding packets of a specific flow on the same
PCle bus as the consuming application or VM so there 1s no
cross-QPI traflic). As such, the parser has the ability to
understand optional tags and headers and filter accordingly.
The compiler of the NIC (or other networking device) may
be configured as a just-in-time compiler that uses a protocol
specification language representation of a parse graph to
create the required hardware updates to support the parse
graph. The compiler may generate microcode, persistent
instructions such as firmware updates, register writes, and so
torth.

In the embodiment illustrated 1n FIG. 1, the compute node
104 (as well as the compute nodes 106-110) may be embod-
ied as any type of computing device capable of performing
the functions described herein. For example, the compute
node 104 may be embodied as, but 1s not limited to, a
computer, a desktop computer, a personal computer (PC), a
tablet computer, a laptop computer, a notebook computer, a
mobile computing device, a smart phone, a cellular tele-
phone, a handset, a messaging device, a work station, a
network appliance, a web appliance, a distributed computing,
system, a multiprocessor system, a processor-based system,
a consumer electronic device, a digital television device, a
set top box, and/or any other computing device configured
to store and access data, and to execute electronic cloud
software and related applications. Compute nodes 2-7 (106-
110) are similarly configured to the arrangement illustrated
in compute node 104.

In the illustrative embodiment of FIG. 1, the compute
node 104 includes a processor 120, an I/O subsystem 122, a
memory 124, a data storage 126, communication circuitry
comprising a NIC 130, and one or more peripheral devices
128. As can be seen 1n the illustrative figure, the NIC 130
may be equipped with its own memory 132 and a processor
134 for processing and updating protocol sequences and
protocol parsing. Of course, the compute node 104 may
include other or additional components, such as those com-
monly found in a digital apparatus and/or computer (e.g.,
various 1nput/output devices), 1n other embodiments. Addi-
tionally, 1n some embodiments, one or more of the illustra-
tive components may be mcorporated 1n, or otherwise form
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4

a portion of, another component. For example, the memory
124, or portions thereof, may be incorporated in the proces-
sor 120 1n some embodiments.

The processor 120 may be embodied as any type of
processor capable of performing the functions described
herein. For example, the processor 120 may be embodied as
a single or multi-core processor(s), a single or multi-socket
processor(s), digital signal processor, microcontroller, or
other processor or processing/controlling circuit. Similarly,
the memory 124 may be embodied as any type of volatile or
non-volatile memory or data storage currently known or
developed in the future and capable of performing the
functions described herein. In operation, the memory 124
may store various data and software used during operation
of the compute node 104 such as operating systems, appli-
cations, programs, libraries, and drivers.

The memory 124 may be communicatively coupled to the
processor 120 via the I/O subsystem 122, which may be
embodied as circuitry and/or components to facilitate mnput/
output operations with the processor 120, the memory 124,
and other components of the compute node 104. For
example, the I/O subsystem 122 may be embodied as, or
otherwise include, memory controller hubs, i1nput/output
control hubs, firmware devices, communication links (i.e.,
point-to-point links, bus links, wires, cables, light guides,
printed circuit board traces, etc.) and/or other components
and subsystems to facilitate the input/output operations. In
some embodiments, the I/O subsystem 122 may form a
portion of a system-on-a-chip (SoC) and be incorporated,
along with the processor 120, the memory 124, and other
components of the compute node 104, on a single integrated
circuit chup.

The NIC 130 of the compute node 104 may be embodied
as any number of devices and/or circuitry for enabling
communications between the compute node 104 and one or
more other external electronic devices and/or systems and
performing the functions described herein. Similarly, the
peripheral devices 128 may be embodied as any number of
additional mput/output devices, interface devices, and/or
other peripheral devices. The peripheral devices 128 may
also iclude a display, along with associated graphics cir-
cuitry and, 1 some embodiments, may further include a
keyboard, a mouse, audio processing circuitry (including,
¢.g., amplification circuitry and one or more speakers),
and/or other input/output devices, mterface devices, and/or
peripheral devices.

In some embodiments, the memory 124 and/or the data
storage 126 has stored therein one or more application
programs, and the processor 120 1s operable to execute the
one or more application programs and control a display
screen to display corresponding graphical information
thereon. In some embodiments, the system 100 may include
a controller node 114 configured to store and/or execute the
one or more application programs, and 1n such embodiments
the compute node 104 may operate as a thin-client device.
Although only one such controller node 114 1s shown in
FIG. 1, 1t should be appreciated that, 1n other embodiments,
system 100 may include any number of controller nodes.

The controller node 114 may be embodied as any type of
server (e.g., a SDN server, web server, etc.) or similar
computing device capable of performing the functions
described herein. In the illustrative embodiment of FIG. 1,
the controller node 114 includes a processor 150, an /O
subsystem 132, a memory 154, a data storage 1356, a
communication circuitry 162, and one or more peripheral
devices 158. Components of the controller node 114 may be
similar to the corresponding components of the compute
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node 104, the description of which 1s applicable to the
corresponding components of the controller node 114 and 1s
not repeated herein for clarity of the description.

In the illustrative embodiment, communication between
compute nodes 104-110 and the controller node 114 takes
place via the network 112, which may be operatively
coupled to one or more network switches 170. In an embodi-
ment, the network 112 may represent a wired and/or wireless
network and may be or include, for example, a local area
network (LAN), personal area network (PAN), storage area
network (SAN), backbone network, global area network
(GAN), wide area network (WAN), or collection of any such
computer networks such as an infranet, extranet or the
Internet (1.e., a global system of interconnected network
upon which various applications or service run including,
for example, the World Wide Web). Generally, the commu-
nication circuitry of compute node 104 (e.g., NIC 130) and
the communication circuitry 162 of controller node 114 may
be configured to use any one or more, or combination, of
communication protocols to communicate with each other
such as, for example, a wired network communication
protocol (e.g., TCP/IP), a wireless network communication
protocol (e.g., Wi-F1®, WiMAX), a cellular communication
protocol (e.g., Wideband Code Division Multiple Access
(W-CDMA)), and/or other communication protocols. As
such, the network 112 may include any number of additional
devices, such as additional computers, routers, and switches,
to facilitate communications between compute node 104 and
controller node 114.

Under various embodiments described in further detail
below, the controller node 114 may be configured to provide
updates to a NIC 130 located 1n any of compute nodes
104-110. In a SDN application, software, such as a remote
controller, can define protocols at controller node 114 using
a protocol defimtion language at runtime. The controller
node 114 can generate a parse graph and device-specific
microcode for transmission to compute node 104 to allow
controller node 114 to compile the information and update
the operation of the NIC 130. In another embodiment, the
controller node 114 can generate a parse graph and register
parameters for transmission to the compute node 104 to
allow the controller node 114 to update the NIC 130 opera-
tion. In a server administration application, a system admin-
1stration tool can define protocols at the controller node 114
using a protocol definition language at runtime. Similar to
the SDN application, the controller node 114 can generate a
parse graph and device-specific microcode for transmission
and compiling 1n the compute node 104 to allow controller
node to update the operation of the NIC 130. Also, controller
node 114 can generate a parse graph and register parameters
for transmission to compute node 104 to allow the controller
node 114 to update operation of the NIC 130.

Such configurations can advantageously provide
improved control over NIC functionality such as classifica-
tion and queue assignment, which may aflect server perior-
mance 1n a datacenter. Additionally, the configurations pro-
vide a mechanism to enable NIC actions, such as rate
limitation, access control lists (ACLs) and the like, accord-
ing to user-defined protocols. In various embodiments
described herein, NICs are configured to register or “learn”
new protocols “on the fly,” meaning that no reset i1s required
(1.e., no reset of the NIC, no reset the networking device,
and/or not reset of particular sub-components of the NIC or
networking device). Once the new protocols are registered
on the NIC 130, the controller node 114 can push actions
and/or filters to the NIC 130 to perform new functions for
the defined protocols (e.g., classification, queue assign-
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ment). This 1n turn provides better granularity and flexibility
in terms of how packets are classified, filtered, and assigned
to queues by providing users an interface for defiming
protocols, packet types and derived classification actions.

While embodiments described below are illustrated in the
context ol a SDN, 1t should be appreciated by those skilled
in the art that the techniques described herein may be
applicable to other networking protocols and/or architec-
tures. In certain embodiments, the system 100 may be based
generally on a modified OpenFlow communications proto-
col. The OpenFlow protocol may provide access to a for-
warding plane of a network switch (e.g., 170) or router over
network 112. This enables remote controllers, such as con-
troller node 114, to determine a path of network packets
through a network of switches (e.g., 170). The separation of
the control from the forwarding allows for more flexible
and/or sophisticated traflic management.

Furthermore, OpenFlow allows switches from different
suppliers, often comprising their own proprietary interfaces
and scripting languages, to be managed remotely using a
single, open protocol. OpenFlow further allows remote
administration of a switch’s packet forwarding tables, by
adding, moditying and removing packet matching rules and
actions. This way, routing decisions can be made periodi-
cally or ad hoc by the controller and translated into rules and
actions with a configurable lifespan, which are then
deployed to a switch’s flow table, leaving the actual for-
warding of matched packets to the switch at wire speed for
the duration of those rules. Packets that are unmatched by a
switch can be forwarded to controller node 114. Controller
node 114 can then decide to modily existing flow table rules
on one or more switches or to deploy new rules, to prevent
a structural flow of tratlic between switch and controller. It
could even decide to forward the traflic itself, provided that
it has informed the switch to forward entire packets instead
ol just their header.

Referring now to FIG. 2, 1 use, each compute node 104
may establish an environment 200 during operation. In the
illustrative embodiment, the environment 200 comprises the
NIC 130, which includes persistent instructions (e.g., firm-
ware) 206 for providing control program(s) for NIC 130.
The persistent instructions 206 may be stored 1n, for
example, the memory 132 of the NIC 130. The NIC 130 also
includes a compiler module 234 and an update control
module 236 as shown, wherein the update control module
236 may be operatively coupled to a classifier rules database
238 and a protocol descriptor database 240. The update
control module 236 may further comprise persistent imstruc-
tions (e.g., firmware) and driver interfaces to provide data
transier to/from the NIC 130 outside the confines of low-
level code and code updates. In one embodiment, updates
received via the NIC 130 are programmed 1n the appropriate
specification language for the particular NIC model and
loaded into the driver to avoid the need for having the user
interact on an assembly language level. In other exemplary
embodiments, the compiler module 234 may be configured
as part of the web service module 226 as shown in FIG. 2.
Under this configuration, the web service 226 receives and
compiles a parse graph (using compiler 234 shown 1n dotted
lines) and pushes it to the NIC 130.

The persistent instructions (e.g., firmware) 206 and
related components may be embodied in non-volatile
memory (e.g., ROM, EPROM, flash memory). The persis-
tent instructions (e.g., firmware) 206 1s operatively coupled
to the administrative queue 216 (AQ) via update the control
module 236, where the administrative queue 216 may be
used for communications to store system-generated
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acknowledgement messages that message queuing or con-
nector applications create. The administrative queue 216
may be embodied as any type of data storage capable of
storing messages such as a portion of a memory. The
administrative queue 216 may be coupled to web service
module 226, which connects to the management port 228
configured to receive and communicate data such as repre-
sentational state transier application programming interfaces
(REST API) 230 from controller node 114.

Update control module 236 1s also operatively coupled to
a programmable protocol parser module 202, which may
also receive data from data path network 232. In this
example, the protocol parser module 202 handles processing
and communication of protocol descriptors and 1s configured
with a protocol field extractor and packet type 1dentifier. The
classifier module 204 contains a set of rules that may be
ordered by prionty (e.g., n-tuple classification) to find
matching rules for each incoming packet. Classifier module
204 15 configured to process flow tables for packets using a
classifier switch 203 and filters 205. In the illustrative
embodiment, various rules and tlow tables may be enabled
in the classifier module 204 according to characteristics such
as source IP, destination IP, source port, destination port,
protocol (e.g., TCP, UDP), and assigned an action (e.g.,
permit, deny). Internal flow of data 1n the compute node 104
from the classifier module 204 may be directed through a
plurality of queues (208-214) associated with respective
virtual machines (VM1-VM4; 218-224) or other suitable
modules. The update control module 236 may provide
switch rules for classification to classifier module 204 and
protocol descriptors to protocol parser module 202 for
processing.

The various modules of the environment 200 may be
embodied as hardware, firmware, software, or a combination
thereol. For example the various modules, logic, and other
components of the environment 200 may form a portion of,
or otherwise be established by, the NIC 130, the processor
120, or other hardware components of the compute node
104. As such, in some embodiments, any one or more of the
modules of the environment 200 may be embodied as a
circuit or collection of electrical devices (e.g., an update
control circuit and/or a classifier circuit).

Referring now to FIG. 3, 1 use, the controller node 114
may establish an environment 300 during operation. The
environment 300 includes an SDN controller module 302,
operatively coupled to a management port 328 for commu-
nicating data, such as REST APIs, to compute nodes (104-
110). SDN controller module 302 may be configured as a
strategic control point 1n an SDN network, relaying infor-
mation to the switches/routers “below” (via southbound
APIs) and the applications and logic “above” (via north-
bound APIs). In certain embodiments, SDN controller mod-
ule 302 may be tasked with federating between SDN con-
troller domains, using common application interfaces, such
as OpenFlow and open virtual switch database (OVSDB).
The SDN controller module 302 platform may also comprise
a collection of “plug-1n” modules that can perform different
network tasks, including inventorying what devices are
within the network and the capabilities of each, gathering
network statistics, etc. Extensions can be inserted that
enhance the functionality and support more advanced capa-
bilities, such as runming algorithms to perform analytics and
orchestrating new rules throughout the network.

In certain embodiments, the SDN controller module 302
may communicate over the network using OpenFlow or
OVSDB. In other embodiments, SDN controller module 302
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such as YANG or NetConi, among others. The various
modules of the environment 300 may be embodied as
hardware, firmware, software, or a combination thereotf. For
example the various modules, logic, and other components
of the environment 300 may form a portion of, or otherwise
be established by the processor 150 or other hardware
components of the controller node 114. As such, 1n some
embodiments, any one or more of the modules of the
environment 300 may be embodied as a circuit or collection
of electrical devices (e.g., a SDN controller circuit, an
update circuit).

The SDN controller module 302 further includes an
update module 304 that 1s communicatively coupled to
classifier rules database 306 and protocol descriptors data-
base 308. As will be discussed 1n greater detail below, the
update module may 1nitiate configuration and/or updating of
persistent instructions (e.g., firmware) for one or more NICs.
In an 1illustrative embodiment, the controller node 114
begins NIC configuration by generating an AQ message
describing a new protocol from database 308 using a pro-
tocol-specific language that can be compiled and loaded 1nto
the NIC 130 to update the programmable protocol parser
module 202. AQ messages transmitted by the SDN control-
ler module 302 are received in the compute node 104 via the
management port 228 and transmitted to update the control
module 236 for persistent mstructions (e.g., firmware) 206.
The update control module 236 processes the AQQ message
and, using protocol descriptors contained in the message,
updates programmable protocol parser module 202 for per-
sistent 1nstructions (e.g., firmware) 206.

I1 the update 1s successtul, the persistent instructions (e.g.,
firmware) 206 transmits an acknowledgement signal
through the update control module 236 via the management
port 228 to the controller node 114. If the update i1s not
successiul, persistent instructions (e.g., firmware) 206 trans-
mits an error signal via management port 228 to controller
node 114. After a successiul update, the persistent nstruc-
tions (e.g., firmware) 206 includes an update 1dentifier, such
as a protocol number, with the acknowledgement indicating
the new protocol present on the NIC 130. Once the update
identifier 1s received 1n the controller node 114, turther AQ
messages may be transmitted to the compute node 104 for
configuring operation for NIC 130. In one embodiment, after
receiving an update identifier, the SDN controller module
302 of the controller node 114 may transmit classification
rules and queue assignments for an embedded switch of the
NIC 130. In some embodiments, controller node 114 may be
configured with a compiler module 310 that 1s coupled to
update module 304. After generating a parse graph, control-
ler node 114 may compile 1t locally using compiler module
310, provided there 1s information on the controller node 114
speciiying the type of NIC (130) the parse graph will be
pushed to. In such a configuration, compiler module 310
may be used instead of, or in addition to, compiler module
234 1n FIG. 2.

The protocol specification language from the SDN con-
troller module 302 may be configured to unambiguously
describe a parse graph to be compiled by the compiler
module 234 into device-specific microcode or low-level
register instructions, and loaded 1nto the NIC 130. This acts
as a common high-level description between higher layer
soltware and a hardware parser to describe the protocols 1n
use. In addition to programming the flexible parser, the
compiler module 234 may also generate a mapping between
the user-provided protocols/fields and the internal labels
used by the hardware. This advantageously simplifies soft-
ware by allowing applications to use protocol/field names
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that are common to the environment instead of device
specific protocol labels. This 1s particularly advantageous 1n
large heterogeneous networks that may have many types of
flexible parsers available. In certain embodiments, the com-
piler module 234 may be configured support multiple dii-
ferent hardware devices.

In an illustrative embodiment, during initial operation,
protocol descriptors for one or more known protocols may

be preloaded into a non-volatile memory (NVM), e.g., flash
memory, of the NIC 130 (e.g., memory 132) for automatic
configuration. In the presence of a preloaded NVM, the SDN
controller module 302 would only need to program addi-
tional new protocols as they are introduced into the system.
For example, customer-specific proprietary protocols, new
standards and the like may be provided to the NIC 130 from
the SDN controller module 302 after startup by extending,
the parse graph using the protocol specification language.
In a simplified example, the SDN controller module 302
may be configured under a HT'TP protocol using the protocol
specification language. An 1illustrative example 400 of such

a protocol specification and actions message 1s provided 1n
FIG. 4 showing one configuration for Ethernet 402, VL AN
404, IP 406 and TCP 408. The information illustrated 400 1s
compiled via the compiler module 234 into persistent
instructions (e.g., firmware) 206 required by the compute
node 104 (200). The compiler module 234 also generates a
map table between a user-provided parse graph and labels on
compute node 104 (200). In the example of FIG. 4, the
illustrated configuration allows the creation of a match/
action tuple such that TCP Destination Port field 80 1is
matched with an action to push traflic to queue 3. A compiler
module 234 map function then translates the high level
instructions mnto low level AQ commands, as 1illustrated 1n
pertinent part below:

<parse__graph : text >
packet ether {dst:48 src:48 type:16};
packet vlan {VID:12;TPID:16} extends ether with type:0x8100;
packet ip {ver:4 ihl:4 tos:8 len:16 id:16 flags:3
frag offset:13 ttl:8 proto:8 csum:16
sip:32 dip:32} extends ether with type:0x800
packet tcp {src_ port:16 dport:16
seq:32 ack:32
offset:4 reserved:3
ecn:3 control:6
window:16 csum:16 urgent:16} extends ip with proto:6
packet http {<http-specification>} extends tcp with dport: 80
</parse__graph>
<actions : text>
type gselect = Queue of int
</actions>
<rule : text>
match http action gselect 3
</rule>

Referring now to FIGS. 5 and 6, 1n use, each NIC 130 may
execute a method 500 for identifying and updating protocol
sequences and protocol parsing. The illustrative method 500
begins with block 502 1n which a packet 1s received by the
NIC 130 and buflered. The programmable protocol parser
module 202 performs a protocol lookup in block 504 to
identify the structure of the packet (e.g., a sequence of
protocol headers) and determine 1f the received protocol
descriptor exists in a database 1n block 506. In one embodi-
ment, a hardware-based programmable parser could provide
packet parsing according to a programmable protocol
descriptor database and parse graph database, such as paths
on the graph that represent valid protocol sequences. It the
protocol descriptor 1s found in the database (“YES”), the
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parser collects protocol properties 1n block 508 by producing
metadata (e.g., oflset, instance number, etc.) describing the
protocols found i1n the packet, including new protocols
derived from software via the protocol descriptors, and
updates the protocol sequence(s) 1n block 510. The packet
and the metadata may be transmitted to the NIC switch that
classifies the packet and further assigns 1t to a required target
queue. It should be appreciated by those skilled in the art that
additional classification/filtering and packet modification
may be performed as necessary. After updating the protocol
sequence 1n block 3510, the process proceeds with parsing
(“A”) described below 1n the illustrative embodiment of
FIG. 6.

Referring back to block 506, 1 the protocol descriptor 1s
not found 1n the database, (“INO”) the protocol descriptor 1s
further processed in block 512 to determine 1f a protocol
(graph) exception action 1s defined or generated. A protocol
exception may be defined such that an action 1s performed
in block 514 when a type of protocol or sequence 1s detected.
Some possible actions comprise discarding or capturing the
frame. If 1 block 512 1t i1s determined that a protocol
exception 1s not defined, the received frame may be trans-
mitted to controller/supervisor (1.e., controller node 114) in
block 516 for further processing and to determine validity of
protocol descriptor in block 518. In some 1nstances, invalid
protocols and/or sequences may be part of a DoS attack that
would need to be identified. As the validity of protocol
descriptors 1s determined, valid descriptors may be used to
update protocol descriptor 1 block 520, while invalid
descriptors may be used to update a protocol exception
database 1n block 522.

Turning now to FIG. 6, after the protocol sequence 1s
updated, a protocol parser may perform a parse graph lookup
of protocol sequences 1n block 524 to determine 11 a protocol
sequence 1s 1n a graph database in block 526. If the protocol
sequence 1s recognized in block 526 (“YES”), the parser
determines whether a graph leal or header end has been
reached in block 528. I the graph leal or header end has
been reached (“YES”), the parsing 1s completed in block
530. It the graph leal or header end has not been reached
(“INO”), the parsing returns back to block 504 via designator
“B” to continue with a next protocol lookup. As can be
appreciated by those skilled 1in the art, the process may
repeat until a graph leat or header end of the parser has been
reached.

If, 1n block 526, a protocol sequence 1s not identified from
the graph database (“NO”), the parser determines 11 a graph
exception action 1s defined in block 532. If an exception
action 1s defined (“YES™), the parser performs the action 1n
block 534. Possible actions comprise discarding or capturing
the frame containing the sequence. If i block 532 1t 1s
determined that a graph exception 1s not defined (“NO™), the
received frame may be transmitted to controller/supervisor
(1.e., controller node 114) 1in block 536 for further processing,
and to determine validity of protocol sequence 1n block 538.
As the validity of protocol sequence 1s determined, valid
sequences may be used to update protocol sequences in
block 540, while invalid sequences may be used to update a
graph exception database 1n block 542.

It should be appreciated by those skilled in the art that
principles provided 1n the present disclosure may be further
used 1n other applications, such as switches with NIC-like
host-interfaces (e.g., Intel® Red Rock Canyon (RRC) archi-
tecture). As one example, a hybrid switch-NIC packet pro-
cessing application can program a parser 1n the switch using
protocol descriptors to support new protocols. Classification
results from the switch tables may be conveyed to the
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host-interface section of the switch as metadata in an F-tag
container where queue assignments in the host may be
derived from the metadata carried in the F-Tag.

Utilizing the techniques described herein, one skilled 1n
the art will recognize that the configurations provide admin-
istrators with 1mproved flexibility in directing traflic to
desired queues. From these queues trailic may be further
directed to CPU Cores, NUMA Nodes, VMs and/or appli-
cations. Furthermore, 1n an SDN environment, a control
plane having knowledge of the resources of a server
(NUMA nodes, number of CPU cores, PCle topology etc.),
1s able to direct trathc much more accurately and efliciently
and maximize the use of resources. Moreover, actions such
as ACL drops (1.e., pushing tlows to an 1nactive queue that
1s not attended by higher level software) can be implemented
alleviating concerns about denial of service (DoS) attacks.
Furthermore, tag pushing and popping will be possible 1n
hardware switches can add (*push”), remove (“pop”) or
modily single or multiple tags.

EXAMPLES

[lustrative examples of the technologies disclosed herein
are provided below. An embodiment of the technologies may
include any one or more, and any combination of, the
examples described below.

Example 1 includes a networking device for controlling
operation of a compute node coupled to a computer network,
the networking device comprising a memory having stored
therein persistent instructions such as firmware for providing
control functions to the networking device, wherein the
control functions are defined at least 1n part by protocol data;
an update control module for receiving update data from a
remote node in the computer network, the update data
comprising new protocol data for the persistent instructions;
a protocol parser module for parsing the update data and
generating metadata relating to the update data without a
reset of the networking device; a classifier module for
receiving rules for the control functions, wherein the rules
are based at least 1n part on the update data and metadata;
and a compiler module for compiling the parsed update data
to the persistent instructions for providing new control
tfunctions to the networking device based at least 1n part on
the recerved rules.

Example 2 includes the subject matter of example 1, and
wherein the new protocol data comprises a protocol speci-
fication language data relating to the persistent instructions.

Example 3 includes the subject matter of any of Examples
1 and 2, and wherein the new protocol data comprises a
parse graph.

Example 4 includes subject matter of any of the Examples
1-3, and wherein the protocol data further comprises one of

networking device-specific microcode and register param-
eters.

Example 5 includes the subject matter of any of the
Examples 1-4, and wherein the new protocol data comprises
protocol descriptors, and wherein the protocol parser mod-
ule parses the update data using the protocol descriptors.

Example 6 includes the subject matter of any of the
Examples 1-5, and wherein the protocol parser module
parses the update data using protocol field extraction and
packet type 1dentification.

Example 7 includes the subject matter of any of the
Examples 1-6, and wherein the remote node comprises a
software defined networking (SDN) node.
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Example 8 includes the subject matter of any of the
Examples 1-7, and wherein the classifier module comprises
at least one classifier switch and filter.

Example 9 includes the subject matter of any of the
Examples 1-8, and wherein the compiler module 1s to
generate a map for the parsed update data to at least a portion
of the protocol data.

Example 10 includes the subject matter of any of the
Examples 1-9, and wherein the networking device com-
prises a network interface controller.

Example 11 includes a network node for controlling
operation of a networking device on a compute node
coupled to a computer network, the network node compris-
ing a memory having stored therein update data for updating
persistent 1nstructions of the networking device; and a
controller module coupled to the memory, wherein the
controller module 1s to retrieve update data from the
memory and transmit the update data to the networking
device, and wherein the update data comprises (1) new
protocol data for controlling functions of the persistent
instructions, the new protocol data comprising parseable and
compilable protocol data and (11) rules data relating to the
new protocol data, the rules data comprising instructions for
providing new control functions to the networking device
based at least in part on the rules data.

Example 12 includes the subject matter of Example 11,
and wherein the new protocol data comprises a protocol
specification language data relating to the persistent instruc-
tions.

Example 13 includes the subject matter of any of
Examples 10 and 11, and wherein the new protocol data
comprises a parse graph.

Example 14 includes the subject matter of any of the
Examples 11-13, and wherein the protocol data further
comprises one of networking device-specific microcode and
register parameters.

Example 15 includes the subject matter of any of the
Examples 11-14, and wherein the new protocol data com-
prises parseable protocol descriptors.

Example 16 includes the subject matter of any of the
Examples 11-15, and wherein the controller module 1is
configured to receive an acknowledgement signal 1n
response to transmitting the new protocol data, and wherein
the controller module 1s configured to transmit the rules data
alter recerving the acknowledgement signal.

Example 17 includes the subject matter of any of the
Examples 11-16, and wherein the network node comprises a
soltware defined networking (SDN) node.

Example 18 includes the subject matter of any of the
Examples 11-17, and wherein the memory comprises a
protocol database for providing protocol data and a classifier
database for providing rules data.

Example 19 includes the subject matter of any of the
Examples 11-18, and wherein the networking device com-
prises a network interface controller.

Example 20 includes the subject matter of any of any of
the Examples 11-19 and further a compiler module coupled
to the controller module to compile the update data.

Example 21 includes a method for controlling operation
of a compute node coupled to a computer network via a
networking device, the method comprising providing, by the
networking device, control functions to the networking
device via persistent instructions, such as firmware, the
control functions being defined at least 1n part by protocol
data; receiving, by the networking device, update data from
a remote node in the computer network, the update data
comprising new protocol data for the persistent instructions;




US 11,394,611 B2

13

parsing, by the networking device, the update data to gen-
crate metadata relating to the update data without a reset of
the networking device; receiving, by the networking device,
rules for the control functions, wherein the rules are based

at least mn part on the update data and metadata; and 5
compiling, by the networking device, the parsed update data
to the persistent instructions for providing new control
tfunctions to the networking device based at least 1n part on
the received rules.

Example 22 includes the subject matter of example 210,
and wherein receiving update data comprises receiving
update data comprising new protocol data for the persistent
instructions, the new protocol data comprising a protocol
specification language data relating to the persistent instruc-
tions.

Example 23 includes the subject matter of any of
Examples 21 and 22, and wherein receiving update data
comprises recerving update data comprising new protocol
data for the persistent instructions, the new protocol data
comprising a parse graph.

Example 24 includes the subject matter of any of
Examples 21-23, and wherein the new protocol data further
comprises one of networking device-specific microcode and
register parameters.

Example 25 includes the subject matter of any of 25
Examples 21-24, and wherein the new protocol data com-
prises protocol descriptors, and wherein the update data 1s
parsed by the protocol parser module using the protocol
descriptors.

Example 26 includes the subject matter of any of 30
Examples 21-25, and wherein the update data 1s parsed by
the protocol parser module using protocol field extraction
and packet type 1dentification.

Example 27 includes the subject matter of any of
Examples 21-26, and wherein the remote node comprises a 35
software defined networking (SDN) node.

Example 28 includes the subject matter of any of
Examples 21-27, and wherein the recerved rules comprises
data relating to at least one classifier switch and filter in the
classifier module.

Example 29 includes the subject matter of any of
Examples 21-28, and further comprising generating a map
via the compiler for the parsed update data to at least a
portion of the protocol data.

Example 30 includes the subject matter of any of
Examples 21-29, and wherein the networking device com-
prises a network interface controller.

Example 31 includes a method for controlling operation
of a networking device on a compute node coupled to a
computer network via a network node, comprising storing,
in a memory of the network node, update data for updating
persistent instructions such as firmware of the networking
device; retrieving, by a controller module of the network
node, update data from the memory; and transmitting, by the
network node, the update data to the networking device,
wherein the update data comprises (1) new protocol data for
controlling functions of the persistent instructions, the new
protocol data comprising parseable and compilable protocol
data and (11) rules data relating to the new protocol data, the
rules data comprising instructions for providing new control
tfunctions to the networking device based at least 1n part on
the rules data.

Example 32 includes the subject matter of example 31,
and wherein transmitting the update data comprises trans-
mitting the new protocol data, the new protocol data com-
prising a protocol specification language data relating to the
persistent mstructions.

10

15

20

40

45

50

55

60

65

14

Example 33 includes the subject matter of any of
Examples 31 and 32, and wherein transmitting the update
data comprises transmitting the new protocol data, the new
protocol data comprising a parse graph.

Example 34 includes the subject matter of any of
Examples 31-33, and wherein the new protocol data further
comprises one of networking device-specific microcode and
register parameters.

Example 35 includes the subject matter of any of
Examples 31-34, and wherein the new protocol data com-
prises parseable protocol descriptors.

Example 36 1includes the subject matter of any of
Examples 31-35, and further comprising receiving, by the
network node, an acknowledgement signal in response to
transmitting the new protocol data, wherein transmitting the
rules data occurs after receiving the acknowledgement sig-
nal.

Example 37 1includes the subject matter of any of
Examples 31-36, and wherein the network node comprises
a soltware defined networking (SDN) node.

Example 38 includes the subject matter of any of
Examples 31-37, and wherein storing update data for updat-
ing persistent mstructions of the networking device com-
prises storing a protocol database of the memory for pro-
viding protocol data and storing a classifier database of the
memory for providing rules data.

Example 39 includes the subject matter of any of
Examples 31-38, and wherein the networking device com-
prises a network interface controller.

Example 40 includes the subject matter of any of
Examples 31-39 and further including compiling the update
data by a compiler module coupled to the controller module
to compile the update data

Example 41 includes one or more machine-readable
media comprising a plurality of instructions stored thereon
that, 1n response to execution by a computing device, causes
the computing device to perform the method of any of
Examples 21-40.

Example 40 includes a computing device for updating
persistent instructions of a networking device of the com-
puting device, the computing device comprising means for
performing the method of any of claims 20-38

Example 42 includes a networking device for controlling
operation of a compute node coupled to a computer network.
The networking device includes means for providing control
functions to the networking device via persistent instructions
such as firmware, the control functions being defined at least
in part by protocol data; means for receiving update data
from a remote node 1n the computer network, the update data
comprising new protocol data for the persistent instructions;
means for parsing the update data to generate metadata
relating to the update data without a reset of the networking
device; means for receiving rules for the control functions,
wherein the rules are based at least in part on the update data
and metadata; and means for compiling the parsed update
data to the persistent 1nstructions for providing new control
functions to the networking device based at least 1n part on
the received rules.

Example 43 includes the subject matter of Example 42,
and wherein the means for receiving update data comprises
means for recerving update data comprising new protocol
data for the persistent instructions, the new protocol data
comprising a protocol specification language data relating to
the persistent instructions.

Example 44 includes the subject matter of any of
Examples 42 or 43, and wherein the means for receiving
update data comprises means for recerving update data
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comprising new protocol data for the persistent instructions,
the new protocol data comprising a parse graph.

Example 45 includes the subject matter of any of
Examples 42-44, and wherein the new protocol data further
comprises one of networking device-specific microcode and
register parameters.

Example 46 includes the subject matter of any of
Examples 42-45, and wherein the new protocol data com-
prises protocol descriptors, and wherein the update data 1s
parsed by the protocol parser module using the protocol
descriptors.

Example 47 includes the subject matter of any of
Examples 42-46, and wherein the update data 1s parsed by
the protocol parser module using protocol field extraction
and packet type identification.

Example 48 includes the subject matter of any of
Examples 42-47, and wherein the remote node comprises a
software defined networking (SDN) node.

Example 49 includes the subject matter of any of
Examples 42-48, and wherein the received rules comprises
data relating to at least one classifier switch and filter in the
classifier module.

Example 50 includes the subject matter of any of
Examples 42-49, and further comprising means for gener-
ating a map via the compiler for the parsed update data to at
least a portion of the protocol data.

Example 51 includes the subject matter of any of
Examples 42-50, and wherein the networking device com-
prises a network interface controller.

Example 52 includes a network node for controlling
operation of a networking device on a compute node
coupled to a computer network. The network node includes
means for storing, in a memory of the network node, update
data for updating persistent instructions of the networking
device; means for retrieving update data from the memory;
and means for transmitting the update data to the networking
device, wherein the update data comprises (1) new protocol
data for controlling functions of the persistent instructions,
the new protocol data comprising parseable and compilable
protocol data and (11) rules data relating to the new protocol
data, the rules data comprising instructions for providing
new control functions to the networking device based at
least 1in part on the rules data.

Example 33 includes the subject matter of Example 52,
and wherein the means for transmitting the update data
comprises means for transmitting the new protocol data, the
new protocol data comprising a protocol specification lan-
guage data relating to the persistent istructions.

Example 34 includes the subject matter of any of
Examples 52 or 33, and wherein the means for transmitting
the update data comprises means for transmitting the new
protocol data, the new protocol data comprising a parse
graph.

Example 55 includes the subject matter of any of
Examples 52-54, and wherein the new protocol data further
comprises one of networking device-specific microcode and
register parameters.

Example 36 includes the subject matter of any of
Examples 52-53, and wherein the new protocol data com-
prises parseable protocol descriptors.

Example 357 includes the subject matter of any of
Examples 52-56, and further includes means for receiving
an acknowledgement signal 1n response to transmitting the
new protocol data, wherein transmitting the rules data
occurs after recerving the acknowledgement signal.
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Example 58 includes the subject matter of any of
Examples 52-57, and wherein the network node comprises
a soltware defined networking (SDN) node.

Example 59 includes the subject matter of any of
Examples 52-58, and wherein the means for storing update
data for updating persistent instructions of the networking
device comprises means for storing a protocol database of
the memory for providing protocol data and storing a
classifier database of the memory for providing rules data.

Example 60 1includes the subject matter of any of
Examples 52-59, and wherein the networking device com-
prises a network interface controller.

Example 61 includes the subject matter of any of
Examples 52-60, and further includes means for compiling
the update data by a compiler module coupled to the
controller module to compile the update data.

Example 62 includes a networking device for controlling
operation of a compute node coupled to a computer network,
the networking device comprising means for storing persis-
tent 1nstructions for providing control functions to the net-
working device, wherein the control functions are defined at
least 1n part by protocol data; means for receiving update
data from a remote node 1n the computer network, the update
data comprising new protocol data for the persistent imstruc-
tions; means for parsing the update data and generating
metadata relating to the update data without a reset of the
networking device; means for receiving rules for the control
functions, wherein the rules are based at least 1n part on the
update data and metadata; and means for compiling the
parsed update data to the persistent instructions for provid-
ing new control functions to the networking device based at
least 1n part on the recerved rules.

The mvention claimed 1s:

1. A network interface controller (NIC) adapter for use in
receiving and forwarding network trathic via a network, the
NIC adapter comprising:

physical layer interface circuitry and data link layer

circuitry for use 1n receiving at least one incoming
packet via the network;

packet parser circuitry for use i1n (1) identifying and

parsing at least one header of the at least one mncoming
packet and (2) for generating output data for use in
association with at least one packet switching-related
operation, the parser circuitry being programmable, at
least 1n part, based upon compilation of user-provided
istructions 1 a language, the user-provided instruc-
tions describing, at least 1n part, (1) header structure of
the at least one mcoming packet and (2) manner of
parsing of the at least one header, the compilation being
for use 1n generating, at least in part, firmware struc-
tions for use i programming, at least in part, the packet
parser circuitry;

wherein:

the user-provided instructions also describe match/
action tuples that associate, at least 1n part, possible
incoming packet characteristics with corresponding
actions to be taken by the NIC adapter;

the corresponding actions comprise the at least one
packet switching-related operation;

when the NIC adapter 1s 1n operation, the NIC adapter
1s to determine at least one particular action that the
NIC adapter 1s to take with respect to the at least one
incoming packet based, at least in part, upon the
output data and the match/action tuples; and




US 11,394,611 B2

17

the at least one particular action comprises one or more
of the following:
at least one packet filtering-related operation;
at least one packet protocol classification-related
operation;
at least one packet modification-related operation;
and
at least one access control-related operation.
2. The NIC adapter of claim 1, wherein:
the possible incoming packet characteristics comprise one
or more of the following:
source port;
protocol type;
destination port;
source address; and

destination address.

3. The NIC adapter of claim 2, wherein:

the NIC adapter 1s useable 1n association with software-

defined networking; and

the at least one access control-related operation comprises

at least one access control list operation.

4. The NIC adapter of claim 2, wherein:

when the NIC adapter 1s 1n the operation, the NIC adapter

1s to receive the firmware 1nstructions from a comput-
ing device.

5. The NIC adapter of claim 4, wherein:

the compilation 1s to be generated, at least in part, by

compiler software that 1s to be executed by the com-
puting device, based upon the user-provided instruc-
tions;

the compiler software 1s usable 1n programming multiple

different hardware devices; and

the user-provided instructions also are for use 1n describ-

ing, at least 1n part, a parse graph.

6. The NIC adapter of claim 1, wherein:

the possible incoming packet characteristics vary, at least

in part, among the match/action tuples.

7. One or more non-transitory machine-readable storage
media storing instructions for being executed by a network
interface controller (NIC) adapter, the NIC adapter bemg for
use 1n receiving and forwardmg network traflic via a net-
work, the NIC adapter comprising physical layer interface
circuitry and data link layer circuitry for use 1n receiving at
least one mcoming packet via the network, the instructions,
when executed by the NIC adapter, resulting in the NIC
adapter being configured to perform operations comprising:

identifying and parsing, by packet parser circuitry of the

NIC adapter, at least one header of the at least one
incoming packet; and

generating, by the packet parser circuitry of the NIC

adapter, output data for use in association with at least
one packet switching-related operation, the parser cir-
cuitry being programmable, at least 1n part, based upon
compilation of user-provided instructions in a lan-
guage, the user-provided instructions describing, at
least 1n part, (1) header structure of the at least one
incoming packet and (2) manner of parsing of the at
least one header, the compilation being for use 1n
generating, at least in part, firmware instructions for use
in programming, at least in part, the packet parser
circuitry;

wherein:

the user-provided instructions also describe match/
action tuples that associate, at least 1n part, possible
incoming packet characteristics with corresponding
actions to be taken by the NIC adapter;
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the corresponding actions comprise the at least one
packet switching-related operation;
when the NIC adapter 1s operating, the NIC adapter 1s
to determine at least one particular action that the
NIC adapter 1s to take with respect to the at least one
incoming packet based, at least in part, upon the
output data and the match/action tuples; and
the at least one particular action comprises one or more
of the following:
at least one packet filtering-related operation;
at least one packet protocol classification-related
operation;
at least one packet modification-related operation;
and
at least one access control-related operation.

8. The one or more non-transitory machine-readable stor-
age media of claim 7, wherein:

the possible incoming packet characteristics comprise one

or more of the following:
source port;

protocol type;

destination port;

source address; and
destination address.

9. The one or more non-transitory machine-readable stor-
age media of claim 8, wherein:

the NIC adapter 1s useable 1n association with software-

defined networking; and

the at least one access control-related operation comprises

at least one access control list operation.

10. The one or more non-transitory machine-readable
storage media of claim 8, wherein:

when the NIC adapter 1s operating, the NIC adapter 1s to

receive the firmware instructions from a computing
device.

11. The one or more non-transitory machine-readable
storage media of claim 10, wherein:

the compilation 1s to be generated, at least in part, by

compiler software that 1s to be executed by the com-
puting device, based upon the user-provided instruc-
tions;

the compiler software 1s usable 1n programming multiple

different hardware devices; and

the user-provided 1nstructions also are for use 1n describ-

ing, at least 1n part, a parse graph.

12. The one or more non-transitory machine-readable
storage media of claim 7, wherein:

the possible incoming packet characteristics vary, at least

in part, among the match/action tuples.

13. A method implemented, at least 1n part, by a network
interface controller (NIC) adapter, the NIC adapter belng for
use 1n receiving and forwardmg network traflic via a net-
work, the NIC adapter comprising physical layer interface
circuitry and data link layer circuitry for use 1n receiving at
least one incoming packet via the network, the method
comprising:

identifying and parsing, by packet parser circuitry of the

NIC adapter, at least one header of the at least one
incoming packet; and

generating, by the packet parser circuitry of the NIC

adapter, output data for use 1n association with at least
one packet switching-related operation, the parser cir-
cuitry being programmable, at least 1n part, based upon
compilation of user-provided instructions 1 a lan-
guage, the user-provided instructions describing, at
least 1 part, (1) header structure of the at least one
incoming packet and (2) manner of parsing of the at
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least one header, the compilation being for use 1n
generating, at least in part, firmware istructions for use
in programming, at least in part, the packet parser
circuitry;

wherein:

the user-provided instructions also describe match/
action tuples that associate, at least 1n part, possible
incoming packet characteristics with corresponding
actions to be taken by the NIC adapter;

the corresponding actions comprise the at least one
packet switching-related operation;

when the NIC adapter 1s operating, the NIC adapter 1s
to determine at least one particular action that the
NIC adapter 1s to take with respect to the at least one
incoming packet based, at least in part, upon the
output data and the match/action tuples; and

the at least one particular action comprises one or more
of the following:
at least one packet filtering-related operation;
at least one packet protocol classification-related

operation;
at least one packet modification-related operation;
and
at least one access control-related operation.
14. The method of claim 13, wherein:
the possible incoming packet characteristics comprise one

or more of the following:

source port;

protocol type;

destination port;

source address; and

destination address.

15. The method of claim 14, wherein:

the NIC adapter 1s useable 1n association with software-

defined networking; and

the at least one access control-related operation comprises

at least one access control list operation.

16. The method of claim 14, wherein:

when the NIC adapter 1s operating, the NIC adapter 1s to

receive the firmware instructions from a computing
device.

17. The method of claim 16, wherein:

the compilation 1s to be generated, at least in part, by

compiler software that 1s to be executed by the com-
puting device, based upon the user-provided instruc-
tions;

the compiler software 1s usable 1 programming multiple

different hardware devices; and

the user-provided instructions also are for use 1n describ-

ing, at least 1n part, a parse graph.

18. The method of claim 13, wherein:

the possible incoming packet characteristics vary, at least

in part, among the match/action tuples.

19. A processor-based computer system for use 1n receiv-
ing and forwarding network traflic via a network, the com-
puter system comprising:

at least one processor for use 1n executing one or more

programs;

the network interface controller (NIC) adapter communi-

catively coupled to the at least one processor, the NIC

adapter comprising:

physical layer interface circuitry and data link layer
circuitry for use in receiving at least one imncoming
packet via the network; and

packet parser circuitry for use in (1) identifying and
parsing at least one header of the at least one
incoming packet and (2) for generating output data
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for use 1n association with at least one packet switch-
ing-related operation, the parser circuitry being pro-
grammable, at least 1 part, based upon compilation
of user-provided instructions 1n a language, the user-
provided 1nstructions describing, at least 1in part, (1)
header structure of the at least one imncoming packet
and (2) manner of parsing of the at least one header,
the compilation being for use 1n generating, at least
in part, firmware instructions for use 1 program-
ming, at least 1n part, the packet parser circuitry;
wherein:
the user-provided instructions also describe match/
action tuples that associate, at least 1n part, possible
incoming packet characteristics with corresponding,
actions to be taken by the NIC adapter;
the corresponding actions comprise the at least one
packet switching-related operation;
when the NIC adapter 1s 1n operation, the NIC adapter
1s to determine at least one particular action that the
NIC adapter 1s to take with respect to the at least one
incoming packet based, at least in part, upon the
output data and the match/action tuples; and
the at least one particular action comprises one or more
of the following:
at least one packet filtering-related operation;
at least one packet protocol classification-related
operation;
at least one packet modification-related operation;
and
at least one access control-related operation.
20. The processor-based computer system of claim 19,
wherein:
the possible incoming packet characteristics comprise one
or more of the following:
source port;
protocol type;
destination port;
source address; and
destination address.
21. The processor-based computer system of claim 20,
wherein:
the NIC adapter 1s useable 1n association with software-
defined networking; and
the at least one access control-related operation comprises
at least one access control list operation.
22. The processor-based computer system of claim 20,
wherein:
when the NIC adapter 1s 1in the operation, the NIC adapter
1s to receive the firmware mstructions from a comput-
ing device.
23. The processor-based computer system of claim 22,
wherein:
the compilation 1s to be generated, at least in part, by
compiler software that 1s to be executed by the com-
puting device, based upon the user-provided instruc-
tions;
the compiler software 1s usable in programming multiple
different hardware devices; and
the user-provided 1nstructions also are for use 1n describ-
ing, at least 1n part, a parse graph.
24. The processor-based computer system of claim 19,
wherein:

the possible incoming packet characteristics vary, at least
in part, among the match/action tuples.
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25. The processor-based computer system of claim 19,
wherein:

the computer system, 1n operation, 1s also to comprise at

least one virtual machine and at least one queue for use
in association with the NIC adapter.

26. One or more non-transitory machine-readable storage
media storing instructions for being executed by at least one
computing device, the instructions, when executed by the at
least one computing device resulting in the at least one
computing device being configured for performance of
operations comprising;:

generating, at least 1n part, a compilation of user-provided

istructions 1 a language, the compilation being for
use 1n generating, at least in part, firmware nstructions
for use 1 programming, at least 1n part, packet parser
circuitry of a network interface controller (NIC)
adapter, the packet parser circuitry being for use 1n (1)
identifying and parsing at least one header of at least
one mcoming packet from a network, and (2) for
generating output data for use 1n association with at
least one packet switching-related operation, the user-
provided instructions describing, at least in part, (1)
header structure of the at least one incoming packet and
(2) manner of parsing of the at least one header;
wherein:
the user-provided instructions also describe match/
action tuples that associate, at least in part, possible
incoming packet characteristics with corresponding
actions to be taken by the NIC adapter;
the corresponding actions comprise the at least one
packet switching-related operation;
when the NIC adapter 1s in operation, the NIC adapter
1s to determine at least one particular action that the
NIC adapter 1s to take with respect to the at least one
incoming packet based, at least in part, upon the
output data and the match/action tuples; and
the at least one particular action comprises one or more
of the following:
at least one packet filtering-related operation;
at least one packet protocol classification-related
operation;
at least one packet modification-related operation;
and
at least one access control-related operation.

27. The one or more non-transitory machine-readable
storage media of claim 26, wherein:

the possible incoming packet characteristics comprise one

or more of the following:
source port;

protocol type;
destination port;

source address; and
destination address.

28. The one or more non-transitory machine-readable
storage media of claim 27, wherein:

the NIC adapter 1s useable 1n association with software-

defined networking; and

the at least one access control-related operation comprises

at least one access control list operation.

29. The one or more non-transitory machine-readable

storage media of claim 27, wherein:

when the NIC adapter 1s 1n the operation, the NIC adapter
1s to recerve the firmware nstructions from the at least
one computing device.
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30. The one or more non-transitory machine-readable
storage media of claim 29, wherein:
the compilation 1s to be generated, at least in part, by
compiler software that 1s to be executed by the at least
one computing device, based upon the user-provided
instructions;
the compiler software 1s usable in programming multiple
different hardware devices; and
the user-provided 1nstructions also are for use in describ-
ing, at least 1n part, a parse graph.
31. The one or more non-transitory machine-readable
storage media of claim 26, wherein:
the possible incoming packet characteristics vary, at least
in part, among the match/action tuples.
32. A method implemented, at least 1n part, using at least
one computing device, the method comprising;:
generating, at least 1n part, by the at least one computing
device, a compilation of user-provided instructions 1n a
language, the compilation being for use in generating,
at least in part, firmware instructions for use in pro-
gramming, at least 1in part, packet parser circuitry of a
network interface controller (NIC) adapter, the packet
parser circuitry being for use in (1) identifying and
parsing at least one header of at least one mmcoming
packet from a network, and (2) for generating output
data for use 1n association with at least one packet
switching-related operation, the user-provided instruc-
tions describing, at least 1n part, (1) header structure of
the at least one incoming packet and (2) manner of
parsing of the at least one header;
wherein:
the user-provided instructions also describe match/
action tuples that associate, at least 1n part, possible
incoming packet characteristics with corresponding
actions to be taken by the NIC adapter;
the corresponding actions comprise the at least one
packet switching-related operation;
when the NIC adapter 1s 1n operation, the NIC adapter
1s to determine at least one particular action that the
NIC adapter 1s to take with respect to the at least one
incoming packet based, at least in part, upon the
output data and the match/action tuples; and
the at least one particular action comprises one or more
of the following;:
at least one packet filtering-related operation;
at least one packet protocol classification-related
operation;
at least one packet modification-related operation;
and
at least one access control-related operation.
33. The method of claim 32, wherein:
the possible incoming packet characteristics comprise one
or more of the following:
source port;
protocol type;
destination port;
source address; and
destination address.
34. The method of claim 33, wherein:
the NIC adapter 1s useable 1n association with software-
defined networking; and
the at least one access control-related operation comprises
at least one access control list operation.
35. The method of claim 33, wherein:
when the NIC adapter 1s in the operation, the NIC adapter
1s to receive the firmware mstructions from the at least
one computing device.
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36. The method of claim 35, wherein:

the compilation 1s to be generated, at least in part, by
compiler software that 1s to be executed by the at least
one computing device, based upon the user-provided
instructions;

the compiler software 1s usable 1n programming multiple
different hardware devices; and

the user-provided instructions also are for use 1n describ-
ing, at least 1n part, a parse graph.

37. The method of claim 32, wherein:

the possible incoming packet characteristics vary, at least
in part, among the match/action tuples.
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