12 United States Patent

Swinson et al.

USO011392999B2

US 11,392,999 B2
*Jul. 19, 2022

(10) Patent No.:
45) Date of Patent:

(54) SYSTEM AND METHOD FOR ANALYSIS
AND PRESENTATION OF USED VEHICLE
PRICING DATA

(71) Applicant: TrueCar, Inc., Santa Monica, CA (US)
(72) Inventors: Michael D. Swinson, Santa Monica,
CA (US); Isaac Lemon Laughlin, Los
Angeles, CA (US); Meghashyam
Grama Ramanuja, Santa Monica, CA
(US); Mikhail Semeniuk, Golden
Valley, MN (US); Xingchu Liu, Austin,
TX (US)
(73) Assignee: TrueCar, Inc., Santa Monica, CA (US)
( *) Notice: Subject to any disclaimer, the term of this
patent 1s extended or adjusted under 35
U.S.C. 154(b) by 222 days.
This patent 1s subject to a terminal dis-
claimer.
(21) Appl. No.: 16/888,383
(22) Filed: May 29, 2020
(65) Prior Publication Data
US 2020/0294098 Al Sep. 17, 2020
Related U.S. Application Data
(63) Continuation of application No. 16/148,693, filed on
Oct. 1, 2018, now Pat. No. 10,733,639, which 1s a
(Continued)
(51) Int. CL
G060 30/02 (2012.01)
G060 10/06 (2012.01)
(52) U.S. CL
CPC ......... G060 300278 (2013.01); G060 10/06

(2013.01); GO6Q 30/02 (2013.01); GO6Q
30/0206 (2013.01)

302
\

U6~{ STAGE 1

316
\

'\1 STAGE 2 E

RESIDUAL
VALUES

(38) Field of Classification Search

None
See application file for complete search history.

(56) References Cited
U.S. PATENT DOCUMENTS
5,361,201 A 11/1994 Jost
5,377,095 A 12/1994 Maeda et al.
(Continued)
FOREIGN PATENT DOCUMENTS
CN 1501301 A 6/2004
CN 1734492 A 2/2006
(Continued)

OTHER PUBLICAITONS

Office Action 1ssued for U.S. Appl. No. 16/888,289, dated Feb. 24,
2022, 20 pages.

(Continued)

Primary Examiner — Mehmet Yesildag
(74) Attorney, Agent, or Firm — Sprinkle IP Law Group

(57) ABSTRACT

To 1ncrease the efliciency of a used vehicle data processing
process while still tailloring to an individual user’s unique
specifications on a used vehicle, at least some pre-calcula-
tions are performed by a backend process before a request
for data for a specified vehicle 1s received through a web site
or a web server on the Internet. A user can be presented with
an 1ntertace where the user can make a variety of determi-
nations. After the user requests data on a specific vehicle
configuration, a frontend process handles user-provided data
in conjunction with the data calculated in the backend
process to ensure that the results are better tailored to the
user’s specific vehicle attributes. The results can include

pricing data such as a trade-1n price, a list price, an expected
sale price or range of sale prices, market low sale price,
market average sale price, market high sale price, etc.
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SYSTEM AND METHOD FOR ANALYSIS
AND PRESENTATION OF USED VEHICLE
PRICING DATA

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of, and claims a benefit
of priority under 35 U.S.C. § 120 from U.S. patent appli-
cation Ser. No. 16/148,695, filed Oct. 1, 2018, 1ssued as U.S.
Pat. No. 10,733,639, entitled “SYSTEM AND METHOD
FOR ANALYSIS AND PRESENTATION OF USED
VEHICLE PRICING DATA,” which 1s a continuation of and
claims a benefit of prionty under 35 U.S.C. 120 from U.S.
patent application Ser. No. 14/145,252, filed Dec. 31, 2013,
1ssued as U.S. Pat. No. 10,108,989, entitled “SYSTEM AND
METHOD FOR ANALYSIS AND PRESENTATION OF
USED VEHICLE PRICING DATA,” which 1s a continua-
tion of and claims a benefit of priority under 35 U.S.C. 120
from U.S. patent application Ser. No. 13/554,743, filed on
Jul. 20, 2012, 1ssued as U.S. Pat. No. 8,645,193, entitled
“SYSTEM AND METHOD FOR ANALYSIS AND PRE-
SENTATION OF USED VEHICLE PRICING DATA,”
which, 1n turn, claims a benefit of priority under 35 U.S.C.
§ 119(e) from U.S. Provisional Application No. 61/512,787,
filed Jul. 28, 2011, entitled “SYSTEM AND METHOD FOR

ANALYSIS AND PRESENTATION OF USED VEHICLE
PRICING DATA.” All applications referenced in this para-
graph are fully incorporated by reference herein for all
pUrposes.

COPYRIGHT NOTICE

A portion of the disclosure of this patent document
contains material which 1s subject to copyright protection.
The copyright owner has no objection to the facsimile
reproduction by anyone of the patent document or the patent
disclosure, as 1t appears 1n the Patent and Trademark Oflice
patent file or records, but otherwise reserves all copyright
rights whatsoever.

TECHNICAL FIELD

The present disclosure relates to the aggregation, analysis,
and presentation of transaction and pricing data related to
vehicles, including used vehicles.

BACKGROUND OF THE RELATED ART

Sellers sometimes have a dificult time determining how
they should price a used vehicle. This difliculty 1s exacer-
bated by the vagaries of used car transactions, especially in
comparison with the sale or purchase of new cars.

For example, (a) condition 1s a critical factor to the value
of a used car but i1t doesn’t apply to new cars; (b) Mileage
on a used car aflects the value whereas 1t can be 1gnored on
new cars; (¢) In general, the older the vehicle, the less the
price; age 1s not an 1ssue with new cars; (d) Used car pricing
has a much wider range of model years and many more
vehicle models to work with; new cars only include at most
vehicles 1 the most recent 2 or 3 model years; (e¢) Sales
velocity drops dramatically for older vehicles, especially for
those 10+ years old cars; thus, far fewer data points

for
analysis are available; In most cases, an adequate number of
comparable new car transactions are available; (I) Options
on a particular used car cannot be configured. For new cars,
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options can be customized with dealer-installed options or
by direct order from manufacturers.

It 1s thus desirable to account for these various challenges
and factors when providing a buyer or seller with pricing
data associated with a specified used vehicle, including for
example, historical transaction data, a trade-in price, a list
price, an expected sale price or range of sale prices or an
expected time to sale. It 1s also desired that certain of the
pricing data be presented 1n conjunction with the transaction
data associated with the specified used vehicle. It 1s further
desired that this transaction data may be presented as
distribution of the transaction data and certain pricing data
including such price points as market low sale price, market
average sale price or market high sale price may be pre-
sented relative to the transaction data.

SUMMARY OF THE

DISCLOSURE

These, and other, aspects of the mvention will be better
appreciated and understood when considered 1n conjunction
with the following description and the accompanying draw-
ings. The following description, while indicating various
embodiments of the invention and numerous specific details
thereol, 1s given by way of illustration and not of limitation.
Many substitutions, modifications, additions or rearrange-
ments may be made within the scope of the invention, and
the 1nvention includes all such substitutions, modifications,
additions or rearrangements.

Embodiments of systems and methods for the aggrega-
tion, analysis, and display of data for used vehicles are
disclosed. In particular, 1n certain embodiments, historical
transaction data for used vehicles may be obtained and
processed to determine pricing data, where this determined
pricing data may be associated with a particular configura-
tion of a vehicle. The user can then be presented with an
interface pertinent to the vehicle configuration utilizing the
agoregated data set or the associated determined data where
the user can make a variety of determinations. This interface
may, for example, be configured to present the historical
transaction data visually, with the pricing data such as a
trade-1n price, a list price, an expected sale price or range of
sale prices, market low sale price, market average sale price,
market high sale price, etc. presented relative to the histori-
cal transaction data.

In one embodiment, modeling that accounts for various
factors may be utilized to accurately estimate sale and listing
prices for a given used car. Embodiments of such a modeling
approach may include the development of a set of depre-
ciation functions associated with vehicle trims to facilitate
estimation of the base value of a used car. Key factors may
be icorporated into regression models to estimate their
individual impact or interactions. These factors may include,
for example: Mileage; Condition; Geographic information
(region, state, zip code, metro, DMA, etc.); Demographic
information (household income, house value, etc.); Vehicle
attributes (transmission, engine, drive train, hybrid, electric,
etc.); Vehicle options; Days to sell; etc. The days-to-sell
factor may be utilized to capture the market attribute that for
a given used car the expected price varies depending on how
soon the owner wants to sell their vehicle.

In certain embodiments, in addition to the above factors
that are considered 1n regression models, clustering
approaches may also be applied to overcome sparse data.
The purpose of this clustering may be to i1dentify similar
vehicles and similar geographic regions so that data points
can be pooled together for regression analysis. Thus, using
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embodiments of this modeling or regression, pricing data,
including estimated sales prices or listing prices may be
determined.

Using such estimated sales prices or listing price (e.g., a
price at which the car may be offered for sale) for a used
vehicle, then, a seller can better make decisions regarding,
the sale of a used vehicle, as the market factors correspond-
ing to the vehicle may be better understood. In fact, embodi-
ments of such vehicle data systems can help everyone
involved 1n the used car sales process including sellers (e.g.,
private sellers, wholesalers, dealers, etc.) and consumers,
and even intermediaries by presenting both simplified and
complex views of data. By utilizing visual interfaces in
certain embodiments pricing data may be presented as a
price curve, bar chart, histogram, etc. that retlects quantifi-
able prices or price ranges relative to reference pricing data
points. Using these types of visual presentations may enable
a user to better understand the pricing data related to a
specific vehicle configuration. Such interfaces may be, for
example, a website such that the user can go to the website
to provide relevant information concerning a specific vehicle
configuration and the interface corresponding to the specific
vehicle configuration 1s presented to the user through the
website.

BRIEF DESCRIPTION OF TH.

L1l

DRAWINGS

The drawings accompanying and forming part of this
specification are included to depict certain aspects of the
invention. A clearer impression of the invention, and of the
components and operation of systems provided with the
invention, will become more readily apparent by referring to
the exemplary, and therefore nonlimiting, embodiments
illustrated 1n the drawings, wherein i1dentical reference
numerals designate the same components. Note that the
teatures 1llustrated 1n the drawings are not necessarily drawn
to scale.

FIG. 1 depicts of one embodiment of a topology including
a vehicle data system.

FIG. 2 depicts one embodiment of a method for deter-
mimng and presenting pricing data.

FIG. 3 depicts an embodiment of a method for determin-
ing and presenting pricing data.

FIG. 4 depicts an exemplary bin for use in determining,
and presenting pricing data.

FIG. 5 depicts exemplary historical data for an average
price determination.

FIG. 6 depicts one embodiment of an interface.

FIG. 7 depicts one embodiment of an interface.

FIG. 8 depicts one embodiment of an interface.

FIG. 9 depicts an embodiment of a method for determin-
ing and presenting pricing data.

DETAILED DESCRIPTION

The disclosure and various features and advantageous
details thereotf are explained more fully with reference to the
exemplary, and therefore non-limiting, embodiments 1llus-
trated 1n the accompanying drawings and detailed in the
following description. It should be understood, however,
that the detailed description and the specific examples, while
indicating the preferred embodiments, are given by way of
illustration only and not by way of limitation. Descriptions
of known programming techmques, computer software,
hardware, operating platforms and protocols may be omitted
s0 as not to unnecessarily obscure the disclosure 1n detail.
Various substitutions, modifications, additions and/or rear-
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rangements within the spirit and/or scope of the underlying
inventive concept will become apparent to those skilled 1n
the art from this disclosure.

Software 1mplementing embodiments disclosed herein
may be implemented 1n suitable computer-executable
instructions that may reside on a computer-readable storage
medium. Within thus disclosure, the term “computer-read-
able storage medium™ encompasses all types of data storage
medium that can be read by a processor. Examples of
computer-readable storage media can include, but are not
limited to, volatile and non-volatile computer memories and
storage devices such as random access memories, read-only
memories, hard drives, data cartridges, direct access storage
device arrays, magnetic tapes, floppy diskettes, flash
memory drives, optical data storage devices, compact-disc
read-only memories, and other appropriate computer memo-
rics and data storage devices.

Attention 1s now directed to the aggregation, analysis,
display and of pricing data for vehicles, including used
vehicles. In particular, actual sales transaction data may be
obtained from a variety of sources. This historical transac-
tion data may be aggregated into data sets and the data sets
processed to determine desired pricing data, where this
determined pricing data may be associated with a particular
configuration (e.g., make, model, power train, options, mile-
age, etc.) of a vehicle. An 1nterface may be presented to a
user where a user may provide relevant information such as
attributes of a vehicle configuration, a geographic area, etc.
The user can then be presented with a display pertinent to the
provided information utilizing the aggregated data set or
associated determined pricing data where the user can make
a variety of determinations such as a trade-in price, a list
price, an expected sale price or range of sale prices or an
expected time to sale.

In one embodiment, the expected sale price, or sale prices
within a range of expected sale prices may have a percentage
certainty associated with them which reflect the probabaility
of the specified used vehicle selling at that price. The list
price and the expected sale price may be linked to a number
ol average days to sale such that the list price, expected sale
price and average days to sale may be interdependent. The
interface may ofler a user the ability to adjust one or more
pieces ol this pricing data (e.g., the average number of days
to sale) and thereby adjust the interface to present the pricing
data calculated in response to this adjustment. Furthermore,
such pricing data may be presented in conjunction with
transaction data associated with the specified used vehicle.
This transaction data may be presented as a distribution of
the transaction data and include pricing data including such
price points such as market low sale price, market average
sale price or market high sale price.

In certain embodiments, then, using data feeds from
multiple sources, model variables may be constructed and
multivariate regressions for generating pricing data for used
car valuations may be built. In the used car space, there are
multiple price points that are of interest, including specifi-
cally List Prices, Sale Prices, and Trade-In Prices.

Thus, embodiments of the systems and methods disclosed
herein can provide accurate pricing guidance with respect to
at least each of these price points, along with a range of sale
prices that may be useful for both a buyer and/or a seller.

To provide such information embodiments may utilize the
following approach: when a user enters his vehicle infor-
mation 1nto a user interface, variables about the specifics of
that vehicle are obtained. For example, data on year, make,
model, options, transmission, engine cylinders, color, con-
dition, mileage, original MSRP and Invoice price are may be
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obtained. From this data, a baseline valuation can be
obtained. This valuation can be calculated 1n multiple ways
depending on the embodiment, but, in one embodiment may
cllectively be a depreciation value for the class of vehicle
associated with the vehicle selected by the user. Also, at this
time, the vehicle’s “bin” may be specified: the bin 1s defined
as the group of vehicles 1n the historical transactions that are
of the same make, model, body type, same year (or genera-
tion), similar time frame, or similar geography. Recent
transactions (e.g., within a certain time window) within the
same bin may be evaluated based on a model (which will be
described in more detail later herein), to make further
refinements to the price being anticipated for the vehicle.
This process may be done for listing, sale, and trade-in
prices.

In some embodiments, to increase the efliciency of the
process while still tailoring the results to the individual
user’s unique specifications, at least some pre-calculation
(e.g., calculation done before a specific request from a user
for data for a specified vehicle) may be done. This pre-
calculation may be done 1n what will herein be referred to as
the “backend.” The backend as used herein means that 1t
may not be done 1n response to a user request, or may be
done at any point before a particular user requests data on a
specified vehicle. Thus, for example, 11 certain calculations
are on certain time frame (e.g., every day, every week, every
hour, etc.) these may be considered to be done on the
backend. Additionally, for example, 11 calculations are done
before a first user specifies a vehicle and requests pricing
data on that vehicle pre-calculation may have been done on
the backend with respect to that first user and his request. IT
certain calculations are done after the first user has received
his information but before a second user requests data on a
specified vehicle those calculation may be understood to
have been done on the backend. When such pre-calculation
occurs, after the user requests data on a specified vehicle
configuration, there may be a process tlow for handling this
user provided incremental data ({or example, in conjunction
with the data calculated in the backend) to ensure the results
are better tailored to the user’s specific vehicle attributes.

Embodiments of the above systems and methods will now
be described herein 1n more detail. As an overview, 1nitially
a general description on data and data sources utilized will
be described. Then, the method utilized to construct a model
based on a research data set 1s described. In certain embodi-
ments, models may be constructed on one or more diflerent
levels, for example, a model may be built on a national level,
a make level, a model level, a bin level, etc. Furthermore,
there may be a set of models for each price which it 1s
desired to determine. For example, there may be a set of
models for list price, a set of model for sale price and a set
of models for trade 1n price. Thus, for example, there may be
a set of models for list price, each model corresponding to
a bin; a set of models for sale price, each model correspond-
ing to a bin and a set of models for trade 1n price, each model
corresponding to a bin. Finally, the implementation and use
of a model 1s described, including the use of such a model
in the frontend (calculations done 1n response to a user’s
request for data for a specific vehicle configuration) phases
of that implementation.

Embodiments of the systems and methods of the inven-
tion may be better explained with reference to FIG. 1 which
depicts one embodiment of a topology which may be used
to implement certain embodiments. Topology 100 comprises
a set of enftities including vehicle data system 120 (also
referred to herein as the TrueCar system) which 1s coupled
through network 170 to computing devices 110 (e.g., com-
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puter systems, personal data assistants, kiosks, dedicated
terminals, mobile telephones, smart phones, etc.), and one or
more computing devices at inventory companies 140, origi-
nal equipment manufacturers (OEM) 130, sales data com-
panies 160, financial mstitutions 182, external information
sources 184, departments of motor vehicles (DMV) 180, and
one or more associated point of sale locations, i this
embodiment, car dealers 130. Network 170 may be for
example, a wireless or wireline communication network
such as the Internet or wide area network (WAN), publicly
switched telephone network (PTSN) or any other type of
clectronic or non-electronic communication link such as
mail, courier services or the like.

Vehicle data system 120 may comprise one or more
computer systems with central processing units executing
instructions embodied on one or more computer readable
media where the nstructions are configured to perform at
least some of the functionality associated with embodiments
of the invention. These applications may include a vehicle
data application 190 comprising one or more applications
(1nstructions embodied on a computer readable media) con-
figured to implement an interface module 192, data gather-
ing module 194, and processing module 196 utilized by the
vehicle data system 120. Furthermore, vehicle data system
120 may include data store 122 operable to store obtained
data 124, data 126 determined during operation, models 128
which may comprise a set of dealer cost model or price ratio
models, or any other type of data associated with embodi-
ments of the invention or determined during the implemen-
tation of those embodiments.

Vehicle data system 120 may provide a wide degree of
functionality including utilizing one or more interfaces 192
configured to for example, recerve and respond to queries
from users at computing devices 110; interface with mnven-
tory companies 140, manufacturers 150, sales data compa-
nies 160, financial institutions 170, DMVs 18, external
sources 184 or dealers 130 to obtain data; or provide data
obtained, or determined, by vehicle data system 120 to any
of mventory companies 140, manufacturers 150, sales data
companies 160, financial institutions 182, DMV's 180, exter-
nal data sources 184 or dealers 130. It will be understood
that the particular interface 192 utilized 1n a given context
may depend on the functionality being implemented by
vehicle data system 120, the type of network 170 utilized to
communicate with any particular entity, the type of data to
be obtained or presented, the time interval at which data 1s
obtained from the entities, the types of systems utilized at
the various entities, etc. Thus, these interfaces may include,
for example web pages, web services, a data entry or
database application to which data can be entered or other-
wise accessed by an operator, or almost any other type of
interface which it 1s desired to utilize 1n a particular context.

In general, then, using these interfaces 192, vehicle data
system 120 may obtain data from a variety ol sources,
including one or more of inventory companies 140, manu-
facturers 130, sales data companies 160, financial institu-
tions 182, DMVs 180, external data sources 184 or dealers
130 and store such data 1n data store 122. This data may be
then grouped, analyzed or otherwise processed by vehicle
data system 120 to determine desired data 126 or models 128
which are also stored 1n data store 122. A user at computing
device 110 may access the vehicle data system 120 through
the provided interfaces 192 and specily certain parameters,
such as a desired vehicle configuration. The vehicle data
system 120 can select a particular set of data in the data store
122 based on the user specified parameters, process the set
of data using processing module 196 and models 128,
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generate interfaces using interface module 192 using the
selected data set and data determined from the processing,
and present these interfaces to the user at the user’s com-
puting device 110. More specifically, in one embodiment
interfaces 192 may visually present the selected data set to
the user 1n a highly mtuitive and useful manner.

In particular, 1n one embodiment, a visual interface may
present at least a portion of the selected data set as a price
curve, bar chart, histogram, etc. that retlects quantifiable
prices or price ranges (e.g., “lower prices,” “sale price,”
“market average price,” “higher prices” etc.) relative to
reference pricing data points or ranges (e.g., trade in price,
list price, market low sale price, market average sale price,
market high sale price, etc.). Using these types of visual
presentations may enable a user to better understand the
pricing data related to a specific vehicle configuration.

Turning to the various other entities i topology 100,
dealer 130 may be a retail outlet for vehicles manufactured
by one or more of OEMs 150 or may be used vehicle dealers.
To track or otherwise manage sales, finance, parts, service,
inventory and back oflice administration needs dealers 130
may employ a dealer management system (DMS) 132. Since
many DMS 132 are Active Server Pages (ASP) based,
transaction data 134 may be obtained directly from the DMS
132 with a “key” (for example, an ID and Password with set
permissions within the DMS system 132) that enables data
to be retrieved from the DMS system 132. Many dealers 130
may also have one or more web sites which may be accessed
over network 170, where pricing data pertinent to the dealer
130 may be presented on those web sites, including any
pre-determined, or upiront, pricing. This price 1s typically
the “no haggle” (price with no negotiation) price and may be
deemed a “fair” price by vehicle data system 120.

Inventory companies 140 may be one or more mventory
polling companies, inventory management companies or
listing aggregators which may obtain and store inventory
data from one or more of dealers 130 ({or example, obtain-
ing such data from DMS 132). Inventory polling companies
are typically commissioned by the dealer to pull data from
a DMS 132 and format the data for use on websites and by
other systems. Inventory management companies manually
upload mventory information (photos, description, specifi-
cations) on behalf of the dealer. Listing aggregators get their
data by “scraping’ or “spidering’ websites that display
inventory content and receiving direct feeds from listing
websites (for example, Autotrader, FordVehicles.com).

DMYVs 180 may collectively include any type of govern-
ment entity to which a user provides data related to a vehicle.
For example, when a user purchases a vehicle 1t must be
registered with the state (for example, DMV, Secretary of
State, etc.) for tax and titling purposes. This data typically
includes vehicle attributes (for example, model year, make,
model, mileage, etc.) and sales transaction prices for tax
purposes. Additionally, DMVs may maintain tax records of
used vehicle transactions, inspection, mileages, etc.).

Financial institution 182 may be any entity such as a bank,
savings and loan, credit union, etc. that provides any type of
financial services to a participant involved in the purchase of
a vehicle. For example, when a buyer purchases a vehicle
they may utilize a loan from a financial institution, where the
loan process usually requires two steps: applying for the
loan and contracting the loan. These two steps may utilize
vehicle and consumer information 1n order for the financial
institution to properly assess and understand the risk profile
of the loan. Typically, both the loan application and loan
agreement nclude proposed and actual sales prices of the
vehicle.
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Sales data companies 160 may include any entities that
collect any type of vehicle sales data. For example, syndi-
cated sales data companies aggregate new and used sales
transaction data from the DMS 132 systems of particular
dealers 130. These companies may have formal agreements
with dealers 130 that enable them to retrieve data from the

dealer 130 1n order to syndicate the collected data for the
purposes of iternal analysis or external purchase of the data
by other data companies, dealers, and OEMs.

Manufacturers 1350 are those entities which actually build
the vehicles sold by dealers 130. In order to guide the pricing
of their vehicles, the manufacturers 150 may provide an
Invoice price and a Manufacturer’s Suggested Retail Price
(MSRP) for both vehicles and options for those vehicles—to
be used as general guidelines for the dealer’s cost and price.
These fixed prices are set by the manufacturer and may vary
slightly by geographic region.

External information sources 184 may comprise any
number of other various source, online or otherwise, which
may provide other types of desired data, for example data
regarding vehicles, pricing, demographics, economic con-
ditions, markets, locale(s), consumers, etc.

Thus, as can be seen, from the above data sources, vehicle
data system 120 can obtain and store at least the following
data sets (which may be stored, for example, as obtained
data 124): (a) Used vehicle sale transactions: this dataset
comprises the individual historical sales transactions, which
includes the core mnformation about the sale including the
vehicle year, make, model, trim, 1dentification, region, sale
price, mileage, condition, options, etc.; (b) Used vehicle
listing data: this dataset captures the historical as well as
current listings available in the market, which includes
vehicle year, make, model, trim, 1dentification, region, list-
ing price, mileage, condition, etc.; (¢) Geography data: this
dataset comprises mappings across zip code, city, state,
region, DMA, etc.; (d) Demographic data: this dataset has
demography imnformation such as median household income,
median house value at a geographic (e.g., zip code, city,
state, region, DMA, etc.) level; (e) Vehicle data: this dataset
comprises the vehicle information, such as vehicle year,
make, model, trim, engine, transmission, drivetrain, body
type, option, MSRP, invoice, etc.; (I) Vehicle residual value
data: this data 1s published by an external data source (e.g.,
vehicle leasing or finance compames) and comprise esti-
mates of the residual value of used vehicles; and (g) Title
history data: this data 1s specific to individual vehicles such
as number of owners, clean title or not, etc.

It should be noted here that not all of the various entities
depicted 1n topology 100 are necessary, or even desired, 1n
embodiments of the invention, and that certain of the func-
tionality described with respect to the entities depicted in
topology 100 may be combined mto a single entity or
climinated altogether. Additionally, 1n some embodiments
other data sources not shown in topology 100 may be
utilized. Topology 100 1s therefore exemplary only and
should 1n no way be taken as imposing any limitations on
embodiments of the imnvention.

Using the available data sets then, embodiments may
accurately estimate sale price and listing price for a given
used vehicle. Sale price 1s the amount the user paid to
purchase the car or 1t 1s anticipated a user will pay to
purchase a car; listing price refers to the price that the car
was/1s listed/advertised for on the market. Given both esti-
mations, any owner who wants to sell his/her vehicle can do
so with an accurate understanding of the market value of the
car.
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As discussed above, used car pricing 1s a more challeng-
ing problem compared to new car pricing for a variety of
reasons, including considerations of condition, mileage, age,
variety, sales velocity, configuration, etc. Embodiments as
disclosed herein may account for substantially all these
factors and allows us an accurate estimation of sale and
listing prices for a given used car.

In particular, turning now to FIG. 2, a high-level flow
diagram 200 illustrating a method for modeling and deter-
mimng used vehicle pricing data 1s shown. Initially, this
regression model approach includes determining a set of
depreciation functions associated with vehicle trims 1n order
to facilitate estimation of a base value of the car (step 202).
Additional key factors can then be incorporated into the
regression models to estimate their individual impact or
interactions (step 204). As will be explained in greater detail
below, these factors may include (a) Mileage; (b) Condition;
(¢) Geographic information (region, state, ZIP code, metro,
DMA, etc.); (d) Demographic information (household
income, house value, etc.); (¢) Vehicle attributes (transmis-
sion, engine, drivetrain, hybnd, electric, etc.); (I) Vehicle
options; and (g) Days to sell.

The days to sell factor captures the market feature that for
a given used car the expected price (e.g., sale price) varies
depending on the time frame 1n which the owner wants to
sell their vehicle. The days to sell factor may equal the
number of days between the date when the vehicle 1s first
listed on the market and the date when the vehicle 1s sold.
Note that even for the exact same vehicle; 1t can be sold for
different prices depending on the time frame in which the
owner wants to sell their vehicle.

In addition to the above factors that are considered in the
regression model(s), clustering approaches (step 206) may
also applied to overcome sparse data caused, for example,
by the drop 1n sales velocity or the static configuration of a
used vehicle. The purpose of clustering is to identily similar
vehicles and similar geographic regions so that data points
can be pooled together for regression analysis.

Market-level prices can then be estimated to provide
owners more msights (step 208). In one embodiment, the
estimation can provide market low, average, and high prices.
These prices are estimated based upon the relevant historical
sales, a sale price regression analysis, and further adjust-
ments to align with the specific configuration of owners’
vehicles (e.g., provided by a user).

Turning now, to FIG. 3, one embodiment of a method for
the aggregation, analysis, and presentation of transaction
and pricing data related to vehicles, including used vehicles,
1s presented 1n greater detail.

The process 302 may be divided 1nto backend processing
302 and frontend processing 304. The backend processing
302 may entail the development of one or more models
based upon historical transaction data. In certain embodi-
ments, models may be constructed on one or more different
levels. For example, a model may be built on a national
level, a make level, a model level, a bin level, etc. Further-
more, there may be a set of models for each price which it
1s desired to determine. For example, there may be a set of
models for list price, a set of model for sale price and a set
of models for trade 1n price. Thus, for example, there may be
a set ol models for list price, each model corresponding to
a bin; a set ol models for sale price, each model correspond-
ing to a bin and a set of models for trade-1n price, each model
corresponding to a bin.

The frontend processing 304 may utilize the model(s)
developed 1n the backend processing to determine pricing
data to present to the user. More specifically, during the
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frontend processing 304, a model associated with an antici-
pated price (e.g., sale price, list price, trade-1n price) and the
user-provided vehicle configuration may be determined.
Values of the user-specified vehicle configuration (e.g.,
mileage, condition, etc.) may be used to calculate variables
for the model and an anticipated price (e.g., sale price, list
price, trade-1n price) determined.

Referring first to the embodiment of the backend process-
ing 302 depicted in FIG. 3, these steps may be utilized 1n
conjunction with the historical transaction data to create a
set of models. It will be noted that all, or a subset, of these
steps may be repeated for each model 1t 1s desired to
determine.

In Stage 1 (306), a Baseline Valuation 1s determined. In
order to accurately estimate the sale price or listing price for
a given used vehicle (or bin), a first step may be to develop
a reliable Depreciation Function for vehicle base value. This
may be accomplished using the historical transaction data
associated with the vehicle or bin.

As noted above, the bin 1s the group of vehicles in the
historical transactions that are of the same make, model,
body type, same year (or generation), similar time frame, or
similar geography. Exemplary bins are shown in FIG. 4. In
the example 1llustrated, the bin 1s defined in terms of Year,
Make, Model, and ZIP Code. In some embodiments, ZIP
Code refers to a center of a geographic region (e.g., on the

order of tens or hundreds of miles). The actual region could
be larger than a single ZIP code. In the example 1llustrated,
Bin 1 thus comprises Year 2009, Make Honda, Model Civic,
and ZIP Code 90401. Bin 2 comprises Year 2005, Make
Toyota, Model Camry, and ZIP Code 78701.

A Depreciation Value may be defined as the decline 1n
value of a vehicle that 1s no longer considered “New.” A
Depreciation Function may be defined as a mathematical/
statistical formula that will output a current value of the
vehicle, given age, mileage, condition, and geography rela-
tive to the vehicle’s value when “New.” Plugging 1n different
age, mileage, condition, and geography parameters will
result 1n an exponential decay function that models the
Depreciation Value of a given vehicle.

In order to produce a Depreciation Value for a vehicle, the
following data may be accounted for (1) Vehicle Configu-
ration: Year, Make, Model, Trim, Standard Features, manu-
facturer installed options, and dealer installed options; (11)
Depreciated Valuation Source: such as Lease Residual Val-
ues or Dealer Residual Values (Lease Residual Values and
Dealer Residual Values are the value of the vehicle after
expiration of a lease or on trade-1n, respectively); (111) MSRP
and Invoice price; and (1v) Historical transaction data that
covers used car sales across all of the United States.

The Baseline Valuation calculation leverages a depreci-
ated valuation source, such as lease residual values, as a
response variable on which to construct a Depreciation
Function that may be used for a specific vehicle.

The first step 1n coming up with a Depreciation Function
that 1s tailored for a specific vehicle may be to build a
generalized Exponential Decay curve that models the Depre-
ciation Value of the vehicle given diflerent age inputs. This
1s done by {itting an exponential decay curve to a depreciated
valuation, and the result 1s a function 1n the form of:

Y=pe ™ (Eq. 1)

where p and 6 are estimates from a non-linear fit regression
model that has the functional form of the equation above,
where the dependent variable, Y, 1s the natural log of the
vehicle’s residual value as defined by sources that set
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residual values. It 1s defined as vehicle age, computed as
Today’s Year less the Model Year of the vehicle.
In one embodiment, the following principles may also

apply to the dependent variable Y:
The structure can be decomposed additively into a mean
function and an error component.
The model errors are uncorrelated and have zero mean.
The mean function consists of known regressor variables
and unknown constants (3 and o)
Thus, from this exercise, we have a prediction of the form:

Y=Pe~ (Eq. 2)

Where Y is the natural log of a predicted residual value,
which can be transformed into a predicted current baseline

valuation. In particular, the Baseline Valuation would be the
product of the MSRP with the anti-log of Y.

Stage 2 (308): Residual Valuation

Next, 1n Stage 2 (308), the transaction residual values of
vehicles may be modeled as a function of (1) the Exponen-
tial Decay estimate, (2) mileage, (3) condition, and (4)
geography. A Linear Regression may be used to generate
estimates for the possible parameters. The dependent vari-
able 1s the vehicle’s baseline valuation divided by the
Vehicle’s MSRP Value as new. The resulting formula for
Residual Value 1s a linear function that 1s of the form:

Y=Po+2P X +¢ (Eq. 3)

where Y 1s the baseline valuation/MSRP at transactional
level, the betas are the parameters that have been estimated,
and the X1’s are the values for the predicted residual value
(from Stage 1 (306) above), mileage, condition (which can
be mput as indicator variables or ordinal values), and
geography (which can be mput as indicator variables). This
formula can then be used to obtain an accurate Residual
Value of any vehicle, with any mileage, condition, and
geographical location. This 1s done by applying the Depre-
ciation Function to the vehicle value as “New.” The result 1s
stored (316) and, as will be explained 1n greater detail below,
may be used by the Frontend 304 to derive the final price.
Stage 3 (310). Clustering of Vehicles and Geographic
Regions

In some embodiments, 1t may be the case that the histori-
cal models might not have enough coverage across all the
geographic regions. It may be important then to estimate the
prices for these sparse models based on the most similar
models. This may be achieved by clustering the most similar
vehicle models based on the vehicle and geography. Here the
similarities of models can be defined with make, body type,
vehicle type (truck, SUV, coupe, convertible, etc.), engine,
transmission, etc. Also, given the depreciation functions
developed (as described above), the clustering process may
be supervised by the normalized prices (as divided by
residual value) instead of the actual prices. A final bin for a
specific vehicle will be referred to herein as q. In addition,
as will be discussed 1n greater detail below, the residual
values 316 may be used by the frontend 304 to derive the
final price.
Stage 4 (312). Construction of Research Dataset

After classiiying transactions data into clusters of vehicles
having similar characteristics, research datasets 318 may be
constructed for the vehicle pricing. In some embodiments,
the research datasets are constructed using the following
operations:

Use of temporally-weighted historical data to generate a
suilicient number of observations needed to draw inferences
with acceptable confidence;
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Use of geo-specific socioeconomic variables to account
for geographic diflerences i1n consumer behavior (e.g.,
median income, median home prices); and Vehicle-specific
attributes (e.g., engine type, drive type).

4.1 Temporal Weighting of Historical Observations

Every historical transaction, y,, can be used in the mod-
cling process. However, use of a transaction that occurred 1n
the very distant past may cause misleading results, particu-
larly if the used-car market has witnessed recent changes
such as the price jump due to supply interruptions caused by
natural disasters or seasonal fluctuations. To put emphasis on
more recent transactions and thereby more quickly capture
change, a temporal weight 1s assigned to each observation
based on 1ts age i weeks. The approach used 1s an expo-
nentially weighted moving average:

S=aY, +(1-a)S, | (Eq. 4)

Above, S, represents the exponentially weighted moving
average 1n week t, a 1s a parameter controlling how quickly
historical transactions are discounted and Y, , 1s price of
transactions occurring in week t-1.

It may be important to choose the appropriate value of a.
An analysis of historical performance can be used to aid in
the selection of the appropriate value. In the event where
there are many transactions observed, say, 1n the last four (4)
weeks, an unweighted average of these transactions can be
used as 1t may provide a timely and robust measure or prices
without relying upon historical data.

4.2 Geo-Specific Socioeconomic Data

Because consumer demand may vary with geography
based on the characteristics and taste of the local population,
a set of vaniables z may be used. These variables may
include, for example, geo-specific information obtained
from data providers and the US Census Bureau (based on the
most recent decennial census): 1) fraction of rural house-
holds 1n the locality compared to national percentage, 2)
median home price 1n the locality compared to the national
median home price, 3) percentage of work force participa-
tion in locality compared to national work force participa-
tion and, using another data source with the locations of all
US car dealers 4) the number of vehicle dealerships for a
specific make 1n the locality.

4.3 Vehicle-Specific Attributes

To account for structural and pricing differences in each
vehicle, a set of variables x may be considered. These
variables may include: 1) the natural logarithm of the MSRP
of the base vehicle without options, 2) natural logarithm of
the ratio of MSRP of the vehicle with options and the base
vehicle, 3) the vehicle body type (SUV, Van, Truck, Sedan,
Coupe, Convertible), 4) fuel type (electric, diesel, hybrid,
gasoline), 5) transmission type (automatic, manual), 6) drive
type (4-wheel drive, front-wheel drive, rear-wheel drive)
and 7) the number of cylinders 1n the vehicle’s engine.
4.4 Usage/Maintenance of Vehicle

To account for the usage and maintenance of each vehicle,
a set of variables y may be considered. These variables may
include: 1) mileage on the vehicle, 2) condition of the
vehicle; 3) title history. Title history 1s specific to individual
vehicles. It indicates whether the vehicle has been properly
maintained. This also helps estimate the actual condition of
the vehicle.

4.5 Days-to-Sell

The number of days to sell a vehicle 1s an important factor
on the listing price and the price at which the car 1s sold
eventually. To observe the historical days to sell, the listings
and transactions data may be merged to get the day a listing
was added and the actual date the vehicle was sold. Then the
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number of days to sell can be derived. Note that even for the
exact same vehicle, 1t can be sold for different prices
depending how soon the owner wants to sell. If the owner
trades 1n the vehicle which 1s likely to be lower price, then
it 1s only matter of days. In addition, listing price will aflect
the number of interested buyers thus the days to sell as well.
Stage 5 (314). Oflline Regression Model

Here, a model 1s built for the normalized price ratio (pr)
defined as pr=

price

: relative to 1ts weighted
depreciated value eh

mean value of similar vehicles and regions.

This work can be summarized by the equation:

Pr=pr =0 +0, +2 B X420, VA2 hyz 42 0, v, +E;

o n #RH

(Eq. 5)

Which can be rewritten in the more tamiliar form as:

prf—ﬁzmﬂ+ﬂm+2j[3j-xf+2k6k-yk+23hf-z;-|-2}1EIH-vH+EI- (Eq. 6)
Where
(Zwimr: ) (Eq. 7)
L 1eq
Pla = 2 Wi
X rEq J

In the preceding equation, the features 1n set X represent
the set of regression variables which impact the price ratio
such as vehicle attributes, the set y represents the usage/
maintenance data, and the set z represents local-level cus-
tomer and demographic information as well as 1ndustry-
level data, the set v represents the days-to-sell data, a_ 1s a
global intercept term, o, 1s a make-level intercept applied
only when 1€m, and p_rﬁjr denotes a weighted average of the
price ratios for the particular bin g. €, 1s the error term.

The model can be fitted using weighted Ordinary Least
Squares (OLS) to find the regression coethicients (i.e., the
estimated parameters o, 3, 0, A, O that result 1in the smallest
sum of temporally weighted squared residuals). The results
are then stored (320) for use in derniving the final price 1n the
frontend, as will be discussed 1n greater detail below.

Given the results of the regression equation, the predicted
price ratio of a vehicle 1 in a bin g 1s then pTF, =prT, +p_rq,,
where pr; 1s the predicated price ratio that results from the
model. The pr hat can be thought of as an estimate of how
a vehicle differs from the average (pr bar).

The final estimated price for vehicle 1n transaction 1 1s
then

PTICE, — PT, xdepreciated value.. (Eq. &)

Note that in some embodiments, the regression step 1s
gone through multiple times where price 1s changed to meet
desired needs. Specifically, for a projection on recom-
mended list price, list price data can be used as the depen-
dent variable to predict list prices. IT sale price 1s the goal,
the process can be accomplished 1n the same fashion with
list price as the dependent variable, which then provides us
with a projection for recommended sale price.

All of the above describes the construction of the linear
regression models in the backend (302). Thus, using the data
determined 1n the backend processes, the user may obtain
pricing data for a specified vehicle as depicted in the

frontend processing (304) of FIG. 3.

10

15

20

25

30

35

40

45

50

55

60

65

14

In a Step 1 (330), a User selects the vehicle year, make,
model, and trim. The user also may provide the zip code to
estimate the price in. An embodiment of an 1interface which
may be presented to a user to allow him to provide such data
1s depicted in FIG. 6.

In Step 2 (332), the User may select the vehicle condition,
engine, transmission, drivetrain, and options subject to the
selected vehicle trim; the use may also enter the mileage on
the vehicle. An embodiment of an interface which may be
presented to a user to allow him to provide such data 1s
depicted 1n FIG. 7.

After the user selects the vehicle and mileage and condi-
tion, then pricing data to display to the user 1s algorithmi-
cally determined using models (as discussed above), includ-
ing for example, list, sale, or trade-in pricing.

Thus, through steps 1 and 2, the user has described a
specific vehicle. Based on the data provided by the user,
values for the variables 1n the pricing equation may be filled
in. Note that the parameters have been defined by the 1nitial
process of leveraging the obtained data to {it the models and
set those coeflicients 1n the backend processing, as described
above.

Thus, a series of calculations happen right after step 2
(332) in order to present pricing data. The calculations may
be done using a model determined in the backend processing
as described above.

A bin g may be determined based on user input from steps

1 and 2.

All historical transactions may be pulled together from the
same bin q as the user-selected vehicle 1 order to
calculate the average price ratio (334). An example of
the pricing data for a particular vehicle 1s shown 1n the
table of FIG. 5. For example, 11 the user mput infor-

mation for a 2009 Honda Civic LX 1n the 90401 zip

code, as well as additional information described

above, the result would be to pull the listing of vehicles
by Year, Make, Model, Trim, zip code, and price (pr).

In the example 1illustrated, the bin 1s defined at the

“Model” level rather than the trim level. Thus, histori-

cal data under other trims within the same model may

be used. The pricing data for individual cars (pr) may
be used to determine an average price.

Vehicle attributes may be collected for the user-selected
vehicle and corresponding set of regression variables x
are dertved (336).

Based upon the user-entered mileage and condition, all
relevant set of regression variables vy may be calculated
(336).

Local-level customer and demographic information may
be collected based upon user-entered zip code and all
relevant set of regression variables z may be derived
(336).

Average days-to-sell may be calculated from historical
transactions as a default value on the price report and
the set of regression variables v can be calculated for
the model (334).

The regression coellicients Ex, B, 5, 71, 6 which may have
been pre-calculated (320), may be plugged into the
regression variable sets X, vy, z, v (as well as the average
price ratio), and an expected price ratio may be
obtained: pr, =T, +p_rq. A residual or depreciated value
using the user-mnput data may be calculated based upon
the decay curve and depreciation function that has been
developed.

Given the depreciated wvalue calculated above, the
expected price (338) can be obtained: price ;= pr, xde-
preciated value,
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In Step 3 (340), the determined pricing data can then be
presented to a user. A user thus accesses a price report where
pricing data including expected sale price and list price are
presented. An embodiment of an interface which may be
presented to a user with such pricing data 1s depicted in FIG.
8.

In Step 4 (342), on the presented interface (FIGS. 6-8), the
user may have the ability to enter additional frontend
information to modily calculations further. Specifically, 1n
some embodiments, the user can enter changes to the vehicle
condition, mileage, and the anticipated days to sell. With
changes to these selected elements, specific frontend algo-
rithmic adjustments may be made and presented to the user
through the interface.

An example embodiment of a pricing system 1s shown 1n
greater detail 1n the flowchart 900 of FIG. 9. More particu-
larly, shown are operations implemented at frontend 902 and
backend 904.

The backend process 902 may receive as iputs configu-
ration data (e.g., vehicle trim data) (906), as well as manu-
tacturer pricing (910), depreciation data (912) and transac-
tion data (mileage and age adjustments) (914). This data
may be available from a variety of outside vendors or public
sources and may be available as commercial or public
databases. In some embodiments, the vehicle trim data may
comprise vehicle trim data for vehicles over a predetermined
period, such as for the past twenty years.

These mputs may be used to compute the retail value
based on the exponential decay depreciation and regression
tactors discussed above (908), corresponding to Stage 2 and
Stage 3 of FIG. 3. In some embodiments, the resulting
residual decay estimates may be applied to the used car
transaction(s) (corresponding to Stage 4 of FIG. 3), although
in other implementations, actual retail value data may be
used (916). This process lfocuses on the frontend logic,
whereas the regression coellicients are already derived from
backend.

In either case, the residual values, as well as the manu-
facturer configuration data (906), are added to the used car
transaction database (920), 1.e¢., the research dataset (318,
FIG. 3). In addition, options data may be provided (step 918)
to the used car transaction database. Options data corre-
sponds to the value of the options on the vehicle when new
and the current residual value.

The backend processing 902, and updating of the regres-
sion coellicients, may occur on a regular basis, such as a
daily or weekly basis.

As noted above, the frontend processing 904 1s run in
response to user mput data about his or her automobile and
other information, such as zip to zip distance and radius data
(922), and socio-economic data, such as income, population,
home prices by zip code, etc. (926). User mput can include,
for example, vehicle characteristics, mileage, condition, age,
geography, and time on market. Regression variables may
then be constructed based on these mputs (924). As noted
above, such mputs can be received via a user interface, such
as those of FIGS. 6-8.

At step 928, the system may determine if there are
suilicient transactions for a given Y MM (year, make, model )
within a particular distance of the zip code For example, in
some embodiments, a base of 100 miles of each zip code are
used.

If so, then an average price may be determined as
described above (930). The final price maybe derived based
on the regression variables, the regression coetlicients, and
the research dataset (932). In some embodiments, the 1ndi-
vidual transaction price ratio may be normalized against a
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corresponding local price ratio of vehicles within the pre-
determined radius. In other embodiments, a national price
ratio may be used.

Embodiments disclosed herein may be implemented 1n or
in conjunction with embodiments disclosed 1n commonly-
assigned, U.S. patent application Ser. No. 12/556,076, filed
Sep. 9, 2009, 1ssued as U.S. Pat. No. 9,129,325, and entitled
“SYSTEM AND METHOD FOR AGGREGATION,
ANALYSIS, PRESENTATION AND MONETIZATION
OF PRICING DATA FOR VEHICLES AND OTHER
COMMODITIES,” which 1s hereby incorporated by refer-
ence 1n its entirety. It should be noted that the embodiments
depicted therein may be used 1n association with specific
embodiments and any language used to describe such
embodiments, including any language that may be 1in any
way construed as restrictive or limiting (e.g., must, needed,
required, etc.) should only be construed as applying to that,
or those, particular embodiments.

Although the invention has been described with respect to
specific embodiments thereof, these embodiments are
merely 1llustrative, and not restrictive of the invention. The
description herein of illustrated embodiments of the inven-
tion, including the description 1n the Abstract and Summary,
1s not mtended to be exhaustive or to limit the invention to
the precise forms disclosed heremn (and in particular, the
inclusion of any particular embodiment, feature or function
within the Abstract or Summary 1s not intended to limit the
scope ol the invention to such embodiment, feature or
function). Rather, the description 1s intended to describe
illustrative embodiments, features and functions in order to
provide a person ol ordinary skill in the art context to
understand the invention without limiting the mvention to
any particularly described embodiment, feature or function,
including any such embodiment {feature or function
described 1 the Abstract or Summary. While speciiic
embodiments of, and examples for, the invention are
described herein for illustrative purposes only, various
equivalent modifications are possible within the spirit and
scope of the mvention, as those skilled 1n the relevant art will
recognize and appreciate. As indicated, these modifications
may be made to the invention in light of the foregoing
description of 1llustrated embodiments of the invention and
are to be mcluded within the spirit and scope of the inven-
tion. Thus, while the invention has been described herein
with reference to particular embodiments thereof, a latitude
of modification, various changes and substitutions are
intended 1n the foregoing disclosures, and 1t will be appre-
ciated that 1n some 1nstances some features of embodiments
of the invention will be employed without a corresponding
use of other features without departing from the scope and
spirit of the mvention as set forth. Therefore, many modi-
fications may be made to adapt a particular situation or
material to the essential scope and spirit of the invention.

Retference throughout this specification to “one embodi-
ment”, “an embodiment”, or “a specific embodiment™ or
similar terminology means that a particular feature, struc-
ture, or characteristic described i1n connection with the
embodiment 1s included 1n at least one embodiment and may
not necessarily be present 1n all embodiments. Thus, respec-
tive appearances of the phrases “in one embodiment”, “in an
embodiment”, or “in a specific embodiment” or similar
terminology 1n various places throughout this specification
are not necessarily referring to the same embodiment. Fur-
thermore, the particular features, structures, or characteris-
tics ol any particular embodiment may be combined 1n any
suitable manner with one or more other embodiments. It 1s

to be understood that other variations and modifications of
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the embodiments described and 1illustrated herein are pos-
sible 1n light of the teachings herein and are to be considered
as part of the spirit and scope of the invention.

In the description herein, numerous specific details are
provided, such as examples of components and/or methods,
to provide a thorough understanding of embodiments of the
invention. One skilled 1n the relevant art will recogmze,
however, that an embodiment may be able to be practiced
without one or more of the specific details, or with other
apparatus, systems, assemblies, methods, components,
materials, parts, and/or the like. In other instances, well-
known structures, components, systems, materials, or opera-
tions are not specifically shown or described 1in detail to
avoild obscuring aspects of embodiments of the invention.
While the invention may be illustrated by using a particular
embodiment, this 1s not and does not limit the invention to
any particular embodiment and a person of ordinary skill 1n
the art will recognize that additional embodiments are
readily understandable and are a part of this mvention.

Embodiments discussed herein can be implemented 1n a
computer communicatively coupled to a network (for
example, the Internet), another computer, or 1n a standalone
computer. As 1s known to those skilled 1n the art, a suitable
computer can include a central processing unit (“CPU”), at
least one read-only memory (*ROM?”), at least one random
access memory (“RAM?”), at least one hard drnive (“HD”),
and one or more mput/output (“I/O”) device(s). The 1/0
devices can include a keyboard, monitor, printer, electronic
pointing device (for example, mouse, trackball, stylus, touch
pad, etc.), or the like.

ROM, RAM, and HD are computer memories for storing
computer-executable instructions executable by the CPU or
capable of being compiled or interpreted to be executable by
the CPU. Suitable computer-executable instructions may
reside on a computer-readable medium (e.g., ROM, RAM,
and/or HD), hardware circuitry or the like, or any combi-
nation thereof. Within this disclosure, the term “computer-
readable medium” or i1s not limited to ROM, RAM, and HD
and can include any type of data storage medium that can be
read by a processor. For example, a computer-readable
medium may refer to a data cartridge, a data backup mag-
netic tape, a loppy diskette, a flash memory drive, an optical
data storage drive, a CD-ROM, ROM, RAM, HD, or the
like. The processes described herein may be implemented 1n
suitable computer-executable instructions that may reside on
a computer-readable medium (for example, a disk, CD-
ROM, a memory, etc.). Alternatively, the computer-execut-
able instructions may be stored as soltware code compo-
nents on a direct access storage device array, magnetic tape,
floppy diskette, optical storage device, or other appropriate
computer-readable medium or storage device.

Any suitable programming language can be used to
implement the routines, methods or programs of embodi-
ments of the invention described herein, including C, C++,
Java, JavaScript, HIML, or any other programming or
scripting code, etc. Other software/hardware/network archi-
tectures may be used. For example, the functions of the
disclosed embodiments may be implemented on one com-
puter or shared/distributed among two or more computers in
or across a network. Communications between computers
implementing embodiments can be accomplished using any
clectronic, optical, radio frequency signals, or other suitable
methods and tools of communication 1n compliance with
known network protocols.

Diflerent programming techniques can be employed such
as procedural or object oriented. Any particular routine can
execute on a single computer processing device or multiple
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computer processing devices, a single computer processor or
multiple computer processors. Data may be stored 1n a single
storage medium or distributed through multiple storage
mediums, and may reside 1n a single database or multiple
databases (or other data storage techniques). Although the
steps, operations, or computations may be presented 1n a
specific order, this order may be changed in different
embodiments. In some embodiments, to the extent multiple
steps are shown as sequential 1n this specification, some
combination of such steps in alternative embodiments may
be performed at the same time. The sequence of operations
described herein can be interrupted, suspended, or otherwise
controlled by another process, such as an operating system,
kernel, etc. The routines can operate 1n an operating system
environment or as stand-alone routines. Functions, routines,
methods, steps and operations described herein can be
performed in hardware, software, firmware or any combi-
nation thereof.

Embodiments described herein can be implemented 1n the
form of control logic 1n soitware or hardware or a combi-
nation of both. The control logic may be stored 1n an
information storage medium, such as a computer-readable
medium, as a plurality of instructions adapted to direct an
information processing device to perform a set of steps
disclosed 1n the various embodiments. Based on the disclo-
sure and teachings provided herein, a person of ordinary
skill 1n the art will appreciate other ways and/or methods to
implement the nvention.

It 1s also within the spirit and scope of the invention to
implement 1n software programming or code an of the steps,
operations, methods, routines or portions thereof described
herein, where such software programming or code can be
stored 1n a computer-readable medium and can be operated
on by a processor to permit a computer to perform any of the
steps, operations, methods, routines or portions thereof
described herein. The invention may be implemented by
using soltware programming or code in one or more digital
computers, by using application specific integrated circuits,
programmable logic devices, field programmable gate
arrays, optical, chemical, biological, quantum or nanoengi-
neered systems, components and mechanisms may be used.
In general, the functions of the invention can be achieved by
any means as 1s known 1n the art. For example, distributed,
or networked systems, components and circuits can be used.
In another example, communication or transier (or other-
wise moving from one place to another) of data may be
wired, wireless, or by any other means.

A “computer-readable medium™ may be any medium that
can contain, store, communicate, propagate, or transport the
program for use by or in connection with the istruction
execution system, apparatus, system or device. The com-
puter-readable medium can be, by way of example only but
not by limitation, an electronic, magnetic, optical, electro-
magnetic, infrared, or semiconductor system, apparatus,
system, device, propagation medium, or computer memory.
Such computer-readable medium shall generally be machine
readable and include software programming or code that can
be human readable (e.g., source code) or machine readable
(e.g., object code). Examples of non-transitory computer-
readable media can include random access memories, read-
only memories, hard drives, data cartridges, magnetic tapes,
floppy diskettes, flash memory drives, optical data storage
devices, compact-disc read-only memories, and other appro-
priate computer memories and data storage devices. In an
illustrative embodiment, some or all of the software com-
ponents may reside on a single server computer or on any
combination of separate server computers. As one skilled 1n




US 11,392,999 B2

19

the art can appreciate, a computer program product imple-
menting an embodiment disclosed herein may comprise one
or more non-transitory computer-readable media storing
computer istructions translatable by one or more processors
in a computing environment.

A “processor” includes any, hardware system, mechanism
or component that processes data, signals or other informa-
tion. A processor can include a system with a central
processing unit, multiple processing units, dedicated cir-
cuitry for achieving functionality, or other systems. Process-
ing need not be limited to a geographic location, or have
temporal limitations. For example, a processor can perform
1its functions 1n “real-time,” “offline,” 1n a “batch mode,” etc.
Portions of processing can be performed at diflerent times
and at different locations, by different (or the same) pro-
cessing systems.

It will also be appreciated that one or more of the elements
depicted 1n the drawings/figures can also be implemented 1n
a more separated or itegrated manner, or even removed or
rendered as inoperable 1n certain cases, as 1s useful in
accordance with a particular application. Additionally, any
signal arrows 1n the drawings/Figures should be considered
only as exemplary, and not limiting, unless otherwise spe-
cifically noted.

As used herein, the terms “comprises,” “comprising,”
“includes,” “including,” “has,” “having,” or any other varia-
tion thereof, are intended to cover a non-exclusive inclusion.
For example, a process, product, article, or apparatus that
comprises a list of elements 1s not necessarily limited only
those elements but may include other elements not expressly
listed or inherent to such process, product, article, or appa-
ratus.

Furthermore, the term “or” as used herein 1s generally
intended to mean “and/or” unless otherwise indicated. For
example, a condition A or B 1s satisfied by any one of the
following: A 1s true (or present) and B 1s false (or not
present), A 1s false (or not present) and B 1s true (or present),
and both A and B are true (or present). As used herein,
including the claims that follow, a term preceded by “a” or
“an” (and “‘the” when antecedent basis 1s “a” “an”

A B 4 4

a’ or
includes both singular and plural of such term, unless clearly
indicated within the claim otherwise (1.e., that the reference
“a” or “an” clearly indicates only the singular or only the
plural). Also, as used 1n the description herein and through-
out the claims that follow, the meaming of “in” includes “in”
and “on” unless the context clearly dictates otherwise. The
scope ol the present disclosure should be determined by the
following claims and their legal equivalents.
What 1s claimed 1s:
1. A computer-implemented method of used vehicle data
processing, the method comprising:
receiving, from disparate data sources over a network by
a backend process as inputs, vehicle trim data on
vehicles over a past time period, vehicle manufacturer
data on the vehicles when new, depreciation data on the
vehicles or similar vehicle models, and vehicle price
records on the vehicles, the backend process operated
by a vehicle data system having a processor and a
non-transitory computer-readable medium, the vehicle
data system having a server computer that provides a
web site or web service on Internet;
computing, by the backend process, current retail values
of the vehicles using a linear function, the computing
comprising generating estimates for parameters of the
linear function;
applying, by the backend process, the current retail values

of the vehicles to the vehicle price records;
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appending, by the backend process, a used vehicle
research dataset with the current retail values of the
vehicles as applied to the vehicle price records;
updating, by the backend process, the estimates for the
parameters of the linear function at a time interval;
recerving, by the server computer through the web site or
web service on the Internet, user input data comprising
a z1p code and vehicle year, make, model, trim, con-
dition, and mileage of a used vehicle;
responsive to the user iput data, constructing, by a
frontend process based on the user input data, sets of
regression variables including a set of regression vari-
ables constructed based on vehicle attributes of the
used vehicle, a set of regression variables constructed
based on the condition and mileage of the used vehicle,
and a set of regression variables constructed based on
the zip code, the frontend process operated by the
vehicle data system;
determining, by the frontend process using the zip code
and the vehicle year, make, model, and trim of the used
vehicle, a set of vehicles 1n a bin from the used vehicle
research dataset, wherein each vehicle of the set of
vehicles in the bin has same vehicle year, make, model,
and trim as the used vehicle and wherein each vehicle
of the set of vehicles 1n the bin 1s 1n a geographic region
inclusive of the zip code of the used vehicle;
determiming, by the frontend process, an expected price of
the used vehicle in the zip code using an average price
for the used vehicle based on the current values of the
set of vehicles 1n the bin from the used vehicle research
dataset and a depreciated value of the used vehicle
based on the sets of regression variables and the
estimates for the parameters updated by the backed
process; and
presenting the expected price of the used vehicle in the zip
code on a user device over the Internet.
2. The computer-implemented method according to claim
1, wherein the presenting comprises presenting the expected
price of the used vehicle in the zip code within a range of
prices.
3. The computer-implemented method according to claim
1, wherein the expected price of the used vehicle in the zip
code 1s associated with a number of average days to sale
such that the expected price of the used vehicle 1n the zip
code and the number of average days to sale are interde-
pendent.
4. The computer-implemented method according to claim
3, further comprising:
presenting a user interface element on the user device for
adjusting the number of average days to sale.
5. The computer-implemented method according to claim
4, further comprising:
recerving, by the frontend process ifrom the user device,
an adjustment to the number of average days to sale
through the user interface element; and
in response to the adjustment to the number of average
days to sale, adjusting, by the frontend process, the
expected price of the used vehicle in the zip code
presented on the user device.
6. The computer-implemented method according to claim
1, wherein the expected price of the used vehicle 1n the zip
code determined by the frontend process comprises a listing
price of the used vehicle in the zip code, a sale price of the
used vehicle 1n the zip code, or a trade-in price of the used
vehicle 1n the zip code.
7. The computer-implemented method according to claim
1, turther comprising;:
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prior to determining the set of vehicles from the used
vehicle research dataset, determining, by the backend
process, whether sutlicient price records for the vehicle
year, make, model, and trim of the used vehicle within
a distance of the zip code exist i the used vehicle
research dataset; and
responsive to insuilicient price records for the vehicle
year, make, model, and trim of the used vehicle within
the distance of the zip code 1n the used vehicle research
dataset, performing, by the backend process, a cluster-
ing process to 1include additional historical price
records involving vehicle models 1n the used vehicle
rescarch dataset that are most similar to the used
vehicle 1n the zip code.
8. A vehicle data system for used vehicle data processing,
the vehicle data system comprising:
a server computer that provides a web site or web service
on Internet, the server computer having a processor and
a non-transitory computer-readable medium storing
instructions translatable by the processor for:
operating a backend process, comprising:
receiving, from disparate data sources over a network
as inputs, vehicle trim data on vehicles over a past
time period, vehicle manufacturer data on the
vehicles when new, depreciation data on the vehicles
or similar vehicle models, and vehicle price records
on the vehicles:
computing current retail values of the vehicles using a
linear function, the computing comprising generat-
ing estimates for parameters of the linear function;
applying the current retail values of the vehicles to the
vehicle price records;
appending a used vehicle research dataset with the
current retail values of the vehicles as applied to the
vehicle price records; and
updating the estimates for the parameters of the linear
function at a time interval;
receiving, through the web site or web service on the
Internet, user input data comprising a zip code and
vehicle year, make, model, trim, condition, and mileage
of a used vehicle; and
operating a frontend process comprising;:
responsive to the user input data, constructing, based on
the user input data, sets of regression variables
including a set of regression variables constructed
based on vehicle attributes of the used vehicle, a set
of regression variables constructed based on the
condition and mileage of the used vehicle, and a set
of regression variables constructed based on the zip
code, the frontend process operated by the vehicle
data system:;
determining, using the zip code and the vehicle year,
make, model, and trim of the used vehicle, a set of
vehicles 1n a bin from the used vehicle research
dataset, wherein each vehicle of the set of vehicles 1n
the bin has same vehicle year, make, model, and trim
as the used vehicle and wherein each vehicle of the
set of vehicles 1n the bin 1s 1n a geographic region
inclusive of the zip code of the used vehicle;
determining, by the frontend process, an expected price
of the used vehicle in the zip code using an average
price for the used vehicle based on the current values
of the set of vehicles 1n the bin from the used vehicle
research dataset and a depreciated value of the used
vehicle based on the sets of regression variables and
the estimates for the parameters updated by the
backed process; and

10

15

20

25

30

35

40

45

50

55

60

65

22

presenting the expected price of the used vehicle 1n the
71p code on a user device over the Internet.

9. The vehicle data system of claam 8, wherein the
presenting comprises presenting the expected price of the
used vehicle 1n the zip code within a range of prices.

10. The vehicle data system of claim 8, wheremn the
expected price of the used vehicle i the zip code 1is
associated with a number of average days to sale such that
the expected price of the used vehicle 1n the zip code and the
number of average days to sale are interdependent.

11. The vehicle data system of claim 8, wheremn the
frontend process further comprises:

presenting a user interface element on the user device for

adjusting the number of average days to sale.

12. The vehicle data system of claim 11, wherein the
frontend process further comprises:

recerving, from the user device, an adjustment to the

number of average days to sale through the user inter-
face element; and

in response to the adjustment to the number of average

days to sale, adjusting the expected price of the used
vehicle 1n the zip code presented on the user device.

13. The vehicle data system of claim 8, wherein the
expected price of the used vehicle 1n the zip code determined
by the frontend process comprises a listing price of the used
vehicle 1n the zip code, a sale price of the used vehicle in the
Z1p code, or a trade-in price of the used vehicle in the zip
code.

14. The vehicle data system of claim 8, wherein the
backend process further comprises:

prior to determining the set of vehicles from the used

vehicle research dataset, determiming whether suflicient
price records for the vehicle year, make, model, and
trim of the used vehicle within a distance of the zip
code exist in the used vehicle research dataset; and
responsive to insuilicient price records for the vehicle
year, make, model, and trim of the used vehicle within
the distance of the zip code 1n the used vehicle research
dataset, performing a clustering process to include
additional historical price records involving vehicle
models in the used vehicle research dataset that are
most similar to the used vehicle i the zip code.

15. A computer program product for used vehicle data

processing, the computer program product comprising a

non-transitory computer-readable medium storing instruc-
tions translatable by a server computer that provides a web
site or web service on Internet, the instructions when trans-
lated by the server computer perform:
operating a backend process, comprising:
receiving, from disparate data sources over a network
as 1puts, vehicle trim data on vehicles over a past
time period, vehicle manufacturer data on the
vehicles when new, depreciation data on the vehicles
or similar vehicle models, and vehicle price records
on the vehicles:
computing current retail values of the vehicles using a
linear function, the computing comprising generat-
ing estimates for parameters of the linear function;
applying the current retail values of the vehicles to the
vehicle price records;
appending a used vehicle research dataset with the
current retail values of the vehicles as applied to the
vehicle price records; and
updating the estimates for the parameters of the linear
function at a time interval;
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receiving, through the web site or web service on the 17. The computer program product of claim 15, wherein
Internet, user input data comprising a zip code and the expected price of the used vehicle 1n the zip code 1s
vehicle year, make, model, trim, condition, and mileage associated with a number of average days to sale such that

of a used vehicle; and
operating a frontend process comprising:
responsive to the user input data, constructing, based on
the user input data, sets of regression variables
including a set of regression variables constructed

the expected price of the used vehicle 1n the zip code and the
> number of average days to sale are interdependent.
18. The computer program product of claim 135, wherein
the frontend process further comprises:

based on vehicle attributes of the used vehicle, a set presenting a user interface element on the user device for
of regression variables constructed based on the 0 adjusting the number of average days to sale.
condition and mileage of the used vehicle, and a set 19. The computer program product of claim 18, wherein
of regression variables constructed based on the zip the frontend process further comprises:

code, the frontend process operated by the vehicle receiving, from the user device, an adjustment to the
data system; number of average days to sale through the user inter-

determining, using the zip code and the vehicle year,
make, model, and trim of the used vehicle, a set of 1>
vehicles 1n a bin from the used vehicle research
dataset, wherein each vehicle of the set of vehicles 1n
the bin has same vehicle year, make, model, and trim

face element; and

in response to the adjustment to the number of average
days to sale, adjusting the expected price of the used
vehicle 1n the zip code presented on the user device.

as the used vehicle and wherein each vehicle of the 20. The computer program product ot claim 135, wherein

set of vehicles in the bin is in a geographic region 20 the backend process further comprises:

inclusive of the zip code of the used vehicle; prior to determining the set of vehicles from the used
determining, by the frontend process, an expected price vehicle research dataset, determining whether sufficient

of the used vehicle 1n the zip code using an average price records for the vehicle year, make, model, and

price for the used vehicle based on the current values
of the set of vehicles 1n the bin from the used vehicle 4
research dataset and a depreciated value of the used
vehicle based on the sets of regression variables and
the estimates for the parameters updated by the
backed process; and
presenting the expected price of the used vehicle in the .,

z1p code on a user device over the Internet.

16. The computer program product of claim 15, wherein

he presenting comprises presenting the expected price of

he used vehicle 1n the zip code within a range of prices. I T

trim of the used vehicle within a distance of the zip

code exist in the used vehicle research dataset; and
responsive to insuilicient price records for the vehicle

year, make, model, and trim of the used vehicle within

the distance of the zip code 1n the used vehicle research
dataset, performing a clustering process to include
additional historical price records ivolving vehicle
models in the used vehicle research dataset that are
most similar to the used vehicle 1n the zip code.
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