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DATA PROCESSING SYSTEM AND METHOD

PRIORITY STATEMENT

This application is the national phase under 35 U.S.C. § >
371 of PCT International Application No. PCT/CN2019/

083874 which has an International filing date of Apr. 23,
2019, the entire contents of which are hereby incorporated

herein by reference.
10

FIELD

Embodiments of the present application generally relate

to a data processing system and method.
15

BACKGROUND

In application such as Industry 4.0 and the Internet of
Things (IOT), machine equipment might generate large
amounts of data in the course of real-time operation. Thus, 20
in order to reduce the size of this data so that it can be
transmitted more conveniently and quickly, compression
thereof 1s often considered. The Swing Door Trending
(Swing Door Trend, SDT) algorithm 1s an available algo-
rithm for data compression. The SDT algorithm has high 25
execution eifhiciency, and has therefore been applied widely
in the course of transmission and processing ol large
amounts ol data of this type.

SUMMARY 30

At least one embodiment of the present invention seeks to
improve upon and/or solve at least one of the abovemen-
tioned and/or other technical problems and provide a data
processing system and/or method capable of reducing or 35
minimizing compression errors.

In an example embodiment, a data processing system 1s
provided, the data processing system comprising: a data
acquisition unit, configured to acquire multiple items of data
relating to a target object; and a data processing unit, 40
configured to receive the multiple items of data, and set
multiple mutually adjacent regions in a two-dimensional
spatial representation of the multiple items of data according
to a permissible compression error value, wherein the mul-
tiple regions comprise a first region and a second region 45
which are adjacent to each other and separately cover
multiple 1tems of data, wherein the data processing unit 1s
turther configured to expand the second region forward 1n
order to obtain an expanded second region overlapping the
first region, calculate a compression error of the data cov- 50
ered by the expanded second region, reset the first region
according to the calculated compression error, and compress
the data covered by the reset first region.

In another example embodiment, a data processing
method may comprise: setting multiple mutually adjacent 55
regions 1n a two-dimensional spatial representation of mul-
tiple items of data to be compressed, according to a permis-
sible compression error value, wherein the multiple regions
comprise a lirst region and a second region which are
adjacent to each other and separately cover multiple items of 60
data; expanding the second region forward in order to obtain
an expanded second region overlapping the first region,
calculating a compression error of the data covered by the
expanded second region, and resetting the first region
according to the calculated compression error; compressing 65
the data covered by the reset first region. Here, the step of
setting multiple regions, the step of calculating a compres-

2

sion error and the step of performing compression may be
performed according to a rule of a Swing Door Trending
(SDT) algorithm.

In another example embodiment, an electronic device
may comprise: at least one processor; and a memory con-
nected to the at least one processor, the memory having an
istruction stored therein, wherein the instruction, when
executed by the at least one processor, causes the electronic
device to perform an embodiment of the method.

In another example embodiment, a non-transitory
machine readable medium may have stored thereon a com-
puter executable mstruction which, when executed, causes at
least one processor to perform an embodiment of the
method.

In another example embodiment, a computer program
may comprise a computer executable instruction which,
when executed, causes at least one processor to perform an
embodiment of the method.

BRIEF DESCRIPTION OF THE DRAWINGS

The following drawings are merely intended to 1llustrate
and explain the present mvention schematically, without
limiting the scope thereof. In the drawings:

FIG. 1 1s a schematic block diagram showing a data
processing system according to an example embodiment.

FIG. 2 1s a flow chart showing a data processing method
according to an example embodiment.

FIG. 3 1s a schematic diagram showing regions according,
to an example embodiment.

FIG. 4 1s a schematic diagram showing set regions accord-
ing to an example embodiment.

FIG. 5 1s a schematic diagram showing the result of
resetting a first region 1n FIG. 4 according to an example
embodiment.

FIG. 6 1s a block diagram showing an electronic device
according to an example embodiment.

KEY TO REFERENCE LABELS

100: data acquisition unit; M: target object; 300: data
processing unit 610: processor; 630: memory.

DETAILED DESCRIPTION OF TH.
INVENTION

(L]

In an example embodiment, a data processing system 1s
provided, the data processing system comprising: a data
acquisition unit, configured to acquire multiple 1tems of data
relating to a target object; and a data processing unit,
configured to receive the multiple items of data, and set
multiple mutually adjacent regions 1 a two-dimensional
spatial representation of the multiple items of data according
to a permissible compression error value, wherein the mul-
tiple regions comprise a first region and a second region
which are adjacent to each other and separately cover
multiple 1tems of data, wherein the data processing unit 1s
turther configured to expand the second region forward 1n
order to obtain an expanded second region overlapping the
first region, calculate a compression error of the data cov-
ered by the expanded second region, reset the first region
according to the calculated compression error, and compress
the data covered by the reset first region.

The data processing umt 1s configured to set multiple
regions, calculate a compression error and perform com-
pression according to a rule of a Swing Door Trending

(SDT) algorithm.
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The data processing unit 1s configured to use the data
covered by an overlap region, 1n which the first region and
the expanded second region overlap each other, as an end
boundary of the reset first region.

The multiple 1tems of data comprise data y1, y2, . . .,
yn—-1, yn, yn+1, . . ., yn+m, . . ., arranged 1n sequence in
the two-dimensional spatial representation, wherein n and m
are 1ntegers greater than 2, the data processing unit is
configured to set the first region so as to have the data y1 and
data yn as boundaries and cover the data y1, y2, ..., yn-1,
yn, and the data processing unit 1s configured to set the
second region so as to have the data yn and data yn+m as
boundaries and cover the data yn, yn+1, . . . , yn+m-1,
yn+m, wherein the data processing unit 1s configured to
expand the second region 1n the two-dimensional spatial
representation 1n a direction opposite to a direction of data
arrangement so as to overlap the first region, and thereby
obtain an expanded second region that covers the data v,
vi+l, . . ., yn—1 covered by a region of overlap, wherein 1
1s an integer with 1<i1=n-1, and the data yn, yn+1, . . .,
yn+m-1, yn+m covered by the second region.

The data processing unit 1s configured to: calculate a
compression error CE1_i of the data v1, y2, . . ., y1 covered
by a reduced first region with the data y1 and data y1 as
boundaries, and a compression error CE1_n+m of the data yi,
yi+l, ..., yn-1, yn, yn+l, . . ., yn+m-1, yn+m covered by
the expanded second region with the data y1 and data yn+m
as boundaries, and determine whether the compression error
CE1_i 1s less than or equal to a compression error CE1 of the
first region, and whether the compression error CE1_n+m 1s
less than or equal to a compression error CE2 of the second
region, wherein the data processing unit 1s configured to use
as the reset first region the reduced first region having the
data y1 and data y1 as boundaries and covering the data v1,
v2,...,vy1, when 1t 1s determined that the compression error
CE1_; 1s less than or equal to the compression error CE1 of
the first region and the compression error CE1_n+m 1s less
than or equal to the compression error CE2 of the second
region.

The data processing unit 1s configured to: calculate a
compression error CE1_i+j of the data v1, v2, . . ., yi+]
covered by the reduced first region with the data y1 and data
y1+] as boundaries and a compression error CE1+)_n+m of
the data vi+y, . . ., yn-1, yn, yn+l, . . . , yn+m-1, yn+m
covered by the expanded second region with the data yi+;
and data yn+m as boundaries, when 1t 1s determined that a
compression error CE1_i+j-1 1s greater than the compres-
sion error CE1 of the first region or a compression error
CEi1+1-1_n+m 1s greater than the compression error CE2 of
the second region, wherein j 1s an integer with 1=j1<n-1i,
wherein the data processing unit 1s configured to use as the
reset first region the reduced first region with the data y1 and
data yi1+; as boundaries, when 1t 1s determined that the
compression error CE1_ i+ 1s less than or equal to the
compression error CE1 of the first region and the compres-
sion error CE14+7_n+m 1s less than or equal to the compres-
sion error CE2 of the second region.

The data processing unit 1s configured to set the multiple
regions to comprise an Nth region and an (N+1)th region,
wherein the Nth region and an (N-1)th region are adjacent
to each other and cover multiple 1tems of data, and the
(N+1)th region and Nth region are adjacent to each other and
cover multiple items of data, wherein N 1s an integer with
N>1,

wherein the data processing unit 1s configured to: when
the (N-1)th region 1s reset, expand the Nth region forward
to form an expanded Nth region having as a starting bound-
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ary the data serving as an end boundary of the reset (N-1 )th
region; expand the (N+1)th region forward to obtain an
expanded (N+1)th region overlapping the expanded Nth
region, calculate a compression error of the data covered by
the expanded (N+1)th region, and reset the expanded Nth
region according to the calculated compression error; and
compress the reset expanded Nth region.

In another example embodiment, a data processing
method may comprise: setting multiple mutually adjacent
regions 1n a two-dimensional spatial representation of mul-
tiple 1items of data to be compressed, according to a permis-
sible compression error value, wherein the multiple regions
comprise a first region and a second region which are
adjacent to each other and separately cover multiple items of
data; expanding the second region forward 1n order to obtain
an expanded second region overlapping the first region,
calculating a compression error of the data covered by the
expanded second region, and resetting the first region
according to the calculated compression error; compressing
the data covered by the reset first region. Here, the step of
setting multiple regions, the step of calculating a compres-
sion error and the step of performing compression may be
performed according to a rule of a Swing Door Trending
(SDT) algorithm.

The step of resetting the first region comprises: using the
data covered by an overlap region, in which the first region
and the expanded second region overlap each other, as an
end boundary of the reset first region.

The multiple items of data comprise data v1, y2, . . .,
yn—-1, yn, yn+l1, . . ., yn+m, . . ., arranged 1n sequence in
the two-dimensional spatial representation, wherein n and m
are integers greater than 2, the first region has the data y1
and data yn as boundaries and covers the data v1, y2, .. .,
yn—-1, yn, the second region has the data y1 and data yn+m
as boundaries and covers the data yn, yn+1, . . ., yn+m-1,
yn+m, and the step of expanding the second region forward
comprises: expanding the second region in the two-dimen-
sional spatial representation in a direction opposite to a
direction of data arrangement so as to overlap the first
region, and thereby obtaining an expanded second region
that covers the data y1, yi+1, . . ., yn—1 covered by a region
of overlap, wherein 1 1s an integer with 1<i1=n-1, and the data
yn, yn+1, ..., yn+m-1, yn+m covered by the second region.

The step of calculating a compression error of the data
covered by the expanded second region comprises: calcu-
lating a compression error CE1_i of the data y1,y2, ..., vi
covered by a reduced first region with the data y1 and data
y1 as boundaries, and a compression error CE1_n+m of the
data y1, yvi+l, . . ., yn—1, yn, yn+1, . . . , yn+m-1, yn+m
covered by the expanded second region with the data y1 and
data yn+m as boundaries, and determining whether the
compression error CE1_i 1s less than or equal to a compres-
sion error CE1 of the first region, and whether the compres-
sion error CE1_n+m 1s less than or equal to a compression
error CE2 of the second region,

The step of resetting the first region according to the
calculated compression error comprises: using as the reset
first region the reduced first region having the data y1 and
data y1 as boundaries and covering the data y1, y2, . . ., vy,
when 1t 1s determined that the compression error CE1_7 1s
less than or equal to the compression error CE1 of the first
region and the compression error CE1_n+m 1s less than or
equal to the compression error CE2 of the second region.

The step of calculating a compression error corresponding,
to the expanded second region comprises: calculating a
compression error CE1_i+j of the data v1, y2, . . ., yi+]
covered by the reduced first region with the data y1 and data
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y1+] as boundaries and a compression error CE1+)_n+m of
the data vi+y, yn—-1, yn, yn+1, . . . , yn+m-1, yn+m covered
by the expanded second region with the data yi+) and data
yn+m as boundaries, when 1t 1s determined that a compres-
sion error CE1_i+j—1 1s greater than the compression error
CE1 of the first region or a compression error CE1+j—1_n+m
1s greater than the compression error CE2 of the second
region, wherein 7 1s an integer with 1=j<n-1, and the step of
resetting the first region according to the calculated com-
pression error comprises: using as the reset first region the
reduced first region with the data yl1 and data yi+] as
boundaries, when 1t 1s determined that the compression error
CE1_i+j 1s less than or equal to the compression error CE1
of the first region and the compression error CE1+]_n+m 1s
less than or equal to the compression error CE2 of the
second region.

The multiple regions comprise an Nth region and an
(N+1)th region, wherein the Nth region and an (N-1)th
region are adjacent to each other and cover multiple 1tems of
data, and the (N+1)th region and Nth region are adjacent to
cach other and cover multiple 1tems of data, wherein N 1s an
integer with N>1, the method further comprising: when the
(N-1)th region 1s reset, expanding the Nth region forward to
form an expanded Nth region having as a starting boundary
the data serving as an end boundary of the reset (N-1)th
region; expanding the (N+1)th region forward to obtain an
expanded (N+1)th region overlapping the expanded Nth
region, calculating a compression error of the data covered
by the expanded (N+1)th region, and resetting the expanded
Nth region according to the calculated compression error;
and compressing the reset expanded Nth region.

In another example embodiment, an electronic device
may comprise: at least one processor; and a memory con-
nected to the at least one processor, the memory having an
instruction stored therein, wherein the instruction, when
executed by the at least one processor, causes the electronic
device to perform an embodiment of the method.

In another example embodiment, a non-transitory
machine readable medium may have stored thereon a com-
puter executable mstruction which, when executed, causes at
least one processor to perform an embodiment of the
method.

In another example embodiment, a computer program
may comprise a computer executable instruction which,
when executed, causes at least one processor to perform an
embodiment of the method.

In order to achieve a clearer understanding of the tech-
nical features, objectives and eflects of the present inven-
tion, particular embodiments of the present invention are
now explained with reference to the drawings.

FIG. 1 1s a schematic block diagram showing a data
processing system according to an example embodiment. As
shown 1n FIG. 1, the data processing system according to an
example embodiment may comprise data acquisition units
100 and a data processing unit 300. The data processing
system can acquire data of target objects M via the data
acquisition units 100. When the processing system accord-
ing to an example embodiment 1s used in the Internet of
Things (I0T), the target object M can be an electric
machine. The data acquisition unit 100 may be implemented
as a driver, which drives the electric machine to operate and
can acquire data relating to electric machine operation and
configuration.

The data processing unit 300 can receive data relating to
the target object from the data acquisition unit 100, and can
subject the data to processing, e.g. compression. The pro-
cessed (for example, compressed) data can then be sent to
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the outside, e.g. a cloud. Here, when the target object M 1s
an electric machine 1 an IOT application, the data process-
ing unit 300 may be realized as an edge device of an
industrial gateway, etc. of a product such as Siemens Mind-
Connect 1012040 or Mind-Connect Nano, and can send the
processed data to a cloud such as Siemens MindSphere.
The amount of data coming from the data acquisition
units 100 could be very large, so the data processing unit 300
can subject the data to processing, e.g. compression, before

sending the data to the outside, 1n order to reduce the amount
of data to be sent. For example, FIG. 2 1s a flow chart
showing a data processing method according to an example
embodiment. The data processing unit 300 can perform the
data processing method according to an example embodi-
ment as shown i FIG. 2. Thus, the processing (compres-
s10n) operation performed on the data by the data processing,
unit 300 according to an example embodiment 1s described
in detail below with reference to FIG. 2.

As stated above, for example 1n an IOT application, the
data may be real-time data relating to the operation and
configuration of machine equipment such as an electric
machine. Such data may generally comprise time informa-
tion, and information indicating an operating state of the
machine equipment at a time point indicated by the time
information. Thus, such data can be represented 1n a coor-
dinate system in which the two dimensions are time and a
sensed value of the machine equipment’s operating state.
However, example embodiments are not limited to this, and
those skilled 1n the art will understand that the data process-
ing method according to an example embodiment could be
applied to any data capable of being represented 1n two-
dimensional (2D) space. It 1s possible to selectively define
the two different dimensions on which the representation in
2D space 1s based, e.g. time and the sensed value of the
machine equipment’s operating state as described in the
present embodiment, or any other desired definition of
dimensions for 2D spatial representation.

As shown 1n FIG. 2, 1 step S201, the data processing unit
300 can set multiple mutually adjacent regions 1n a 2D
spatial representation of multiple 1tems of data according to
certain permissible compression error values AE. To this
end, a representation of multiple items of data 1n 2D space
based on predefined dimensions can be obtained according
to predefined dimensions. Multiple regions can then be set
in the 2D space according to predetermined or selected
permissible compression error values AE. In one example
embodiment, the data processing unit 300 can use the rules
of an SDT algorithm to set multiple parallelogram-shaped
regions 1n the 2D spatial representation of these data. Here,
the permissible compression error values AE used to set each
parallelogram-shaped region can be different from each
other.

FIG. 3 1s a schematic diagram showing the setting of
regions 1n a 2D spatial representation of multiple items of
data according to an example embodiment. FIG. 3 shows
schematically data y1, y2, v3, v4, y5, v6, v7, y8 and v9
represented 1 2D space defined with time (X axis) and a
sensed value (Y axis) of a particular operating state of
machine equipment at that time as two dimensions of a
coordinate system. The data processing unit 300 can preset
a permissible compression error value AE1, and can use the
rules of the SDT algorithm to set a first region (parallelo-
gram) Al according to the permissible compression error
value AE1. For example, the rules of the SDT algorithm can
be used to set the first region Al, wherein the first region Al
can have the data y1 and y6 as a starting boundary (starting
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point) and an end boundary (end point), and can cover the
data v1, v2, v3, v4, ¥5 and v6.

The data processing unit 300 can then preset a permissible
compression error value AE2, and can use the rules of the
SDT algorithm to set a second region (parallelogram) A2
according to the permissible compression error value AE2.
For example, the rules of the SDT algorithm can be used to
set the second region A2, wherein the second region (par-
allelogram) A2 can cover the data y6, y7, y8 and y9, and can
have the data y6 as a starting boundary (starting point) and
the data y9 as an end boundary (end point). In addition,
although the permissible compression error value AE2 1s
shown as being smaller than the permissible compression
error value AE1 1n FIG. 3, according to an example embodi-
ment the permissible compression error value AE2 can be
equal to or greater than the permissible compression error
value AF1.

At this time, according to the rules of the SDT algorithm,
the data processing unit 300 may only store and/or only send
to the outside the data y1, y6 and y9 serving as the
boundaries, and can thereby achieve compression of the data
vl, ..., v9. However, as will be described in detail below,
in an example embodiment, before compressing the data
vl, ..., vy9, a compression error will be additionally taken
into account, and the regions will be reset according to the
compression error, so as to minimize the compression error
when performing compression according to the reset
regions.

Specifically, as shown 1n FIG. 2, 1n step S203, the data
processing unit 300 can expand the second region forward to
obtain an expanded second region overlapping the first
region; the data processing unit 300 can then calculate a
compression error of data covered by the expanded second
region, and can reset the first region according to the
calculated compression error.

In an example embodiment of the present invention,
forward expansion means: without changing the end bound-
ary of the region, moving the starting boundary of the region
in a parallel fashion 1n a direction (forward direction)
opposite to a direction ol data arrangement (backward
direction) until the starting boundary intersects with data
lying 1n the forward direction, and at the same time, extend-
ing an upper boundary and a lower boundary so that they
intersect with the moved starting boundary, thereby forming
a new lforward-expanded region defined by the moved
starting boundary, the extended upper boundary, the
extended lower boundary and the unchanged end boundary.

At the same time as forward expansion i1s performed, a
new reduced region can also be obtained, 1.e. a region
obtained by reducing an adjacent previous region preceding
the forward-expanded region. Specifically, the reduced
region can be defined by an initial boundary of the previous
region, an upper boundary and a lower boundary of the
previous region defined by data of the imtial boundary and
a permissible compression error value, and, as an end
boundary, data serving as the starting boundary of the
forward-expanded region.

In an example embodiment of the present invention, the
rules of the SDT algorithm can be used to set multiple
parallelogram-shaped regions; thus, although the initial
boundary, upper boundary, lower boundary and end bound-
ary ol the region are defined in the above description of the
forward expansion and reduction according to an example
embodiment of the present invention, those skilled 1n the art
will understand that the parallelogram-shaped region and
boundaries thereof defined here may have the same meaning,

defined 1n the SDT algorithm.
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A specific description 1s given below, taking as an
example the example embodiment shown 1n FIG. 3. When
performing forward expansion of the second region A2, the
starting boundary can be moved 1n a parallel fashion from an
original intersection with the data y6 to an intersection with
the data yS 1n a direction (1.e. the negative X axis direction)
opposite to the X axis direction in which data 1s arranged,
without changing the end boundary of the second region A2
that intersects with the data y9 (the end point), while the
upper boundary and lower boundary are extended to an
intersection with the moved starting boundary intersecting
with the data y5, thereby obtaining an expanded second
region A2, A3. Thus, an overlap region A3 in which the
expanded second region A2 and the first region A2 overlap
can be obtained, and the data y3 that falls within the overlap
region A3 and 1s furthest from the second region A2 can be
used as the starting boundary of the expanded second region,
thereby obtaining the expanded second region with the data
yv5 and the data y9 as boundaries.

In addition, a reduced first region can also be obtained, 1.¢.
without changing the upper boundary and lower boundary of
the first region Al defined by the data y1 of the starting
boundary of the first region Al and the permissible com-
pression error value AE1, the data y3 serving as the starting
boundary of the expanded second region acts as the end
boundary of the reduced first region, and it 1s thereby
possible to obtain the reduced first region with the data y1
and data y5 as the starting boundary and end boundary.

The data processing unit 300 can then calculate a com-
pression error. For example, a compression error CES_9 of
the expanded second region with the data y5 and y9 as
boundaries can be calculated according to the rules of the
SDT algorithm. At the same time, a compression error
CE1_S of the reduced first region with the data y1 and y5 as
boundaries can be calculated according to the rules of the
SDT algorithm. The compression error CES_9 correspond-
ing to the expanded second region and the compression error
CE1_S can then be compared.

Specifically, a compression error CE1 of the first region
Al with the data y1 and y6 as boundaries and a compression
error CE2 of the second region A2 with the data y6 and v9
as boundaries can be calculated. A determination can then be
made as to whether the compression error CE1_5 1s less than
or equal to the compression error CE1 of the first region, and
whether the compression error CE5S_9 1s less than or equal
to the compression error CE2 of the second region.

When 1t 1s determined that the compression error CE1_5
1s less than or equal to the compression error CE1 of the first
region and the compression error CE5S_9 1s less than or equal
to the compression error CE2 of the second region, this
indicates that a compression error obtainable by compress-
ing the data y1, y2, ..., v9 using the reduced first region and
the expanded second region 1s less than or equal to a
compression error obtainable by performing compression
using the first region Al and the second region A2. Thus,
according to an example embodiment, the reduced first
region with the smaller compression error can be used as a
new first region, 1.e. the first region can be reset.

Referring to step S205 1n FIG. 2, the data processing unit
300 can then compress the data y1, . . ., y5 covered by the
reset {irst region. For example, compression 1s performed
using the rules of the SDT algorithm, 1.e. the data y1, y3 can
be stored while not storing the data y2, y3 and vy4.

Thus, a reset first region with a smaller compression error
can be obtained by forward expansion of the second region,
and 1t 1s thereby possible to reduce or minimize the com-
pression error for data compression.
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An example embodiment of resetting the first region has
been described above with reference to FIGS. 2 and 3;
identical or similar operations could also be performed on
the second region adjacent to the first region and on other
regions, 1 order to minimize the compression error.

For example, the data to be compressed may comprise
datayl,vy2,...,yn-1,yn, yn+l, ..., yn+m, ..., arranged
in sequence 1 a 2D spatial representation. Here, n and m
may be integers greater than 2.

The data processing unit 300 can set the first region so that
it has the data y1 and data yn as boundaries and covers the
data y1,y2, ..., yn-1, yn, and can set the second boundary
so that 1t has the data y1 and yn+m as boundaries and covers
the data yn, yn+1, . . ., yn+m-1, yn+m.

The second region can be expanded forward in the
following manner: the second region 1s expanded 1n the 2D
spatial representation 1n a direction opposite to the direction
of data arrangement so as to overlap the first region, thereby
obtaining an expanded second region that covers data vi,
yvi+l, . . ., yn—1 covered by the region of overlap and data
yn, yn+l, . .., yn+m-1, yn+m covered by the second region.
Here, 1 may be an integer with 1<i=n-1.

The data processing unit 300 can then calculate a com-
pression error CE1_i of the data y1, y2, .. ., y1 covered by
a reduced first region with the data yl and data yi as
boundaries, and a compression error CE1_n+m of the data v,
yi+l, ..., yn-1, yn, yn+l, ..., yn+m-1, yn+m covered by
the expanded second region with the data y1 and data yn+m
as boundaries. The data processing unit 300 can then deter-
mine whether the compression error CE1_;i 15 less than or
equal to the compression error CE1 of the first region, and
whether the compression error CE1_n+m 1s less than or
equal to the compression error CE2 of the second region.
When it 1s determined that the compression error CE1_i7 1s
less than or equal to the compression error CE1 of the first
region and the compression error CE1_n+m 1s less than or
equal to the compression error CE2 of the second region, the
reduced first region that has the data yl1 and data yi as
boundaries and covers the data y1, y2, . . ., yi can be used
as the reset first region.

However, example embodiments are not limited to this.
FIGS. 4 and 5 show schematic diagrams of data compression
by another compression method according to an example
embodiment. FIG. 4 1s a schematic diagram showing set
regions; FIG. 5 1s a schematic diagram showing the result of
resetting a first region 1 FIG. 4.

FIG. 4 shows a 2D spatial representation of data to be
compressed v1, v2, ..., v9, with dimensions X (e.g. time)
and Y (e.g. a value sensed by a sensor). First of all, the data
processing unit 300 can use SDT algorithm rules to set a first
region Al_7 and a second region A7_9 according to a
predetermined permissible compression error value AE. The
first region A1_7 can have the data y1 and y7 as boundaries
and cover the data v1, y2, v3, v4, v5, y6 and y7. The second
region A7_9 can have the data y7 and data y9 as boundaries
and cover the data v7, y8 and v9.

According to an example embodiment, the data process-
ing unit 300 can expand the second region A7_9 forward, so
as to obtain an expanded second region. Although not shown
in FI1G. 4, the expanded second region may have the data y4
and y9 as boundaries and cover the data v4, y5, v6, y7, y8
and v9. At the same time, a reduced first region can be
obtained, which may have the data y1 and y4 as boundaries
and cover the data y1, y2, y3 and vy4.

The data processing unit 300 can then calculate a com-
pression error CE4_9 of the data covered by the expanded
second region and a compression error CE1_4 of the data
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covered by the reduced first region. A determination can then
be made as to whether the compression error CE4_9 of the
data covered by the expanded second region is less than or
equal to a compression error CE7_9 of the data covered by
the second region A7_9, and at the same time a determina-
tion can be made as to whether the compression error CE1_4
of the data covered by the reduced first region 1s less than or
equal to a compression error CE1_7 of the data covered by
the first region Al1_7.

In the example embodiment shown in FIGS. 4 and 5,
CE1_4>CE1_7 and CE4_9>CE7_9. At this point, according
to an example embodiment, the data processing unit 300 can
turther calculate a compression error CE1_S of the data v1,
v2, ..., Vy5 covered by a reduced first region with the data
yl and data y5 as boundaries, and a compression error
CES5_9 of the data y35, . . ., ¥y9 covered by an expanded
second region with the data y5 and data y9 as boundaries. It
1s then possible to whether the compression error CE5_9 1s
less than or equal to the compression error CE7_9, and at the
same time a determination can be made as to whether the
compression error CE1_S 1s less than or equal to the
compression error CE1_7.

In the example embodiment shown in FIGS. 4 and 5,
CE1_35>CE1_7 and CES_9>CE7_9. At this point, according
to an example embodiment, the data processing unit 300 can
turther calculate a compression error CE1_6 of the data v1,
y2, ...,y6 covered by a reduced first region with the data
yl and data y6 as boundaries, and a compression error
CE6_9 of the data y6, . . ., y9 covered by an expanded
second region with the data y6 and data y9 as boundaries. It
1s then possible to whether the compression error CE6_9 1s
less than or equal to the compression error CE7_9, and at the
same time a determination can be made as to whether the
compression error CE6_35 1s less than or equal to the
compression error CE1_7.

In the example embodiment shown in FIGS. 4 and 5,
CE1_6=CFE1_7 and CE6_9=CE7_9. At this point, as shown
in FIG. 5, the data processing unit 300 can reset the first
region to be a reset first region A1l_6 that has the data y1 and
y6 as boundaries and covers the data v1, . . ., y6. At the same
time, the data processing unit 300 can obtain an expanded
second region A6_9 that has as a starting boundary the data
y6 of the end boundary of the reset first region Al_6.

In other words, when the compression errors of the data
covered by the new regions obtained by forward expansion
are increased relative to the compression errors of the data
covered by the original regions, the starting boundary/end
boundary of the new regions can be changed, until 1t 1s
determined that the compression errors of the data covered
by the regions with the changed starting boundary/end
boundary are less than or equal to the compression error
positions of the data covered by the original regions.

Example embodiments of performing resetting for the
first region have been described above with reference to
FIGS. 2-5, but 1t 1s also possible to perform identical or
similar operations for the second region adjacent to the first
region, a third region adjacent to the second region . . . , 1n
order to minimize the compression error.

For example, after resetting the first region, the above
operations can be repeated for a subsequent region. For
example, the multiple regions may comprise an Nth region
and an (N-1)th region adjacent to each other and comprise
the Nth region and an (N+1)th region. The Nth region and
(N-1)th region can be adjacent to each other and cover
multiple 1tems of data; the (N+1)th region and Nth region
can be adjacent to each other and cover multiple 1tems of
data. Here, N 1s an integer with Nz1. For example, when N
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1s equal to 1, the operations described here will be the same
as the operations 1n the embodiments described above with

reference to FIGS. 2-5.

When the (N-1)th region has been reset, the Nth region
can be expanded forward to form an expanded Nth region,
which has as a starting boundary the data serving as the end
boundary of the reset (N—1)th region. In the example shown
in FIG. 3, when N 1s equal to 2, the starting boundary of the
expanded Nth region (the second region) can be the data y5.
In the example shown in FIGS. 4 and 5, when N 1s equal to
2, the starting boundary of the expanded Nth region (the
second region) can be the data yé6.

The (N+1)th region can then be expanded forward in the
same way as the Nth region was expanded forward before
resetting the (N-1)th region above, to obtain an expanded
(N+1)th region that overlaps the expanded Nth region. At
this point, a compression error of the data covered by the
expanded (N+1)th region 1s calculated, and the expanded
Nth region can be reset according to the calculated com-
pression error. The reset expanded Nth region can then be
compressed. The specific details when N 1s equal to 1 have
been described above. Those skilled 1n the art should under-
stand the operations when N 1s greater than 1, so a redundant
description of repeated content 1s omitted.

The data processing method according to an example
embodiment has been above with reference to FIGS. 2-5;
such a method can be realized by hardware, software or a
combination of hardware and software. FIG. 6 1s a block
diagram showing an electronic device according to an
example embodiment. In the present example embodiment,
the electronic device may comprise at least one processor
610 and a memory 630. The processor 610 can execute at
least one computer readable instruction (1.e. the abovemen-
tioned element realized 1n the form of software) encoded or
stored 1n a computer readable storage medium (i.e. the
memory 630).

In one embodiment, a computer executable 1nstruction 1s
stored 1n the memory 630; when executed, the computer
executable instruction causes at least one processor 610 to
realize or execute the method described above with refer-
ence to FIGS. 2-3.

It should be understood that when executed, the computer
executable instruction stored 1n the memory 630 causes at
least one processor 610 to perform the various operations
and functions above that are described 1n the various
embodiments 1n conjunction with FIGS. 2-5.

According to one embodiment, a program product such as
a non-transitory machine readable medium i1s provided. The
non-transitory machine readable medium may have an
istruction (1.e. the abovementioned element realized in the
form of software); when executed by a machine, the mstruc-
tion causes the machine to perform the various operations
and functions described above in conjunction with FIGS.
2-5 1n the various embodiments of the present application.

According to one embodiment, a computer program prod-
uct 1s provided, comprising a computer executable 1nstruc-
tion which, when executed, causes at least one processor to
perform the various operations and functions described
above 1n conjunction with FIGS. 2-5 1n the various embodi-
ments ol the present application.

It should be understood that although the description
herein 1s based on various embodiments, 1t 1s by no means
the case that each embodiment contains only one indepen-
dent technical solution; this manner of presentation has been
adopted herein purely for clarity, so those skilled 1n the art
should consider the specification as a whole, and the tech-
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nical solutions in the various embodiments can be suitably
combined to form other embodiments understandable to
those skilled 1n the art.

The above are merely particular schematic embodiments
of the present invention, which are not intended to define the
scope thereof. All equivalent changes, amendments and
combinations made by any person skilled 1n the art without
departing from the concept and principles of the present
invention should be included in the scope of protection
thereof.

The mvention claimed 1s:

1. A data processing system, comprising:

a data acquisition unit, configured to acquire multiple

items ol data relating to a target object; and

a data processing unit, configured to

receive the multiple items of data, and set multiple
mutually adjacent regions 1n a two-dimensional spa-
tial representation of the multiple items of data
according to a permissible compression error value,
the multiple mutually adjacent regions including a
first region adjacent to a second region, the first and
second regions separately covering multiple 1tems of
data, and
expand the second region forward to
obtain an expanded second region overlapping the
first region,
calculate a compression error of data covered by the
expanded second region,
reset the first region according to the compression
error calculated, and
compress the data covered by the first region after
being reset.
2. The data processing system of claim 1, wherein the data
processing umt 1s configured to set multiple regions, calcu-
late a compression error and perform compression according
to a rule of a Swing Door Trending (SDT) algorithm.
3. The data processing system of claim 1, wherein the data
processing unit 1s configured to use the data covered by an
overlap region, in which the first region and the expanded
second region overlap, as an end boundary of the reset first
region.
4. The data processing system of claim 1, wherein
the multiple items of data include data y1, v2, . . ., yn-1,
yn, yn+l, ..., yn+m, ..., arranged 1n sequence 1n the
two-dimensional spatial representation, wherein n and
m are integers greater than 2,

the data processing unit 1s configured to set the first region
to have the data y1 and data yn as boundaries and cover
the data v1, y2, . . ., yn-1, yn,
the data processing unit 1s configured to set the second
region to have the data yn and data yn+m as boundaries
and cover the data yn, yn+1, . . ., yn+m-1, yn+m,

wherein the data processing unit 1s configured to expand
the second region in the two-dimensional spatial rep-
resentation 1n a direction opposite to a direction of data
arrangement so as to overlap the first region, and
thereby obtain an expanded second region that covers
the data vi, yi+1, . . . , yn—1 covered by a region of
overlap, wherein 1 1s an integer with 1<i1=n-1, and the
data yn, yn+l, . . . , yn+m-1, yn+m covered by the
second region.

5. The data processing system of claim 4, wherein the data
processing unit 1s configured to:

calculate a compression error CE1_i of the data yl,

y2, ..., v1covered by a reduced first region with the
data y1 and data y1 as boundaries,
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calculate a compression error CE1_n+m of the data vi,
yi+l, ..., yn-1, yn, yn+l, ... yn+m-1, yn+m covered
by the expanded second region with the data y1 and data
yn+m as boundaries,

14

cent regions including a first region adjacent to a
second region, the first and second regions separately
covering multiple 1tems of data;

expanding the second region forward to obtain an

determine whether the compression error CE1_j 15 less 5 expanded second region overlapping the first region;
thap or equal to a compression error CE1 of the first calculating a compression error of the data covered by the
region, and | . | expanded second region;

determine whether the compression error CE1_n+m 1s less resetting the first region according to the compression
thap or equal to a compression error CE2 of the second error calculated: and
region; and 10

wherein the data processing unit 1s configured to use, as
the reset first region, the reduced first region including
the data y1 and data y1 as boundaries and covering the
data y1, y2, ..., vi, when the compression error CE1_i
1s determined to be less than or equal to the compres-
sion error CE1 of the first region and when the com-
pression error CE1_n+m 1s determined to be less than or
equal to the compression error CE2 of the second
region.

6. The data processing system of claim 5, wherein the data

processing unit 1s configured to:

calculate a compression error CE1_i+) of the data vyl1,
yv2, ..., vi+] covered by the reduced first region with
the data y1 and data yi1+j as boundaries and

calculate a compression error CEi+)_n+m of the data
yi+],...,yn-1,yn, yn+l, ..., yn+m-1, yn+m covered
by the expanded second region with the data yi+j and
data yn+m as boundaries, when a compression error
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compressing the data covered by the first region after the

resetting.

9. The method of claim 8, wherein the setting of the
multiple mutually adjacent regions, the calculating of the
compression error and the compressing are performed
according to a rule of a Swing Door Trending (SDT)
algorithm.

10. The method of claim 8, wherein the resetting of the
first region comprises:

using the data covered by an overlap region, in which the

first region and the expanded second region overlap, as

an end boundary of the reset first region.

11. The data processing method of claim 8, wherein

the multiple 1items of data include data v1, y2, . .., yn-1,
yn, yn+l, ..., yn+m, ..., arranged 1n sequence 1n the
two-dimensional spatial representation, wherein n and
m are integers greater than 2,

the first region includes the data yl1 and data yn as

CE1_i+j-1 1s determined to be greater than the com- boundaries and covers the data y1, y2, ..., yn-1, yn,
pression error CE1 of the first region or when a 30  the second region includes the data yn and data yn+m as
compression error CEi1+)—-1_n+m 1s determined to be boundaries and covers the data yn, yn+1, . . ., yn+m-1,

greater than the compression error CE2 of the second
region, wherein 1 1s an 1teger with 1=<j<n-1, and

wherein the data processing unit 1s configured to use, as
the reset first region, the reduced first region with the
data y1 and data yi+j as boundaries, when the com-
pression error CE1_i+] 1s determined to be less than or
equal to the compression error CE1 of the first region
and when the compression error CE1+)_n+m 1s deter-
mined to be less than or equal to the compression error

CE2 of the second region.

7. The data processing system of claim 1, wherein the data
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yn+m, and wherein
the expanding of the second region forward comprises:
expanding the second region in the two-dimensional
spatial representation in a direction opposite to a
direction of data arrangement so as to overlap the
first region, and to obtain an expanded second region
that covers the data y1, yi+1, . . ., yn—-1 covered by
a region ol overlap, wherein 1 1s an integer with
1<i1=n-1, and the data yn, yn+1, ..., yn+m-1, yn+m
covered by the second region.
12. The data processing method of claim 11, wherein

the calculating of the compression error of the data
covered by the expanded second region comprises:
calculating a compression error CE1_i of the data vy1,
v2,...,y1covered by a reduced first region with the
data yv1 and data y1 as boundaries,
calculating a compression error CE1_n+m of the data

processing umt 1s configured to set the multiple regions to
comprise an Nth region and an (N+1)th region, wherein the
Nth region and an (N-1)th region are adjacent to each other 45
and cover multiple 1items of data, and wherein the (N+1 )th
region and Nth region are adjacent to each other and cover
multiple items of data, wherein N 1s an 1nteger with N>1,

wherein the data processing umit i1s configured to:
expand the Nth region forward, when the (IN-1)th
region 1s reset, to form an expanded Nth region
having as a starting boundary the data serving as an
end boundary of the reset (N-1)th region,
expand the (N+1)th region forward to obtain an
expanded (N+1)th region overlapping the expanded
Nth region,
calculate a compression error of the data covered by the
expanded (N+1)th region,
reset the expanded Nth region according to the com-
pression error calculated to create a reset expanded
Nth region, and
compress the reset expanded Nth region.
8. A data processing method, further comprising:
setting multiple mutually adjacent regions 1 a two-
dimensional spatial representation of multiple 1tems of
data to be compressed, according to a permissible
compression error value, the multiple mutually adja-
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vi, vi+l, . .., yn-1, yn, yn+1, . . ., yn+m-1, yn+m
covered by the expanded second region with the data
y1 and data yn+m as boundaries,

determining whether the compression error CE1_i 1s
less than or equal to a compression error CE1 of the
first region, and

determining whether the compression error CE1_n+m
1s less than or equal to a compression error CE2 of
the second region; and wherein

the resetting of the first region according to the calculated

compression €rror Comprises:

using as the reset first region the reduced first region
including the data y1 and data y1 as boundaries and
covering the data y1, v2, . . ., vi, when the com-
pression error CE1_i 1s determined to be less than or
equal to the compression error CE1 of the first region
and when the compression error CE1_n+m 1s deter-
mined to be less than or equal to the compression
error CE2 of the second region.
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13. The data processing method of claim 12, wherein
the calculating of the compression error corresponding to
the expanded second region comprises:
calculating a compression error CE1_i+j of the data v1,
y2,...,v1+] covered by the reduced first region with
the data y1 and data yi1+) as boundaries and calcu-
lating a compression error CE1+)_n+m of the data
yi+], . . ., yn—1, yn, yn+1, . . . , yn+m-1, yn+m
covered by the expanded second region with the data
yi+] and data yn+m as boundaries, when a compres-
sion error CE1_i+j—-1 1s determined to be greater
than the compression error CE1 of the first region or
when a compression error CEi+j—1_n+m 1s deter-
mined to be greater than the compression error CE2
of the second region, wherein 7 1s an integer with
1 =1<n-1,
wherein the resetting of the first region according to the
calculated compression error comprises:
using as the reset first region the reduced first region
with the data y1 and data yi+] as boundaries, when
the compression error CE1_i+j 1s determined to be
less than or equal to the compression error CE1 of
the first region and when the compression error
CEi1+)_n+m 1s determined to be less than or equal to
the compression error CE2 of the second region.
14. The data processing method of claim 8, wherein the
multiple regions include an Nth region and an (N+1)th
region, wherein the Nth region and an (N-1)th region are
adjacent and cover multiple 1tems of data, wherein the
(N+1)th region and Nth region are adjacent and cover
multiple 1tems of data, and wherein N 1s an integer with
N>1,
the data processing method further comprising:
expanding the Nth region forward when the (IN-1)th
region 1s reset, to form an expanded Nth region
including as a starting boundary the data serving as
an end boundary of the reset (N-1)th region;
expanding the (N+1)th region forward to obtain an
expanded (N+1)th region overlapping the expanded
Nth region;
calculating a compression error of the data covered by
the expanded (N+1)th region;
resetting the expanded Nth region according to the
compression error calculated to form a reset
expanded Nth region; and
compressing the reset expanded Nth region.
15. An electronic device, comprising;:
at least one processor; and
a memory connected to the at least one processor, the
memory storing an mstruction, wherein the mstruction,
when executed by the at least one processor, causes the
clectronic device to perform at least:
setting multiple mutually adjacent regions in a two-
dimensional spatial representation of multiple 1tems
of data to be compressed, according to a permissible
compression error value, the multiple mutually adja-
cent regions including a first region adjacent to a
second region, the first and second regions separately
covering multiple 1tems of data;
expanding the second region forward to obtain an
expanded second region overlapping the first region;
calculating a compression error of the data covered by
the expanded second region;
resetting the first region according to the compression
error calculated; and
compressing the data covered by the first region after
the resetting.
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16. A non-transitory machine readable medium, storing a
computer executable instruction on the non-transitory
machine readable medium, wherein the computer executable
instruction, when executed by at least one processor, causes
at least one processor to perform the method of claim 8.
17. A computer program product, storing a computer
executable 1nstruction which, when executed by at least one
processor, causes at least one processor to perform the
method of claim 8.
18. The data processing system of claim 2, wherein the
data processing unit 1s configured to use the data covered by
an overlap region, in which the first region and the expanded
second region overlap, as an end boundary of the reset first
region.
19. The data processing system of claim 2, wherein
the multiple 1items of data include data v1, y2, . .., yn-1,
yn, yn+l, ..., yn+m, ..., arranged 1n sequence 1n the
two-dimensional spatial representation, wherein n and
m are integers greater than 2,

the data processing unit 1s configured to set the first region
to have the data y1 and data yn as boundaries and cover
the data v1, y2, . . ., yn-1, yn,

the data processing unit 1s configured to set the second

region to have the data yn and data yn+m as boundaries
and cover the data yn, yn+1, . . . , yn+m-1, yn+m,
wherein the data processing unit 1s configured to expand
the second region in the two-dimensional spatial rep-
resentation 1n a direction opposite to a direction of data
arrangement so as to overlap the first region, and
thereby obtain an expanded second region that covers

the data vi, yi+1, . . . , yn—1 covered by a region of
overlap, wherein 1 1s an integer with 1<i1=n-1, and the
data yn, yn+l, . . . , yn+m-1, yn+m covered by the

second region.

20. The data processing system of claim 19, wherein the

data processing unit 1s configured to:

calculate a compression error CE1_i of the data vyl,
y2, ..., v1covered by a reduced first region with the
data y1 and data y1 as boundaries,

calculate a compression error CE1_n+m of the data i,
yi+l, ...,yn-1, yn, yn+l, ... yn+m-1, yn+m covered
by the expanded second region with the data y1 and data
yn+m as boundaries,

determine whether the compression error CE1_i is less
than or equal to a compression error CE1 of the first
region, and

determine whether the compression error CE1_n+m 1s less
than or equal to a compression error CE2 of the second
region; and

wherein the data processing unit 1s configured to use, as
the reset first region, the reduced first region including
the data y1 and data y1 as boundaries and covering the
data v1, y2, ..., vi, when the compression error CE1_i
1s determined to be less than or equal to the compres-
sion error CE1 of the first region and when the com-
pression error CE1_n+m 1s determined to be less than or
equal to the compression error CE2 of the second
region.

21. The data processing method of claim 9, wherein the

resetting of the first region comprises:

using the data covered by an overlap region, 1n which the
first region and the expanded second region overlap, as
an end boundary of the reset first region.

22. The data processing method of claim 9, wherein

the multiple 1items of data include data v1, y2, . .., yn-1,
yn, yn+l, ..., yn+m, ..., arranged 1n sequence 1n the
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two-dimensional spatial representation, wherein n and
m are integers greater than 2,
the first region includes the data yl1 and data yn as

boundaries and covers the data y1, y2, . .., yn-1, yn,
the second region includes the data yn and data yn+m as 5
boundaries and covers the data yn, yn+1, . . ., yn+m-1,

yn+m, and wherein
the expanding of the second region forward comprises:
expanding the second region in the two-dimensional
spatial representation in a direction opposite to a 10
direction of data arrangement so as to overlap the
first region, and to obtain an expanded second region

that covers the data vi, yi+1, . . ., yn—1 covered by
a region ol overlap, wherein 1 1s an 1nteger with
1<1=n-1, and the data yn, yn+1, . .., yn+m-1, yn+m 15

covered by the second region.
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