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201
An SMF network element determines that a
GBR flow needs to be established
The SMF network element determines that the 202
GBR flow is a GBR flow required for handing ¢
over UE from a 5G network to a 4G network
» 203

. The SMF network element establishes, for the |
' GBR QoS flow, an EPS bearer ID corresponding §
E to the 4G network

FIG. 2
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SESSION MANAGEMENT METHOD,
INTERWORKING METHOD, AND
NETWORK APPARATUS

CROSS-REFERENCE TO RELATED
APPLICATION

This application 1s a continuation of International Appli-
cation No. PCT/CN2018/096685, filed on Jul. 23, 2018,
which claims priority to Chinese Patent Application No.
201710693980.1, filed on Aug. 14, 201°7. The aforemen-

tioned applications are hereby incorporated by reference in
their entireties.

TECHNICAL FIELD

This application relates to the field of wireless commu-
nications technologies, and in particular, to a session man-
agement method, an mterworking method between different
systems, and a network apparatus.

BACKGROUND

In a 5th generation (5G) mobile communication technol-
ogy network, to ensure mterworking between the 5G net-
work and a 4th generation (4G) mobile communication
technology network or another network (such as a 2nd
generation (2G) mobile communication technology network
or a 3rd generation (3G) mobile communication technology
network), a procedure similar to that of interworking
between the 4G network and the 3G network or between the
4G network and the 2G network 1s used. For example,
handover 1s performed by using a mobility management
(MM) context mapping solution or a session management
(SM) context mapping solution.

However, a resource waste problem exists i such a
solution 1n which handover 1s performed through context

mapping.
SUMMARY

Embodiments of this application provide a session man-
agement method, an interworking method, and a network
apparatus, to resolve a technical problem of resource waste
existing 1n a handover method 1n the prior art.

According to a first aspect, a session management method
1s provided. In the method, when establishing a guaranteed
bit rate GBR flow of UE, a session management network
element first needs to determine the GBR flow, to determine
whether the GBR flow 1s a GBR flow required for handing,
over the UE from a first communications system to a second
communications system. If determining that the GBR tflow
1s the GBR flow required for handing over the UE from the
first communications system to the second communications
system, the session management network element estab-
lishes, for the GBR tlow, a session context corresponding to
the second communications system.

In the foregoing techmical solution, when establishing a
GBR flow, the session management network element needs
to establish, for only a GBR flow that needs to be switched
to the second communications system, a session context
corresponding to the second communications system, and
does not establish, for a GBR flow that does not need to be
switched to the second communications system, a session
context corresponding to the second communications sys-
tem.
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2

Correspondingly, the session management network ele-
ment does not need to maintain the session context that 1s
corresponding to the second commumnications system and
that 1s of the GBR flow that does not need to be switched to
the second communications system, so as to reduce resource
consumption.

In a possible implementation, the session management
network element determines, based on at least one of a
policy and charging control PCC rule, an operator policy,
and a data network name DNN, that the GBR flow 1s the
GBR flow required for handing over the terminal device
from the first communications system to the second com-
munications system.

In the foregoing technical solution, the session manage-
ment network element may determine, 1n a plurality of
manners, whether the GBR flow 1s the GBR flow required
for handing over the terminal device from the first commu-
nications system to the second communications system. For
example, the session management network element may
perform determining by using the PCC rule, or by using the
operator policy, or with reference to the PCC rule, the
operator policy, and the DNN. Therefore, the session man-
agement network element may flexibly select a determining
method based on an actual situation.

In a possible implementation, the session management
network element receives PCC rule information sent from a
policy control network element, where the PCC rule infor-
mation includes a PCC rule that 1s of the GBR flow and that
1s corresponding to the second communications system. The
session management network element determines, based on
the PCC rule information, that the GBR flow 1s the GBR
flow required for handing over the terminal device from the
first communications system to the second communications
system.

In the foregoing technical solution, the session manage-
ment network element may determine, by using the PCC
rule received from the policy control network element,
whether the GBR flow 1s the GBR flow required for handing
over the terminal device from the first communications
system to the second communications system. In this way, a
computing amount of the session management network
clement may be reduced, and a processing speed of the
session management network element can be accelerated.

In a possible implementation, the session management
network element receives service information sent from the
terminal device, and the session management network ele-
ment determines, based on the service information, the
operator policy, and the data network name DNN, that the
GBR flow 1s the GBR flow required for handing over the
terminal device from the first communications system to the
second communications system.

In the foregoing technical solution, the session manage-
ment network element may directly determine, by using the
service information sent from the terminal device and with
reference to the operator policy and the DNN, whether the
GBR flow 1s the GBR flow required for handing over the
terminal device from the first communications system to the
second communications system. In this way, a time con-
sumed for interaction between the session management
network element and another network element may be
reduced, thereby accelerating a processing speed of an entire
communications system.

In a possible implementation, the PCC rule includes a
GBR parameter, a multiple frequency band indicator MBR
parameter, and an IP filter.
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In the foregoing technical solution, the PCC rule includes
different specific content, and the foregoing 1s merely sev-
cral examples. This 1s not limited 1n this embodiment of this
application.

According to a second aspect, a session management
method 1s provided. In the method, a policy control network
clement receives service information from a terminal device
or an application network element, and then generates policy
and charging control PCC rule information based on at least
one of an operator policy and a data network name DNN, the
service mformation, and an mterworking capability of the
terminal device from a first communications standard net-
work to a second communications standard network. The
PCC rule mformation includes at least a PCC rule that 1s of
the GBR flow and that 1s corresponding to a first commu-
nications system. The first communications system uses the
first communications standard network, and a second com-
munications system uses the second communications stan-
dard network. Finally, the policy control network element
sends the generated PCC rule to a session management
network element.

In the foregoing technical solution, the policy control
network element may determine, in a plurality of manners,
whether the GBR flow 1s a GBR flow required for handing
over the terminal device from the first communications
system to the second communications system. For example,
the policy control network element may perform determin-
ing by using the operator policy, the service information, and
the interworking capability of the terminal device from the
first communications standard network to the second com-
munications standard network, or by using the DNN, the
service mnformation, and the mterworking capability of the
terminal device from the first communications standard
network to the second communications standard network, or
based on the operator policy, the DNN, the service infor-
mation, and the interworking capability of the terminal
evice from the first communications standard network to
he second communications standard network. Therefore,
ne policy control network element may flexibly select a
etermining method based on an actual situation.

In a possible implementation, the PCC rule includes a

GBR parameter, a multiple frequency band indicator MBR
parameter, and an IP filter.
In the foregoing technical solution, the PCC rule includes
different specific content, and the foregoing 1s merely sev-
cral examples. This 1s not limited 1n this embodiment of this
application.

According to a third aspect, an interworking method 1s
provided. In the method, a session management network
clement 1 a first communications system {first receives
session context request mformation sent from an access
management network element 1n the first communications
system. The session context request information 1s used to
obtain a session context that 1s of a terminal device in the
first communications system and that 1s corresponding to a
second communications system. Next, the session manage-
ment network element determines whether a dedicated qual-
ity of service flow exists 1n a session corresponding to the
session context request, and then sends, to the access man-
agement network element, the session context 1n which the
dedicated quality of service flow exists.

In the foregoing technical solution, if the dedicated qual-
ity of service flow does not exist 1n the session, the session
management network element does not need to send the
session context to the access management network element.
Theretore, a PDN connection to the session context in which
the dedicated quality of service flow does not exist does not
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4

need to be established in the second communications sys-
tem, thereby reducing signaling and channel resources.

In a possible implementation, 1f the session management
network element determines that the dedicated quality of
service tlow does not exist 1n the session corresponding to
the session context request, the session management net-
work element releases the session in which the dedicated
quality of service tlow does not exist.

In the foregoing technical solution, 11 the dedicated qual-
ity of service flow does not exist 1n the session context, the
session management network element directly releases the
session, so as to further reduce channel resources.

In a possible implementation, 1f the session management
network element determines that no service data flow SDF
exists 1n a default quality of service flow in the session
corresponding to the session context request, the session
management network element releases the session in which
no SDF exists 1n the default quality of service tlow.

In the foregoing technical solution, if no SDF exists in the
default quality of service flow 1n the session, that is, the
session has no service, the session management network
clement directly releases the session, so as to further reduce
channel resources.

In a possible implementation, 1f the session management
network element determines that a service data flow SDF
exists 1n the detfault quality of service flow 1n the session
corresponding to the session context request, the session
management network element sends, to the access manage-
ment network element 1n the first communications system,
the session context corresponding to the session in which the
SDF exists.

In the foregoing technical solution, 11 the SDF exists in the
default quality of service flow 1n the session, that 1s, the
session still processes a service, the session management
network element sends, to the access management network
clement 1n the first communications system, the session
context corresponding to the session, so as to avoid omitting
service data.

According to a fourth aspect, an interworking method 1s
provided. In the method, an access management network
clement sends session context request information to a
session management network element in a first communi-
cations system, where the session context request informa-
tion 1s used to obtain a session context that 1s of a terminal
device 1n the first communications system and that 1s cor-
responding to a second communications system. Then, the
access management network element receives the session
context sent from the session management network element,
and a dedicated quality of service tlow exists in a session
corresponding to the session context.

In the foregoing technical solution, after the access man-
agement network element sends the session context request
to the session management network element 1n the first
communications system, the access management network
clement may receive only a context corresponding to the
session 1n which the dedicated quality of service flow exists.
In this way, a PDN connection to the session context in
which the dedicated quality of service flow does not exist
does not need to be established 1n the second communica-
tions system, so as to reduce signal and channel resources.

According to a fifth aspect, an embodiment of this appli-
cation provides a network apparatus, and the network appa-
ratus has functions for implementing behaviors of the ses-
s1on management network element in the method 1n the first
aspect. The functions may be implemented by using hard-
ware, or may be implemented by executing corresponding
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software by hardware. The hardware or the software
includes one or more modules corresponding to the func-
tions.

In a possible design, a structure of the network apparatus
includes a processor and a transmitter, and the processor 1s
configured to support the network apparatus 1n performing
corresponding functions in the method 1n the first aspect.
The transmitter 1s configured to support communication
between the network apparatus and another device, and send
information or an mstruction in the method 1n the first aspect
to the another device. The network apparatus may further
include a memory. The memory 1s configured to be coupled
with the processor. The memory stores a necessary program
instruction and data.

According to a sixth aspect, an embodiment of this
application provides a network apparatus, and the network
apparatus has functions for implementing behaviors of the
policy control network element 1n the method 1n the second
aspect. The functions may be implemented by using hard-
ware. A structure of the network apparatus includes a
processor, a transmitter, and a recerver. The functions may
alternatively be implemented by executing corresponding
software by hardware. The hardware or the software
includes one or more modules corresponding to the func-
tions. The module may be software and/or hardware.

In a possible design, a structure of the network apparatus
includes a processor and a transmitter, and the processor 1s
configured to support the network apparatus in performing
corresponding functions in the method in the first aspect.
The transmitter 1s configured to support communication
between the network apparatus and another device, and send
information or an mstruction in the method 1n the first aspect
to the another device. The network apparatus may further
include a memory. The memory 1s configured to be coupled
with the processor. The memory stores a necessary program
instruction and data.

According to a seventh aspect, an embodiment of this
application provides a network apparatus, and the network
apparatus has functions for implementing behaviors of the
session management network element in the method 1n the
third aspect. The functions may be implemented by using
hardware, or may be implemented by executing correspond-
ing soiftware by hardware. The hardware or the software
includes one or more modules corresponding to the func-
tions.

In a possible design, a structure of the network apparatus
includes a processor and a transmitter, and the processor 1s
configured to support the network apparatus 1n performing
corresponding functions in the method in the third aspect.
The transmitter 1s configured to support communication
between the network apparatus and another device, and send
information or an instruction in the method in the third
aspect to the another device. The network apparatus may
turther include a memory. The memory 1s configured to be
coupled with the processor. The memory stores a necessary
program 1instruction and data.

According to an eighth aspect, an embodiment of this
application provides a network apparatus, and the network
apparatus has functions for implementing behaviors of the
access management network element in the method 1n the
fourth aspect. The functions may be implemented by using
hardware. A structure of a network apparatus includes a
receiver, a transmitter, and a processor. The functions may
alternatively be implemented by executing corresponding
solftware by hardware. The hardware or the software
includes one or more modules corresponding to the func-
tions. The module may be software and/or hardware.
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In a possible design, a structure of the network apparatus
includes a processor and a transmitter, and the processor 1s
configured to support the network apparatus 1n performing
corresponding functions 1n the method in the fourth aspect.
The transmitter 1s configured to support communication
between the network apparatus and another device, and send
information or an instruction in the method 1n the fourth
aspect to the another device. The network apparatus may
further include a memory. The memory 1s configured to be
coupled with the processor. The memory stores a necessary
program 1nstruction and data.

According to a minth aspect, an embodiment of this
application provides a communications system, and the
system 1ncludes the network apparatus described in the first
aspect and the second aspect, and/or the network apparatus
described in the third aspect and the fourth aspect.

According to a tenth aspect, an embodiment of this
application provides a computer storage medium, configured
to store a computer software instruction used to perform
functions of the first aspect, any design of the first aspect, the
second aspect, the third aspect, and the fourth aspect, and
include a program designed for performing the methods 1n
the first aspect, any design of the first aspect, the second
aspect, the third aspect, and the fourth aspect.

According to an eleventh aspect, an embodiment of this
application provides a computer program product, and the
computer program product includes an instruction. When
the 1nstruction runs on a computer, the computer performs
the methods 1n the first aspect, any design of the first aspect,
the second aspect, the third aspect, and the fourth aspect.

According to a twelfth aspect, an embodiment of this
application further provides a chip system, and the chip
system includes a processor, configured to support a network
apparatus 1 implementing the method 1n any of the fore-
going aspects, for example, generating or processing data
and/or information in the foregoing method. In a possible
design, the chip system further includes a memory, and the
memory 1s configured to store a program instruction and
data that are necessary for the network apparatus. The chip

system may include a chip, or may include a chip and
another discrete device.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s an architectural diagram of interworking
between a 5G network and a 4G network:

FIG. 2 1s a flowchart of a session management method
according to an embodiment of this application;

FIG. 3A and FIG. 3B are a flowchart of an instance of a
session management method according to an embodiment of
this application;

FIG. 4A and FIG. 4B are a flowchart of another instance
ol a session management method according to an embodi-
ment of this application;

FIG. SA and FIG. 5B are a flowchart of an interworking
method according to an embodiment of this application; and

FIG. 6 to FIG. 13 are structural diagrams of a network
apparatus according to an embodiment of this application.

DESCRIPTION OF EMBODIMENTS

The following clearly describes the technical solutions 1n
the embodiments of this application with reference to the
accompanying drawings in the embodiments of this appli-
cation.

Embodiments of this application provide a session man-
agement method and an interworking method between dii-




US 11,375,396 B2

7

ferent systems, and the methods are applied to an interwork-
ing architecture having different systems. The interworking
architecture specifically includes two different communica-
tions systems, such as a 5SG network and a 4G network, and
certainly may be other communications systems such as a
new radio (NR) system, a Wireless Fidelity (WiF1) system,
a Worldwide Interoperability for Microwave Access
(WiIMAX) system, a global system for mobile communica-
tions (GSM), a Code Division Multiple Access (CDMA)
system, a Wideband Code Division Multiple Access
(WCDMA) system, a general packet radio service (GPRS)
system, a Long Term Evolution (LTE) system, an Long Term
Evolution Advanced (LTE-A) system, a Universal Mobile
Telecommunications System (UMTS), and a cellular system
related to the 3rd Generation Partnership Project (3GPP).
The inter-RAT system may be any two of the foregoing
communications systems.

In addition, the mterworking architecture 1s further appli-
cable to a future-oriented communication technology. The
systems described 1n the embodiments of this application are
intended to describe the technical solutions 1n the embodi-
ments of this application more clearly, and constitute no
limitation on the technical solutions provided in the embodi-
ments of this application. A person of ordinary skill 1n the art
may know that with evolution of network architectures, the
technical solutions provided in the embodiments of this
application are also applicable to a similar technical prob-
lem.

Referring to FIG. 1, FIG. 1 1s an architecture of a
non-roaming scenario of interworking between a 5G net-
work and an evolved packet core (EPC)/an evolved univer-
sal terrestrial radio access network (E-UTRAN), and 1s a
specific application scenario of the embodiments of this
application.

Functions of network elements 1n the interworking archi-
tecture shown 1n FIG. 1 are described below.

The 5G radio access network (RAN) 1s a network that
includes a plurality of 5G RAN nodes, and implements a
radio physical layer function, resource scheduling and radio
resource management, radio access control, and a mobility
management function. The 5G RAN 1s connected to a user
plane tunction (UPF) network element through a user plane
interface N3, to transier data of UE. The RAN establishes a
control plane signaling connection to an access and mobility
management function (AMF) network element of the core
network through a control plane interface N2, to implement
functions such as radio access bearer control. An AMF
network element 1s mainly responsible for functions such as
UE authentication, UE mobility management, network slice
selection, and selection of a session management function
network element. As an anchor for connecting N1 signaling,
and N2 signaling, the AMF network element also routes N1
and N2 session management (SM) messages to the SMF
network element, and maintains and manages status infor-
mation of UE.

An SMF network element 1s connected to the AMF
network element through an interface N11, and 1s mainly
responsible for all control plane functions in UE session
management, imncluding selection of a user plane function
(UPF) network element, imternet protocol (IP) address allo-
cation, quality of service (QoS) attribute management of a
session, and obtaining a policy and charging control (PCC)
rule from a policy control function (PCF) network element.

A PCF network element 1s connected to the SMF network
clement through an interface N7, and connected to the AMF
network element through an interface N15. The PCF net-
work element 1s configured to generate and store a PCC rule
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related to session management and provide the PCC rule to
the SMF network element, and 1s further configured to
generate policy mnformation related to mobility management
and provide the policy information to the AMF network
clement.

A user data management (UDM) network element is
connected to the AMF network element through an interface
N8, and connected to the SMF network element through an
interface N10. The user data management network element
1s configured to store subscription imnformation related to a
user, and provide subscription-related parameter informa-
tion to the corresponding network eclements separately
through the interface N8 and the interface N10.

A UPF network element 1s connected to the SMF network
clement through an interface N4. The UPF network element
serves as a session connection anchor of a protocol data unit
(PDU), and 1s responsible for data packet filtering, data
transmission or forwarding, rate control, and charging infor-
mation generation that are for UE.

A serving gateway (SGW) i1s connected to the UPF
network element through an interface S5-U, and connected
to the SMF network element through an interface S5-U. The
serving gateway 1s configured to route and forward a data
packet under the control of a mobility management (MME)
network element.

An MME network element 1s connected to the UDM
network element through an interface S6a, connected to the
SGW through an interface S11, and connected to the
E-UTRAN through an interface SI-MME. The MME net-
work element 1s mainly responsible for functions such as
mobility management, bear management, user authentica-
tion, and selection of an SGW and a PGW. When single
registration 1s performed 1n a 3G network and a 4G network,
handover performed between the MME network element
and the AMF network element 1s supported by using an
interface N26. Certainly, handover between the MME net-
work element and the AMF network element may also be
supported by using another interface. This 1s not limited

herein.
The E-UTRAN 1s connected to the SGW through an

interface S1-U, and connected to the MME through the
interface S1-MME. The iterface S1-MME 1s a control
plane protocol reference point between the E-UTRAN and
the MME, and the interface S1-U 1s a user plane tunnel
reference point of each bearer between the E-UTRAN and
the SGW.

It should be understood that, all the network elements
shown in FIG. 1 may be independent of each other, or two
or more network elements may be integrated together. This
1s not specifically limited in this embodiment of this appli-
cation.

A terminal device mentioned 1n this specification may be
a wireless terminal device or may be a wired terminal
device. The wireless terminal device may be a device that
provides voice and/or other service data connectivity for a
user, a handheld device with a wireless connection function,
or another processing device connected to a wireless
modem. The wireless terminal device may communicate
with one or more core networks by using a radio access
network (RAN). The wireless UE may be a mobile terminal
such as a mobile phone (or referred to as a “cellular” phone)
or a computer with a mobile terminal. For example, the
wireless terminal device may be a portable, pocket-sized,
handheld, computer built-in, or mn-vehicle mobile apparatus,
which exchange a voice and/or data with the radio access
network. For example, the wireless terminal device may be
a device such as a personal communications service (PCS)
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phone, a cordless telephone set, a Session Initiation Protocol
(SIP) phone, a wireless local loop (WLL) station, or a
personal digital assistant (PDA). The wireless UE may also
be referred to as a system, a subscriber unit, a subscriber
station, a mobile station, a mobile station, a remote station,
a remote terminal, an access terminal, a user terminal, a user
agent, user equipment (User Device), or user equipment.

In the following description, that the terminal device 1s
UE 1s used as an example for description. In addition, the
term “and/or” in this specification describes only an asso-
ciation relationship for describing associated objects and
represents that three relationships may exist. For example, A
and/or B may represent the following three cases: Only A
exists, both A and B exist, and only B exists. In addition, the
character “/”” 1n this specification generally indicates an “or”
relationship between the associated objects.

The 4G network and a current 5G network are used as an
example for some English abbreviations in this specification
to describe the embodiments of this application, and the
English abbreviations may change with evolution of net-
works. For specific evolution, refer to the descriptions 1n a
corresponding standard.

The architecture shown in FIG. 1 1s used as an example
below to describe a process, 1n the prior art, of handing over
UE from a 5G network to a 4G network.

To ensure service continuity of the UE after system
handover, performing system handover for the UE 1s sub-
stantially transtferring, to the 4G network, parameters cor-
responding to a packet data unit (PDU) session of the UE in
the 3G network, such as an evolved packet core bearer
number (EPS bearer ID), a quality of service (QoS) param-
cter, and a traflic flow template (TFT), so that a correspond-
ing EPS bearer can be quickly established in the 4G network
based on the parameters, and a service 1s further provided for
the UE by using the 4G network.

The parameters corresponding to the PDU session are
briefly described below.

A PDU session includes the following parameters.

(a) The PDU session has only one default quality of
service tlow (default QoS flow). The default QoS flow 1s
created during establishment of the PDU session. Main QoS
parameters mclude a 5G quality of service identifier (3G
QoS Identifier, SQI), a quality of service flow ID (QoS Flow
ID, QFI), and an allocation and retention priority (ARP). At
least one service data tlow (SDF) may be aggregated 1n one
default QoS flow, and the SDFs have a common 5QI and
ARP.

(b) The PDU session may include one or more non-
guaranteed bit rate QoS flows (non-GBR QoS flow). The
non-GBR QoS flow 1s created 1n a PDU session modification
procedure iitiated on a UE side or a network side. Main
QoS parameters include a 3QI, a QFI, a maximum bit rate
(MBR), an ARP, and an uplink/downlink IP filter (UL+DL
IP filter). One non-GBR QoS flow has at least one SDF, and
another one or more SDFs may also be aggregated 1n the
non-GBR QoS flow. The SDFs have a common 35QI and
ARP.

(c) The PDU session may include one or more guaranteed
bit rate quality of service flows (GBR QoS flow). The GBR
QoS flow 1s created 1mn a PDU session modification proce-
dure initiated on a UE side or a network side. Main QoS
parameters include a 5QI, a QFI, a GBR, an MBR, an ARP,
a UL+DL IP filter, and a TFT. One GBR QoS flow has at
least one SDF, and another one or more SDFs may also be
aggregated 1n the non-GBR QoS flow.

In the prior art, before the UE 1s handed over from the 3G
network to the 4G network, a 5G network side prepares the
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default QoS flow and the GBR QoS flow. That 1s, when the
UE 1s handed over to the 4G network, correspondmg SEss101
management (SM) contexts of a default evolved packet core
bearer (Default EPS Bearer) and a guaranteed bit rate
evolved packet core bearer (GBR EPS bearer) are prepared.
The SM context includes an evolved packet core bearer
number (EPS bearer ID) and a QoS parameter including a
TFT.

In a process of handover from the 5G network to the 4G
network, an access and mobility management function
(AMF) network element selects a part of the prepared GBR
QoS tlow based on a data network name (DNN), a quality
of service profile (QoS profile), or an operator policy, and
switches the part of the GBR QoS flow to the 4G network,
to complete handover.

Betore the UE 1s handed over from the 3G network to the
4G network, an SM context that 1s corresponding to each
GBR QoS flow and that 1s 1n the 4G network needs to be
maintained 1n the 3G network. For example, when a QoS
parameter 1s updated, or 1n a process of handing over the UE
between a plurality of 5G networks, or when an SMF 1s
relocated, the 5G network modifies the corresponding SM
context that 1s of the GBR QoS flow and that 1s 1n 4G
network.

However, a maximum quantity of EPS bearer 1Ds of one
UE 1s 8 1 the 4G network, and a quantity of default QoS
flows and GBR QoS flows of one UE 1n the 5G network may
exceed 8. In addition, a corresponding EPS bearer ID 1n the
4G network 1s allocated to each default QoS tlow and each
GBR QoS flow 1n the 5G network. Therefore, a quantity of
EPS bearer IDs 1n the 4G network that are allocated to each
UE 1n the 3G network may exceed 8, and some GBR
services 1n the 5G network may be unable to be performed
in the 4G network, for example some real-time communi-
cation services such as automatic driving and a tactile
network. Therefore, 1n the process of handing over the UE
from the 5G network to the 4G network, some specific GBR
QoS tlows 1 all GBR QoS flows corresponding to the UE
need to be selected and do not need to be switched to the 4G
network, for example, a GBR QoS flow corresponding to a
service that cannot be performed in the 4G network or a
GBR QoS flow corresponding to a non-important service.
Correspondingly, SM contexts corresponding to the selected
GBR QoS flows do not need to be sent to the 4G network.

In a first aspect, before handover 1s performed, the SM
contexts corresponding to the unselected GBR QoS flows
are also maintained in the 5G network, but the maintained
SM contexts are finally not used 1n the 4G network. This 1s
equivalent to waste of resources used to maintain the SM
contexts 1 the 3G network. Therefore, a technical problem
of resource waste exists 1n the handover method 1n the prior
art.

In view of this, the embodiments of this application
provide a session management method. In the method, when
establishing a guaranteed bit rate GBR flow of UE, a session
management network element first needs to judge the GBR
flow, to determine whether the GBR flow 1s a GBR flow
required for handing over the UE from a first communica-
tions system to a second communications system. IT deter-
mining that the GBR flow 1s the GBR flow required for
handing over the UE from the first communications system
to the second communications system, the session manage-
ment network element establishes, for the GBR flow, a
session context corresponding to the second communica-
tions system. In this way, when establishing a GBR flow, the
session management network element needs to establish, for
only a GBR flow that needs to be switched to the second
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communications system, a session context corresponding to
the second communications system, and does not establish,
for a GBR flow that does not need to be handed over to the
second communications system, a session context corre-
sponding to the second communications system. Corre-
spondingly, the session management network element does
not need to maintain the session context that 1s correspond-
ing to the second communications system and that 1s of the
GBR tlow that does not need to be handed over to the second
communications system, so as to reduce resource consump-
tion.

The method provided 1n the embodiments of this appli-
cation 1s described below with reference to the accompany-
ing drawings. Referring to FIG. 2, FIG. 2 1s a flowchart of
a session management method according to an embodiment
of this application. The method may be applied to the
interworking architecture of diflerent systems shown in FIG.
1.

It should be noted that network elements 1n this embodi-
ment of this application may be corresponding network
clements 1n FIG. 1. Certainly, 11 the method 1s applied to a
different interworking architecture, a session management
network element may also be another network element. This
1s not limited herein. For example, when the method 1s
applied to the architecture shown in FIG. 1, the session
management network element may be the SMF network
clement in FIG. 1, a policy control network element may be
the PCF network element 1n FIG. 1, and an access manage-
ment network element may be the AMF network element in
FIG. 1, and so on. In the following description, an example
in which the network eclements in the method are the
corresponding network elements 1n FIG. 1 1s used. The
method may include the following steps.

Step 201: An SMF network element determines that a
GBR flow needs to be established.

In this embodiment of this application, the GBR tlow may
be a GBR QoS flow, or may be another GBR flow. In this
embodiment of this application, an example in which the
GBR flow 1s a GBR QoS flow 1s used for description.

It should be noted that a GBR QoS flow 1s established in
a PDU session modification procedure. Therefore, that the
SMF network element determines whether a GBR QoS flow
needs to be established 1s determining whether the PDU
session modification procedure needs to be started.

The SMF network element may be triggered to start the
PDU session modification procedure in any one of the
following several manners:

In a first possible implementation, UE initiates the PDU
session modification procedure. The UE sends a non-access
stratum (NAS) message to an AMF network element. The
NAS message includes a PDU session ID and an N1 SM
message that carries a PDU session modification request.
Then the AMF network element triggers an Nsmi_ PDUSes-
sion_UpdateSMContext service operation based on the NAS
message, to send, to the SMF network element, the PDU
session ID and the N1 SM message that carries the PDU
session modification request. After receiving the message
sent from the AMEF network element, the SMF network
clement starts the PDU session modification procedure, and
determines that a GBR QoS flow needs to be established.

It should be noted that 1f the UE 1s in a CN-1dle state, that
1s, no air interface resource 1s established between the UE
and a RAN, the NAS message needs to be sent to the AMF
network element by using a 3G RAN by using a service
request procedure. Mover, 1n addition to including the PDU
session ID and the N1 SM message that carries the PDU
session modification request, the NAS message carries loca-
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tion mformation of the UE, for example, a RAN ID and a
cell ID. Then the AMF network element sends the NAS
message to the SMF network element.

In a second possible implementation, a PCF network
clement 1nitiates the PDU session modification procedure
based on operator policy mformation and a request that 1s
from an application function (AF) network element. The
PCF network element sends a PCC rule of a GBR QoS flow
to the SMF network element by using an Npct SMPolicy-
Control_UpdateNotily service. After receiving the PCC
rule, the SMF network element starts the PDU session
modification procedure, and determines that a GBR QoS
flow needs to be established. In this embodiment of this
application, the PCC rule includes a GBR parameter, a
multiple frequency band indicator (MBR) parameter, and an
IP filter, or the PCC rule may be a delay requirement.

In a third possible implementation, when updating sub-
scription data of UE, a UDM network element sends a
subscriber permanent i1dentity and subscriber data to the
SMF network element by using a Nudm_Subscriber-
Data_UpdateNotification service operation. After receiving
the subscriber information, the SMF network element trig-
gers the PDU session modification procedure, determines
that a GBR QoS flow needs to be established, updates the
subscription data of the UE, and responds to the UDM
network element by adding the subscriber permanent 1den-
tity of the UE to an acknowledgement message.

In a fourth possible implementation, the SMF network
clement may determine, based on a locally configured
policy, to modily a PDU session. Therefore, the SMF
network element starts the PDU session modification pro-
cedure, and determines that a GBR QoS flow needs to be
established. For example, the SMF network element may
periodically update a QoS parameter of UE, or a UPF
network element controlled by the SMF network element
changes, for example, a new UPF network element supports
a different slice type or a different session continuity (SSC)
mode. In this case, the SMF network element determines
that a GBR QoS flow needs to be established.

In a fifth possible implementation, 1f notification control
for a GBR QoS flow 1s configured 1n a 5G RAN, and the 5G
RAN determines that a QoS parameter of the GBR QoS tlow
cannot be met 1n the 5G RAN, the 5G RAN sends an N2
message to an AMF network element. The N2 message
includes a PDU session ID and N2 SM information. The N2
SM 1nformation includes a QFI, location information of UE,
and a nofification message, so as to notily, by using the
notification message, the AMF network element that the
QoS parameter of the GBR QoS flow cannot be met 1n the
535G RAN. In this case, the AMF network element triggers an
Nsmi_PDUSession_UpdateSMContext service operation,
to send the N2 SM message to the SMF network element.
After receiving the message sent from the AMF network
clement, the SMF network element starts the PDU session
modification procedure, and determines that a GBR QoS
flow needs to be established.

Step 202: The SMF network element determines that the
GBR flow 1s a GBR flow required for handing over UE from
a SG network to a 4G network.

After the SMF network element starts the PDU session
modification procedure, the SMF network element needs to
determine the GBR QoS flow corresponding to the PDU
session modification procedure, to determine whether the
GBR QoS flow 1s a GBR QoS flow required for handing
over the UE from the 5G network to the 4G network.

Specifically, the SMF network element may determine,

based on at least one of a PCC rule, an operator policy, and
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a DNN, that the GBR QoS flow 1s the GBR QoS flow
required for handing over the UE from 5G to 4G.

In a possible implementation, when determining, based on
a PCC rule, whether the GBR QoS flow 1s the GBR QoS
flow required for handing over the UE from 5G to 4G, the
SMF network element may perform determining by deter-
mimng whether a PCC rule corresponding to the GBR QoS
flow includes a 4G PCC rule. If the PCC rule corresponding
to the GBR QoS flow includes the 4G PCC rule, the GBR
QoS flow 1s the GBR QoS flow required for handing over the
UE from 3G to 4G. If the PCC rule corresponding to the
GBR QoS flow does not include the 4G PCC rule, the GBR
QoS flow 1s not the GBR QoS flow required for handing
over the UE from 5G to 4G.

In a possible implementation, when the SMF network
clement determines that the PCC rule corresponding to the
GBR QoS flow includes a delay requirement, 1f the SMF
network element determines that the delay requirement in
the PCC rule 1s relatively high, the SMF network element
determines that the GBR QoS flow 1s not the GBR QoS flow
required for handing over the UE from 5G to 4G. If the SMF
network element determines that the delay requirement in
the PCC rule 1s relatively low, the SMF network element
determines that the GBR QoS flow i1s the GBR (oS flow
required for handing over the UE from 5G to 4G.

In a possible implementation, when determining, based on
an operator policy, whether the GBR QoS flow 1s the GBR
QoS flow required for handing over the UE from 5G to 4G,
the SMF network element may determine whether a service
type corresponding to the GBR QoS flow 1s a service type
supported by an operator policy of the network. For
example, an operator policy of the 4G network supports a
service type ol video data downloading, and does not
support a real-time communication service type such as
automatic driving, an AR/VR application, or a tactile net-
work. If the service type corresponding to the GBR QoS
flow 1s automatic driving, the SMF network element deter-
mines that the GBR QoS flow 1s not the GBR (oS flow
required for handing over the UE from 3G to 4G. If the
service type corresponding to the GBR QoS flow 1s video
data downloading, the SMF network element determines
that the GBR QoS flow 1s the GBR QoS flow required for
handing over the UE from 3G to 4G.

In a possible implementation, when the SMF network
clement determines, based on a DNN, whether the GBR
QoS flow 1s the GBR QoS flow requured for handing over the
UE from 5G to 4G, the SMF network element may pre-store
a correspondence between each DNN and whether a GBR
QoS flow corresponding to the DNN needs to be handed
over to the 4G network. For example, an Internet of Vehicles
needs to be handed over to the 4G network, but machine-
to-machine (M2M) or an Internet of Things (Io'T) does not
need to be handed over to the 4G network. In this way, after
determining a DNN corresponding to the GBR QoS flow, the
SMF network element determines, based on the correspon-
dence between the DNN and whether the GBR QoS tflow
corresponding to the DNN needs to be handed over to the 4G
network, whether the GBR QoS flow 1s the GBR QoS flow
required for handing over the UE from 5G to 4G. For
example, the correspondence pre-stored by the SMF net-
work element 1s that the Internet of Vehicles needs to be
handed over to the 4G network, but machine-to-machine
(M2M) or the Internet of Things (IoT) does not need to be
handed over to the 4G network. If the DNN corresponding,
to the GBR QoS flow 1s the Internet of Vehicles, the SMF
network element determines that the GBR QoS flow 1s the
GBR QoS flow required for handing over the UE from 5G
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to 4G. If the DNN corresponding to the GBR QoS flow 1s the
Internet of Things, the SMF network element determines
that the GBR QoS flow 1s not the GBR QoS flow required
for handing over the UE from 5G to 4G.

Certainly, 1t may be determined, by combining any two or

three of the foregoing plurality of manners, whether the
GBR QoS flow 1s the GBR QoS flow required for handing

over the UE from 5G to 4G. This 1s not limited i this
embodiment of this application.

It should be noted that each of the foregoing plurality of
determining manners may also be corresponding to a plu-
rality of specific implementations, and the plurality of spe-
cific implementations are not enumerated one by one 1n this
embodiment of this application.

An example 1n which the SMF network element performs
determining based on a PCC rule 1s used below for specific
description.

In a specific implementation process, the SMF network
clement may perform determining 1n the following manner.

The SMF network element performs determining based
on a PCC rule obtained from the PCF network element.

In this embodiment of this application, because manners
of triggering the SMF network element to start the PDU
session modification procedure are different, methods for
obtaining the PCC rule from the PCF network element by
the SMF network element are also different.

Obtaining Method 1:

If the SMF network element 1s triggered to start the PDU
session modification procedure by using the first or the fifth
possible implementation, the N1 SM message or the N2 SM
message received by the SMF network element carries a
QoS parameter of a GBR QoS flow that needs to be
established for the UE. When the SMF network element
determines that a dynamic PCC rule 1s deployed 1n the PCF
network element, the SMF network element sends the
obtained QoS parameter to the PCF network element. Then,
if the PCF network element determines that the received
QoS parameter includes GBR information used to establish
a GBR QoS flow, the PCF network element determines,
based on at least one piece of information 1n a DNN and
operator policy information, the QoS parameter, indication
information indicating interworking between a first commus-
nications standard network and a second communications
standard network, and the like, whether the to-be-established
GBR QoS flow needs to be handed over to the 4G network.
The determining process 1s the same as the foregoing
process 1 which the SMF network element determines
whether the GBR QoS flow 1s the GBR QoS flow required
for handing over the UE from the 5G network to the 4G
network. Details are not described herein again. The 1ndi-
cation information indicating interworking between the first
communications standard network and the second commu-
nications standard network includes registration capability
information indicating that the UE, the SMF network ele-
ment, and the AMF network element supports single regis-
tration, and/or the UE supports a non-access stratum NAS
mode applicable to the first communications standard net-
work and a NAS mode applicable to the second communi-
cations standard network.

If the PCF network element determines that the GBR QoS
flow needs to be handed over to the 4G network, the PCF
network element allocates a corresponding 5G PCC rule and
a corresponding 4G PCC rule to the GBR QoS flow,
including a 5G QoS parameter and a 4G QoS parameter. The
QoS parameter includes information such as a QCI, a GBR,
an MBR, an ARP, precedence, and an uplink/downlink TFT.

Alternatively, 11 the PCF network element determines that
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the GBR QoS flow does not need to be handed over to the
4G network, the PCF network element allocates only a
corresponding SG PCC rule to the GBR QoS flow, and does
not allocate a corresponding 4G PCC rule to the GBR QoS
flow. Then the PCF network element sends a generated PCC
rule to the SMF network element, so that the SMF network

element obtains, from the PCF network element, the PCC

rule corresponding to the GBR QoS flow. The PCC rule
includes the 5G PCC rule, or the PCC rule includes the 5G
PCC rule and the 4G PCC rule.

Obtaiming Method 2:

If the SMF network element 1s triggered to start the PDU
session modification procedure by using the second possible
implementation, the PCF network element receives service
information of the UE sent from the AF network element.
The service information includes IP filtering information,
media information (bandwidth, jitter, a delay, and the like),
and the like. Then the PCF network element generates a 5G
PCC rule based on the service information. The 5G PCC rule
includes a 5G QoS parameter, such as a QCI, a GBR, an
MBR, an ARP, and uplink/downlink data packet filtering
information. If the PCF determines that the generated 5G
QoS parameter includes GBR information used to establish
a GBR QoS flow, the PCF network element determines,
based on at least one piece of information 1n a DNN and
operator policy information, the QoS parameter, indication
information indicating interworking between a first commu-
nications standard network and a second communications
standard network, and the like, whether the to-be-established
GBR QoS flow needs to be handed over to the 4G network.
The indication information indicating interworking between
the first communications standard network and the second
communications standard network includes registration
capability information indicating that the UE, the SMF
network element, and the AMF network element supports
single registration, and/or the UE supports a non-access
stratum NAS mode applicable to the first communications
standard network and a NAS mode applicable to the second
communications standard network. If the PCF network
clement determines that the GBR QoS flow needs to be
handed over to the 4G network, the PCF network element
allocates a corresponding 4G PCC rule to the GBR QoS
flow, including a 4G QoS parameter. The 4G QoS parameter
includes mformation such as a QCI, a GBR, an MBR, an
ARP, precedence, and an uplink/downlink TFT.

Alternatively, i1 the PCF network element determines that
the GBR QoS flow does not need to be handed over to the
4G network, the PCF network element does not allocate a
corresponding 4G PCC rule to the GBR QoS flow. Then the
PCF network element sends a generated PCC rule to the
SMF network element by using the Npct SMPolicyContro-
1_UpdateNotily service, so that the SMF network element
obtains, from the PCF network element, the PCC rule
corresponding to the GBR QoS flow. The PCC rule includes
the 5G PCC rule, or the PCC rule includes the 5G PCC rule
and the 4G PCC rule.

After obtaining, from the PCF network element, the PCC
rule corresponding to the GBR QoS flow, the SMF network
clement determines whether the PCC rule includes the 4G
PCC rule. If the PCC rule includes the 4G PCC rule, the
SMF network element determines that the GBR QoS flow 1s
the GBR QoS flow required for handing over the UE from
the 3G network to the 4G network.

An example 1n which the SMF network element performs
determining based on an operator policy or a DNN 1s used
below for specific description.
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If the SMF network element 1s triggered to start the PDU
session modification procedure by using the first or the fifth
possible implementation, the N1 SM message or the N2 SM
message received by the SMF network element carries
service information of the UE. The service information

includes IP filtering mfonnatlon media information (band-

width, jitter, a delay, and the like), and the like. After the
SMF network element determines that a static PCC rule 1s

locally deployed, the SMF network element generates a 5G
PCC rule based on the service information. The 5G PCC rule
includes a 3G QoS parameter, such as a QCI, a GBR, an
MBR, an ARP, and an uplink/downlink TFT. If the SMF
network element finds that the generated 5G QoS parameter
includes GBR information used to establish a GBR QoS

flow, the SMF network element determines, based on at least
one piece ol mformation in a DNN and operator policy
information, the QoS parameter, indication information indi-
cating interworking between a {irst communications stan-

dard network and a second communications standard net-
work, and the like, whether the to-be-established GBR QoS

flow needs to be handed over to the 4G network. The
indication mformation indicating interworking between the
first communications standard network and the second com-
munications standard network includes registration capabil-
ity information indicating that the UE, the SMF network
clement, and the AMF network element supports single
registration, and/or the UE supports a non-access stratum
NAS mode applicable to the first communications standard
network and a NAS mode applicable to the second commu-
nications standard network.

After the SMF network element determines the to-be-
established GBR QoS flow, the SMF may further map a PCC
rule to the GBR QoS flow. For example, when the SMF
network element determines that the GBR QoS flow needs
to be handed over to the 4G network, the SMF network
clement maps a corresponding 4G PCC rule to the GBR QoS
flow, including a 4G QoS parameter. The QoS parameter
includes mformation such as a QCI, a GBR, an MBR, an
ARP, precedence, and an uplink/downlink TFT. Alterna-
tively, 1f the SMF network element determines that the GBR
QoS flow does not need to be handed over to the 4G
network, the SMF network element does not map a corre-
sponding 4G PCC rule to the GBR QoS tlow.

It should be noted that when the SMF network element 1s
triggered to start the PDU session modification procedure by
using the third and the fourth implementations, the SMF
network element may use any one of the foregoing plurality
of manners to determine whether the GBR QoS flow is the
GBR QoS flow required for handing over the UE from the
5G network to the 4G network. Details are not described
herein again.

After the SMF network element completes the foregoing
steps, the SMF network element allocates a corresponding,
4G QoS parameter to the GBR QoS flow that needs to be
handed over to the 4G network.

Step 203: The SMF network element establishes, for the
GBR QoS flow, an EPS bearer 1D corresponding to the 4G
network.

After the SMF network element allocates the correspond-
ing 4G QoS parameter to the GBR QoS flow that needs to
be handed over to the 4G network, the SMF network
clement further needs to establish, for the GBR QoS flow,
the EPS bearer ID corresponding to the 4G network.

In this embodiment of this application, two establishment
manners are mainly included.

Establishment Manner 1:
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If the EPS bearer ID 1s allocated by the AMF network
element, the SMF network element needs to send, to the
AMF network element, related information used to establish
the EPS bearer ID that 1s corresponding to the GBR QoS
flow and that 1s 1n the 4G network. Because objects that
trigger the SMF network element to start the PDU session
modification procedure are diflerent, service operations used
by the SMF network element to send the related information
to the AMF network element are also different. There are
specifically the following two manners:

(a) For a case 1n which the UE triggers the SMF network
clement to start the PDU session modification procedure, the
SMF network element triggers the Nsmi_ PDUSess1ion_Up-
dateSMContext service operation with the AMF network
clement. An Nsmi_ PDUSession_UpdateSMContext mes-
sage sent from the SMF network element to the AMF
network element includes at least the N2 SM message and
the N1 SM message. The N2 SM message includes the PDU
session 1D, a quality of service profile (QoS Profile), and a
session-aggregated maximum bit rate (Session-AMBR)
parameter. The N1 SM message includes a session modifi-
cation command. The session modification command
includes the PDU session 1D, a quality of service rule (QoS
rule), and the session-AMBR parameter. The QoS rule
includes partial content of the PCC rule. For example, the
QoS rule may include information such as an uplink packet
filter, 1n the PCC rule, that 1s related to uplink data.

(b) For a case other than the case in which the UE triggers
the SMF network element to start the PDU session modifi-
cation procedure, the SMF network element triggers a

Nami_Communication_ N1N2MessageTransier service
operation of AMF network clement. A
Nami_Communication_ N1N2MessageTransier  message

sent from the SMF network element to the AMF network
clement includes at least the N2 SM message and the N1 SM
message. Content included 1n the N2 SM message and the
N1 SM message 1s the same as that in (a). Details are not
described herein again.

After the AMF network element receives the foregoing
information sent from the SMF network element, the AMF
network element allocates, to the GBR QoS flow, the EPS
bearer ID 1n the 4G network based on the foregoing infor-
mation.

Establishment Manner 2:

It the EPS bearer ID 1s allocated by the UE, the SMF
network element needs to send, to the UE, related informa-
tion used to establish the EPS bearer 1D that 1s correspond-
ing to the GBR QoS flow and that i1s 1n the 4G network.
Specifically, the SMF network element first sends the related
information to the AMF network element, and then the AMF
network element forwards the related information to the UE.
After recerving the related information, the UE allocates the
EPS bearer ID to the GBR QoS flow.

Correspondingly, because objects that trigger the SMF
network element to start the PDU session modification
procedure are diflerent, service operations used by the SMF
network element to send the related information to the AMF
network element are also different. For details, refer to (a) or
(b) 1n the establishment manner 1. Details are not described
herein again.

After the AMF network element receives the information
sent from the SMF network element, the AMF network
element sends, to the RAN, information carried in the N2
SM message, and sends the N1 SM message to the UE. After
receiving the N1 SM message, the UE allocates the EPS
bearer ID to the GBR QoS flow based on a 4G QoS

parameter 1n the N1 SM message.
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After allocating the EPS bearer 1D to the GBR QoS flow,
the AMF network element or the UE may send acknowl-
edgement information to the SMF network element, to
notity the SMF network element that allocation of the EPS
bearer ID 1s completed. In this case, the SMF network
clement completes a process of allocating an SM context to
the GBR QoS flow required for handing over the UE from
the 3G network to the 4G network.

It should be noted that the AMF network element may
automatically allocate the EPS bearer ID to the GBR QoS
flow corresponding to the PDU session modification proce-

dure. That 1s, regardless of whether the GBR QoS flow needs
to be handed over to the 4G network, the AMF network
clement allocates the EPS bearer ID to the GBR QoS flow.

For example, before the SMF network element determines
whether the GBR QoS flow needs to be handed over to the
4G network, the AMF network element has allocated the
EPS bearer 1D to the GBR QoS flow and has notified the
SMF network element of the EPS bearer ID. If the SMF
network element determines that the GBR QoS flow does
not need to be handed over to the 4G network, the SMF
network element deletes the EPS bearer 1D, and sends
notification mformation to the AMF network element, to
instruct the AMF to release the corresponding EPS bearer
ID. If the SMF network element determines that the GBR
QoS flow needs to be handed over to the 4G network, the
SMF network element directly reserves the EPS bearer 1D,
and does not need to perform step 203.

It should be noted that a process of establishing the GBR
QoS ftlow 1s actually a process of starting the PDU session
modification procedure. After the SMF network element
completes the process of allocating the SM context to the
GBR QoS flow, the SMF network element further needs to
complete subsequent steps of the PDU session modification
procedure. The subsequent steps are the same as correspond-
ing steps 1n the PDU session modification procedure 1n the
prior art. To save space of the specification, the subsequent
steps of the PDU session modification procedure are briefly
described below.

In a process in which the SMF network element estab-
lishes the EPS bearer ID for the GBR QoS flow, after the
AMF network element receives the N2 SM message and the
N1 SM message sent from the SMF network element, the
AMF network element may send, to the 5G RAN, an N2
PDU session request carrying the N2 SM message, the PDU
session 1D, and the N1 SM message. The N1 SM message
carries a PDU session modification command. After receiv-
ing the foregoing information, the 5G RAN may initiate
specific AN signaling between the 5G RAN and the UE. The
RAN sends some UE-related information from the SMF
network element to the UE, to modily a RAN resource, in
the UE, necessary for the PDU session. After completes
modification, the UE sends acknowledgement information
to the 5SG RAN. For example, the UE sends a NAS message
by using NAS SM signaling, to respond to the PDU session
modification command. The NAS message includes the
PDU session ID and the N1 SM message that carries a PDU
session modification command ACK.

After receiving the acknowledgement information from
the UE, the 5G RAN sends an N2 PDU session ACK
message to the AME, to respond to the N2 PDU session
request message. Then the AMF network element forwards
the acknowledgement message from the RAN to the SMF by
using the Nsmi_ PDUSession_UpdateSMContext service
operation, to complete the PDU session modification pro-
cedure.
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It should be noted that after the AMF network element
receives the N2 SM message and the N1 SM message sent
from the SMF network element, the AMF network element
determines that the UE 1s 1n a connection management 1dle
(CM-IDLE) state. In this case, the AMF triggers asynchro-
nous type interaction, and reserves an SM request corre-
sponding to the PDU session. Then the AMF network
clement iitiates interaction between the AMF network
element and the UE, and interaction between the AMF
network element and the 5G RAN. For example, after the
UE enters a connection management connected (CM-CON-
NECTED) state, the AMF network element brings the SM
request message to the UE and the 5G RAN.

In addition, 1t should be noted that the SMF network
clement may need to update an N4 session. In this case, the
SMF network element sends an N4 session modification
request message to the UPF network element. The message
carries an N4 session ID. Usually, the SMF network element
may further send some updated QoS parameters or deploy-
ment update information such as UL update to the UPF
network element by using this step. If the SMF network
clement obtains the PCC rule from the PCF network ele-
ment, the SMF network element further needs to send a
notification message, to notily the PCF network element
whether the corresponding PCC rule 1s executed. A specific
format of the notification message 1s not limited herein.

A specific implementation of the session management
method 1n this embodiment of this application 1s described
below by using a specific instance. Referring to FIG. 3A and
FIG. 3B, FIG. 3A and FIG. 3B are a flowchart of an instance
ol a session management method according to an embodi-
ment of this application. In the specific implementation, a
PDU session modification procedure is triggered by UE, and
an SMF network element determines, by using a locally
deployed static PCC rule, whether a GBR QoS flow corre-
sponding to the PDU session modification procedure 1s a
GBR QoS flow required for handing over the UE from a 5G
network to a 4G network, and an AMF network element
allocates an EPS bearer 1D, 1n the 4G network, to a GBR
QoS flow that needs to be handed over to the 4G network.
As shown 1n FIG. 3A and FIG. 3B, the method includes the
following steps.

Step 301: UE sends a NAS message to an AMF network
clement.

In a possible implementation, the NAS message includes
a PDU session ID and an N1 SM message that carries a PDU
session modification request. The N1 SM message carries
service information of the UE, and the service information
includes IP filtering information, media information (band-
width, jitter, a delay, and the like), and the like. Certainly, the
NAS message may also include other information. This 1s
not limited herein.

Step 302: The AMF network element triggers an Nsmi_P-
DUSessi1on_UpdateSMContext service operation with an
SMF network element.

In a possible implementation, the AMF network element
forwards the N1 SM message and the PDU session ID 1n the
NAS message to the SMF network element by using the
Nsmi_PDUSession_UpdateSMContext service operation.

Step 303: The SMF network element starts a PDU session
modification procedure, and determines that a GBR QoS
flow corresponding to the PDU session modification proce-
dure 1s a GBR QoS flow required for handing over the UE
from a 5G network to a 4G network.

In a possible implementation, because a static PCC rule 1s
locally deployed in the SMF network element, the SMF
network element generates a 3G PCC rule based on the
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service information i the N1 SM message. The 5G PCC
rule includes a 5G QoS parameter, such as a QCI, a GBR,
an MBR, an ARP, and an uplink/downlink TFT. The SMF
network element finds that the locally generated 5G QoS
parameter includes GBR information used to establish a
GBR QoS flow. For example, the 3G QoS parameter
includes three pieces of GBR information, or may certainly
include only one piece of GBR information. This 1s not
limited herein. In the following description, an example 1n
which the 5G QoS parameter includes three pieces of GBR
information 1s used for description.

Then the SMF network element determines, based on at
least one piece of information 1n a DNN and operation
policy information, the QoS parameter, indication iforma-
tion indicating interworking between a first communications
standard network and a second communications standard
network, and the like, whether a to-be-established GBR QoS
flow needs to be handed over to the 4G network. Specifi-
cally, the SMF network element may determine, based on
the DNN, the QoS parameter, and the indication information
indicating interworking between the first communications
standard network and the second communications standard
network, the GBR QoS flow that needs to be established; or
may determine, based on the operator policy information,
the QoS parameter, and the indication information indicating
interworking between the first communications standard
network and the second communications standard network,
the GBR QoS flow that needs to be established; or the SMF
network element determines, based on the DNN, the opera-
tor policy imformation, the QoS parameter, and the indica-
tion 1information indicating interworking between the first
communications standard network and the second commu-
nications standard network, the GBR QoS flow that needs to
be established. The SMF network element may pre-store any
one of the three determining manners, or may simultane-
ously store the three manners. When determining 1s per-
formed, another network element may instruct the SMF
network element to use one of the three manners, or the SMF
network element flexibly selects one manner from the three
manners based on an actual situation. This 1s not limited
herein.

The SMF network element determines, based on the
operator policy information, the QoS parameter, and the
indication information indicating interworking between the
first communications standard network and the second com-
munications standard network, three GBR QoS flows that
need to be established, and determines that a first GBR QoS
flow and a second GBR QoS flow are required for handing
over the UE to the 4G network, and that a third GBR QoS
flow 1s not required for handing over the UE to the 4G
network.

It should be noted that when a plurality of GBR QoS flows
need to be established 1 the PDU session modification
procedure, the SMF network element needs to determine
cach GBR QoS flow, and a determining manner of each
GBR QoS flow 1s described 1n the foregoing step. Certainly,
the SMF network element may first classity the plurality of
GBR QoS flows, and then select a GBR QoS flow from each
class. A result of determining for the GBR QoS flow 1s a
result of determining for each GBR QoS flow. Therelore, a
determining speed may be accelerated, and power consump-
tion of the SMF network element may be reduced.

Step 304: The SMF network element allocates a 4G QoS
parameter to a GBR QoS flow that needs to be handed over
to the 4G network.

When the SMF network element determines that the first
GBR QoS flow and the second GBR QoS flow are required




US 11,375,396 B2

21

for handing over the UE to the 4G network, and that the third
GBR QoS flow 1s not required for handing over the UE to
the 4G network, the SMF network element separately maps
corresponding 4G PCC rules to the first GBR QoS flow and
the second GBR QoS flow. A PCC rule corresponding to
cach GBR QoS flow includes a 4G QoS parameter, and the
QoS parameter includes information such as a QCI, a GBR,
an MBR, an ARP, precedence, and an uplink/downlink TFT.

However, because the third GBR QoS flow does not need
to be handed over to the 4G network, the SMF network
clement does not map a corresponding 4G QoS parameter to
the third GBR QoS flow. That 1s, a QoS parameter corre-
sponding to the third GBR QoS flow includes only a 3G QoS
parameter.

Step 305: The SMF network element triggers the
Nsmi PDUSession_UpdateSMContext service operation
with the AMF network element, to obtain an EPS bearer 1D,
in the 4G network, corresponding to the GBR QoS flow that
needs to be handed over to the 4G network.

After the SMF separately maps the corresponding 4G
PCC rules to the first GBR QoS flow and the second GBR
QoS flow, the SMF network element sends an N2 SM
message and the N1 SM message to the AMF network
clement by using the Nsmi_PDUSession_UpdateSMCon-
text service operation. The N2 SM message includes the
PDU session 1D, QoS profiles respectively corresponding to
the first GBR QoS flow and the second GBR QoS flow, and
a session-AMBR parameter. The N1 SM message includes
a session modification command. The session modification
command includes the PDU session ID, QoS rules respec-
tively corresponding to the first GBR QoS flow and the
second GBR QoS flow, and the session-AMBR parameter.

The AMF network element determines that the N2 SM
message ncludes a QoS profile corresponding to the first
GBR QoS flow and a QoS profile corresponding to the
second GBR QoS flow, and then the AMF network element
separately allocates EPS bearer 1Ds, 1n the 4G network, to
the first GBR QoS flow and the second GBR QoS tlow.
Because the N2 SM message does not include a QoS profile
corresponding to the third GBR QoS flow, the AMF network
element does not allocate an EPS bearer ID, in the 4G
network, to the third GBR QoS flow. Certainly, the AMF
network element may determine, by using other information
in the Nsmi PDUSession_UpdateSMContext service opera-
tion, whether to allocate an EPS bearer 1D, 1in the 4G
network, to a GBR QoS flow. For example, the Nsmi_P-
DUSess1on_UpdateSMContext service operation may carry
indication information sent from the SMF network element.
The indication information 1s used to notily the AMF
network element of a GBR QoS flow that needs to be handed
over to the 4G network. Alternatively, the AMF network
clement may determine, based on the QoS rule in the N1 SM
message, whether to allocate the EPS bearer 1D, 1n the 4G
network, to the GBR QoS flow. Details are not described
herein.

Step 306: The AMF network element sends an N2 PDU
session request to a 5G RAN.

The AMF network element sends, to the 5G RAN 1n the
N2 PDU session request, the N2 SM message, the PDU
session 1D, and the N1 SM message that carries the PDU
session modification command that are sent from the SMF
network element.

Step 307: The 3G RAN receives the N2 PDU session
request, and sends AN signaling to the UE.

The 5G RAN sends, to the UE by using the AN signaling,
the N1 SM message carrying the PDU session modification
command.
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Step 308: The UE receives the AN signaling, and modifies
a 5G RAN resource 1n a PDU session corresponding to the
N1 SM message.

Step 309: The UE sends a PDU session modification
command ACK to the SG RAN.

Step 310: The 5G RAN receives the PDU session modi-
fication command ACK, and sends an N2 PDU session ACK
to the AMF network element.

After recerving the PDU session modification command
ACK sent from the UE, the 5G RAN determines that the UE
has completed content corresponding to the PDU session
modification command, and then generates and sends the N2
PDU session ACK, to respond to the N2 PDU session
request sent from the AMF network element.

Step 311: The AMF network element receives the N2
PDU session ACK, and forwards the acknowledgement
message from the RAN to the SMF by using the Nsmi_P-
DUSess1on_UpdateSMContext service operation, to com-
plete the PDU session modification procedure.

Next, referring to FI1G. 4A and FI1G. 4B, FIG. 4A and FIG.
4B are a tlowchart of another mstance of a session manage-
ment method according to an embodiment of this applica-
tion. In the specific implementation, a PDU session modi-
fication procedure 1s triggered by an AF, and an AMF
network element allocates an EPS bearer ID, 1n a 4G
network, to a GBR QoS flow that needs to be handed over
to the 4G network. As shown 1n FIG. 4A and FIG. 4B, the
method includes the following steps.

Step 401: An AF network element nitiates a PDU session
modification procedure, and sends service information of
UE to a PCF network element.

In a possible implementation, the service information
includes IP filtering information, media information (band-
width, jitter, a delay, and the like), and the like.

Step 402: The PCF network element receives the service
information, and generates a PCC rule based on the service
information.

After receiving the service information, the PCF network
clement first generates, based on the service information, a
5G PCC rule corresponding to the PDU session modification
procedure. The 5G PCC rule includes a 5G QoS parameter,
such as a 5QI, a GBR, an MBR, an ARP, and uplink/
downlink data packet filtering information.

If the PCF network element determines that the generated
3G QoS parameter includes the GBR information, the PCF
network element determines, based on a DNN, the 3G QoS
parameter, operator policy information, and the like,
whether a GBR QoS flow corresponding to the GBR needs
to be handed over to a 4G network. If the PCF network
clement determines that the GBR QoS flow needs to be
handed over to the 4G network, the PCF network element
allocates a corresponding 4G PCC rule to the GBR QoS
flow. The 4G PCC rule includes a 4G QoS parameter, such
as a QCI, a GBR, an MBR, an ARP, precedence, and an
uplink/downlink data TFT. Alternatively, if the PCF network
clement determines that the GBR QoS flow does not need to
be handed over to the 4G network, the PCF network element
does not allocate a corresponding 4G PCC rule to the GBR
QoS flow. That 1s, the PCC rule generated by the PCF
network element based on the service information may
include the 5G PCC rule and the 4G PCC rule, or may
include only the 3G PCC rule.

Step 403: The PCF network element sends the generated
PCC rule to an SMF network element.

In this embodiment of this application, the PCF network
clement may separately send the PCC rule. For example,
after generating the 5G PCC rule, the PCF network element
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directly sends the SG PCC rule to the SMF network element,
so that the SMF network element allocates a QFI to the GBR

QoS tlow corresponding to the GBR, to establish the GBR

QoS flow. Then after generating the 4G PCC rule corre-
sponding to the GBR QoS flow, the PCF network element
sends the 4G PCC rule to the SMF network element. The

PCF network element may send the generated 5G PCC rule
and 4G PCC rule to the SMF network element together after
determining that the GBR QoS flow needs to be handed over
to the 4G network. This 1s not limited herein.

Step 404: The SMF network element receives the PCC
rule, and determines, based on the PCC rule, that the GBR
QoS tlow needs to be handed over to a 4G network.

After recerving the PCC rule, the SMF network element
determines, based on whether the PCC rule includes the 4G
PCC rule, whether the GBR QoS flow needs to be handed
over to the 4G network. When determining that the PCC rule
includes the 4G PCC rule, the SMF network element deter-
mines that the GBR QoS flow needs to be handed over to the
4G network. When determining that the PCC rule does not
include the 4G PCC rule, the SMF network element deter-
mines that the GBR QoS flow does not need to be handed
over to the 4G network.

In this embodiment of this application, an example in
which the SMF network element determines that the GBR
QoS tlow needs to be handed over to the 4G network 1s used
for description. In this case, the SMF network element
obtains the 4G QoS parameter of the GBR QoS flow by
using the PCC rule sent from the PCF network element.

Step 405: The SMF network element triggers a
Nami_Communication_ N1N2MessageTransier service
operation with the AMF network element, to obtain an EPS
bearer ID that 1s corresponding to the GBR QoS flow and
that 1s 1n the 4G network.

After obtaining the 4G QoS parameter of the GBR QoS
flow, the SMF network element triggers the
Nami_Communication_ N1N2MessageTransier service
operation with the AMF network element, and sends an N2
SM message and an N1 SM message to the AMF network
clement. The N2 SM message includes a PDU session ID, a
QoS profile corresponding to the GBR QoS flow, and a
session-AMBR parameter. The N1 SM message includes a
session modification command. The session modification
command includes the PDU session 1D, a QoS rule corre-
sponding to the GBR QoS flow, and the session-AMBR
parameter.

If the AMF network element determines that the N2 SM
message includes the QoS profile corresponding to the GBR
QoS flow, the AMF network element allocates the EPS
bearer 1D, 1 the 4G network, to the third GBR QoS tlow.
Certainly, the AMF network element may determine, by
using other information n the
Nami_Communication_ N1N2MessageTransier service
operation, whether to allocate the EPS bearer 1D, 1n the 4G
network, to the GBR QoS flow. For example, the
Nami_Communication_ N1N2MessageTransier service
operation may carry indication information sent from the
SMEF network element. The indication information 1s used to
notily the AMF network element of a GBR QoS flow that
needs to be handed over to the 4G network. Alternatively,
the AMF network element may determine, based on the QoS
rule in the N1 SM message, whether to allocate the EPS
bearer 1D, 1n the 4G network, to the GBR QoS flow. Details
are not described herein.

Step 406: The AMF network element sends an N2 PDU
session request to a SG RAN.
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Step 407: The 5G RAN receives the N2 PDU session
request, and sends AN signaling to the UE.
Step 408: The UE receives the AN signaling, and modifies

a 5G RAN resource 1n a PDU session corresponding to the
N1 SM.

Step 409: The UE sends a PDU session modification
command ACK to the 5G RAN.

Step 410: The 5G RAN receives the PDU session modi-
fication command ACK, and sends an N2 PDU session ACK
to the AMF network element.

Step 411: The AMF network element receives the N2
PDU session ACK, and forwards the acknowledgement
message from the RAN to the SMF by using an Nsmi_ P-
DUSess1on_UpdateSMContext service operation.

Step 406 to step 411 are the same as step 306 to step 311,
and details are not described herein again.

Step 412: The SMF network element sends indication
information to the PCF network element.

In this embodiment of this application, the PCC rule 1s
generated by the PCF network element. Therefore, after
executing the PCC rule, the SMF network element may send
the indication information to the PCF network element, to
notily the PCF network element that the corresponding PCC
rule has been executed, so as to complete the PDU session
modification procedure.

In the foregoing technical solutions, a policy control
network element or a session management network element
selects a GBR QoS flow 1n a GBR QoS flow establishment
process, to ensure that an SM context corresponding to a
second communications system 1s allocated to only a GBR
QoS flow that needs to be handed over to the second
communications system, and an SM context corresponding
to the second communications system 1s not established for
a GBR QoS flow that does not need to be handed over to the
second communications system. Correspondingly, the ses-
sion management network element does not need to main-
tain the SM context that i1s corresponding to the second
communications system and that 1s of the GBR (oS flow
that does not need to be handed over to the second com-
munications system.

In a second aspect, 1n the prior art, when UE i1s handed
over from a 5G network to a 4G network, an SMF network
clement selects some specific GBR QoS flows of the UE, so
that the specific GBR QoS flows do not need to be handed
over to the 4G network. In addition, handing over the UE
from the 5G network to the 4G network 1s substantially
selecting an important data radio bearer (DRB) from the 3G
network, and handing over the selected data radio bearer to
the 4G network. However, there are a plurality of types of
DRBs, such as a default bearer, a GBR dedicated bearer, and
a non-GBR bearer. It may be learned that the important DRB
may not be able to be accurately selected from the 5G
network by using a manner of selecting only a GBR QoS
flow 1n the prior art. Consequently, an unnecessary packet
data network (PDN) connection may be established 1n a
handover process 1n the prior art, wasting signaling and
channel resources.

In view of this, the embodiments of this application
provide an mterworking method between different systems.
In the method, a session management network element 1n a
first communications system {first receives session context
request information sent from an access management net-
work element in the first communications system. The
session context request iformation 1s used to obtain a
session context that 1s of a terminal device in the first
communications system and that 1s corresponding to a
second communications system. Next, the session manage-
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ment network element determines whether a dedicated qual-
ity of service flow exists 1n a session corresponding to the
session context request, and then sends, to the access man-
agement network element, the session context in which the
dedicated quality of service tlow exists. In this way, if the
dedicated quality of service flow does not exist in the
session, the session management network element does not
need to send the session context to the access management
network element. Therefore, a PDN connection to the ses-
sion context i which the dedicated quality of service tlow
does not exist does not need to be established 1n the second
communications system, thereby reducing signaling and
channel resources.

The method provided 1n the embodiments of this appli-
cation 1s described below with reference to the accompany-
ing drawings. Referring to FIG. 5A and FIG. 5B, FIG. 5A
and FIG. 5B are a flowchart of an interworking method
between diflerent systems according to an embodiment of
this application. The method may be applied to the inter-
working architecture shown i1n FIG. 1. A session manage-
ment network element may be the SMF network element in
FIG. 1, and an access management network element may be
the AMF network element 1n FIG. 1. Certainly, if the method
1s applied to a different interworking architecture, the ses-
sion management network element and the access manage-
ment network element may also be other network elements.
This 1s not limited herein. In the following description, an
example 1n which the session management network element
1s the SMF network element and the access management
network element 1s the AMF network element 1s used. The
method may include the following steps.

Step 501: If determining to hand over UE from 5G to 4G,
a SG RAN sends a handover required message to an AMF
network element.

In this embodiment of this application, the handover
required message includes a target base station ID (Target
eNB ID) and a source to target transparent container. Cer-
tainly, the handover required message may further include
another parameter. This 1s not limited herein.

Step 302: The AMF network element receives the han-
dover required message, and sends a 4G SM context request
message to an SMF network element.

After receiving the handover required message, the AMF
network element determines, based on the target eNB 1D

included in the handover required message, that the UE
needs to be handed over from the 3G network to an
E-UTRAN of the 4G network. Then the AMF network
clement sends the 4G SM context request message to the
SMF network element, to request an EPS bearer context,
namely, a 4G SM context.

It should be noted that the UE may be served by a plurality
of SMFs. In this case, the AMF network element needs to
send the 4G SM context request message to all the SMF
network elements serving the UE. If the UE 1s 1n a roaming
state, the AMF network element requests, from a virtual

session management function (V-SMF) network element, a
4G SM context corresponding to the UE.

Step 503: The SMF network element recerves the 4G SM
context request message, and determines whether a dedi-
cated quality of service flow (dedicated QoS flow) exists 1n
a session corresponding to a 4G SM context of the UE.

After recerving the 4G SM context request message, the
SMF network element obtains all PDU sessions correspond-
ing to the UE, and then the SMF network element deter-
mines each PDU session, to determine whether any dedi-
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cated QoS flow, including a GBR QoS flow and a non-GBR
QoS flow, other than a default QoS flow exists 1n the PDU

SESS101.

It should be noted that if a plurality of SMF network
clements serve the UE, each SMF network element serving
the UE needs to perform the foregoing determining process
on all the PDU sessions corresponding to the UE.

Step 504: The SMF network element sends, to the AMF
network element, a 4G SM context included 1n a PDU

session 1n which the dedicated QoS flow exists.
When the SMF network element determines that the

dedicated QoS tlow exists 1n a PDU session corresponding
to the UE, the SMF network element adds, to an SM context
response message sent to the AMF network element, 4G SM

contexts corresponding to the default QoS flow and a GBR
QoS tlow that are included 1n the PDU session. The 4G SM
context includes information such as an EPS bearer ID, a

QoS parameter, and an uplink/downlink TFT.

Alternatively, when the SMF network element determines
that no dedicated QoS flow exists 1n a PDU session corre-
sponding to the UE, the SMF network element does not add,
to an SM context response message sent to the AMF network
clement, a 4G SM context corresponding to the default QoS
flow 1n the PDU session. In addition, the SMF network
clement may further trigger a procedure for releasing the
PDU session.

Step 505: The SMF network element receives the 4G SM
context request message, and determines whether a service
data flow (SDF) exists 1n a default QoS flow 1n the session
corresponding to the 4G SM context of the UE.

After receiving the 4G SM context request message, the
SMF network element obtains all the PDU sessions corre-
sponding to the UE, and then the SMF network element
determines the default QoS tflow 1n each PDU session, to
determine whether the SDF exists in the default QoS flow 1n
the PDU session.

It should be noted that 11 a plurality of SMF network
clements serve the UE, each SMF network element serving
the UE needs to perform the foregoing determining process

on default QoS tlows 1n all the PDU sessions corresponding
to the UE.

Step 506: The SMF network element sends, to the AMF
network element, a 4G SM context included 1n a PDU
session 11 which the SDF exists 1n the default QoS flow.

When the SMF network element determines that the SDF
exists 1n the default QoS flow 1n a PDU session correspond-
ing to the UE, the SMF network element adds, to the SM
context response message sent to the AMF network element,
a 4G SM context corresponding to the PDU session. The 4G
SM context includes information such as an EPS bearer 1D,
a QoS parameter, and an uplink/downlink TFT.

Alternatively, when the SMF network element determines
that no SDF exists 1n the default QoS flow 1n a PDU session
corresponding to the UE, the SMF network element does not
add, to the SM context response message sent to the AMF
network element, a 4G SM context corresponding to the
PDU session. In addition, the SMF network element may
turther trigger a procedure for releasing the PDU session.

It should be noted that the 4G SM context that 1s sent from
the SMF network element and that 1s corresponding to the
PDU session may be a 4G SM context selected by using the
session management method in the first aspect, or may be a
4G SM context that 1s not selected by using the session
management method 1n the first aspect, that 1s, may be all 4G
SM contexts corresponding to the PDU session. This 1s not
limited herein.
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In addition, 1t should be noted that 1n a process of handing,
over the UE from the 5G network to the 4G network, the
SMF network element may perform only step 503 and step
504, and does not perform step 305 and step 506, or may
perform only step 305 and step 506, and does not perform
step 5303 and step 504. Alternatively, the SMF network
clement may perform not only step 503 and step 504, but
also step 505 and step 3506. This 1s not limited in this
embodiment of this application.

In addition, 1t should be noted that when the SMF network
clement performs not only step 503 and step 304, but also
step 305 and step 506, the SMF network element may
perform reordering on an order of step 503 to step 506. For
example, the SMF network element may first perform step
503, then perform step 505, next perform step 504, and
finally perform step 506; or the SMF network element may
first perform step 503 and step 505, and then simultaneously
perform step 504 and step 506. This 1s not limited herein.

Step 507: The AMF network element receives the 4G SM
context corresponding to the UE, selects an MME network
clement, and sends a relocation request message to the MME
network element.

The relocation request message includes a target
E-UTRAN Node ID, the source to target transparent con-
tainer, a mapped mobility management and session man-
agement evolved packet system terminal device context
(mapped MM and SM EPS UE Context) that carries default
and dedicated GBR bearers, SGW addresses of a control
plane and a user plane, and tunnel endpoint identifiers
(TEID) of the control plane and the user plane.

Step 508: The MME network element receives the relo-
cation request message, selects a new SGW, and sends, for
cach PDN connection of the UE, a create session request
message to the new SGW.

In a possible implementation, the MME network element
may select the new SGW based on the SGW addresses and
the TEIDs of the control plane and the user plane in the
relocation request message.

Step 309: The SGW recerves the create session request
message, allocates a local resource to each PDN connection,
and returns a create session response message to the MME
network element.

The local resource may be some radio parameters that are
used to ensure normal service execution between the base
stations, for example, may be a service handover threshold,
a filtering coeflicient, and the like.

Step 310: After receiving the create session response
message, the MME network element sends a handover
request message to a target E-UTRAN Node.

The handover request message 1s used to request the target
E-UTRAN Node to allocate a bearer resource, and the
message may include a list of EPS bearer IDs for which
radio bearer resources need to be established in the target
E-UTRAN Node.

Step 511: After recerving the handover request message,
the target E-UTRAN Node allocates a corresponding
resource to the UE, and returns a handover request acknowl-
edge message to the MME network element.

The handover request acknowledge message includes a
target to source transparent container, an EPS bearers con-
figure list (EPS Bearers setup list), and an EPS bearers failed
to configure list (EPS Bearers failed to setup list).

Step 512: After recerving the handover request acknowl-
edge message, the MME network element sends a relocation
response message to the AMF network element.

The relocation response message includes a cause value,

a list of set up radio network resources (List of Set Up
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RABs), the EPS bearers configure list (EPS Bearers setup
l1ist), an MME tunnel endpoint 1dentifier for control plane, a
radio access network cause (RAN Cause) value, an MME
address for control plane, the target to source transparent
container, and address(es) and tunnel endpoint 1dentifier(s)
for data forwarding.

Step 513: After receiving the relocation response mes-
sage, the AMF network element sends a handover command
message to the source SG RAN.

Step 314: The source 3G RAN forwards the handover
command message to the UE.

The handover command message includes a transparent
container, and the transparent container includes some radio
parameters that need to be sent from the E-UTRAN Node to
the source 5G RAN.

Step 515: The UE executes the handover command.

After recerving the handover command, the UE executes
the command to associate an allocated EPS bearer 1D with
a corresponding QoS flow, and delete a QoS flow that 1s not
associated with an EPS bearer ID. In this case, the UE may
send a handover complete message to the 5G RAN, to
complete network handover.

Step 316: When the UE successiully accesses the target
E-UTRAN Node, the target E-UTRAN Node sends a han-
dover notity message to the MME network element.

Step 517: For all bearers in each established session
connection in the UE, the MME network element sends a
modily bearer request message to the SGW.

Step 518: The SGW sends the modily bearer request to
the SMF network element for each PDN connection.

Specifically, step 518 1s mainly divided into two steps:
First, the SGW finds a corresponding PDN gateway (PGW)
based on an SMF network element address from the MME
network element. In this step, the SGW sends an allocated
TEID (ncluding a control plane TEID and a user plane
TEID) to the PGW, and a control plane gateway of the SMF
network element (SMF PDN gateway-Control plane, SMF+
PGW-C) reserves the control plane TEID of the SGW. Then
the SMF network element sends the user plane TEID of the
SGW to a UPF network element by using an Sx session
modification procedure.

Step 519: The SMF network element executes the modily
bearer request, and relocates a bearer to the 4G network.

Specifically, the control plane gateway of the SMF net-
work element (SMF PDN gateway-Control plane, SMF+
PGW-C) locally deletes a QoS flow to which an EPS bearer
ID 1s not allocated. Because the default QoS flow has a
“match all” filter, the PGW maps an IP flow of the deleted
QoS tlow to the default QoS flow.

Step 520: The SMF sends a modily bearer response
message to the SGW.

In this way, a user plane that 1s for each of a default bearer
and a GBR dedicated bearer and that 1s between the UE, the
target E-UTRAN Node, the SGW, and the SMF network
clement 1s established.

Step 521: The SGW sends the modily bearer response
message to the MME network element.

Step 522: The SMF network element initiates a dedicated
bearer activation procedure for a non-GBR QoS flow, to
re-¢stablish a non-GBR dedicated bearer corresponding to
the non-GBR QoS flow.

It should be noted that 11 dynamic PCC 1s deployed 1n a
PCEF, this step may be imitiated by the PCF network element.

In the foregoing handover process, when an access man-
agement network element requests, from a session manage-
ment network element, an SM context corresponding to a
second communications system, for a PDU session in which
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no dedicated QoS flow exists, the session management
network element does not send, to the access management
network element, an SM context corresponding to a default
QoS tlow 1n the PDU session, so as to avoid establishing a
corresponding PDN connection on the second communica-
tions system side, thereby reducing signaling and channel
resources.

Based on the foregoing embodiments, an embodiment of
this application turther provides a network apparatus. The
network apparatus may implement corresponding steps per-
formed by a session management network element in the
embodiment shown 1 FIG. 2 to FIG. 4A and FIG. 4B.
Referring to FIG. 6, a network apparatus 600 includes a
processor 601.

The processor 601 may be a central processing unit (CPU)
or an application-specific integrated circuit (ASIC), may be
one or more integrated circuits configured to control pro-
gram execution, or may be a baseband chip, or the like.

The network apparatus may further include a memory,
and the memory may be connected to the processor 601 by
using a bus structure, a star structure, or another structure.
There may be one or more memories. The memory may be
a read-only memory (ROM), a random access memory
(RAM), a magnetic disk memory, or the like. The memory
may be configured to store program code required by the
processor 601 to execute a task, and the memory may be
turther configured to store data.

The processor 601 1s configured to: when establishing a
guaranteed bit rate GBR flow of a terminal device 1n a first
communications system, determine, by the network appa-
ratus 1n the first communications system, that the GBR flow
1s a GBR flow required for handing over the terminal device
from the first communications system to a second commu-
nications system; and establish, for the GBR flow, a session
context corresponding to the second communications sys-
tem.

In a possible implementation, the processor 601 is spe-
cifically configured to:

determine, based on at least one of a policy and charging
control PCC rule, an operator policy, and a data network
name DNN, that the GBR flow 1s the GBR flow required for
handing over the terminal device from the first communi-
cations system to the second communications system.

In a possible implementation, the network apparatus
turther includes a receiver 602. The receiver 602 may be
connected to the processor 601 by using a bus structure, a
star structure, or another structure, or may be connected to
the processor 601 by using a dedicated connection cable.

The receiver 602 1s specifically configured to:

receive PCC rule information sent from the policy control
network element, where the PCC rule information includes
a PCC rule that 1s of the GBR flow and that is corresponding
to the second communications system.

The processor 601 1s specifically configured to:

determine, based on the PCC rule information, that the
GBR flow 1s the GBR flow required for handing over the
terminal device from the first communications system to the
second communications system.

In a possible implementation, the receiver 602 1s further
configured to receive service information sent from the
terminal device.

The processor 601 1s specifically configured to:

determine, based on the service information, the operator
policy, and the data network name DNN, that the GBR flow
1s the GBR flow required for handing over the terminal
device from the first communications system to the second
communications system.
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In a possible implementation, the PCC rule includes a
GBR parameter, a multiple frequency band indicator MBR
parameter, and an IP filter.

Code corresponding to the foregoing session management
method 1s built 1nto a chip by designing and programming
the processor 601 and the receiver 602, so that the chip can
perform the foregoing session management method when
running. How to design and program the processor 601 and
the recerver 602 1s a technology well known to a person
skilled 1n the art, and details are not described herein again.

Based on the foregoing embodiments, an embodiment of
this application further provides a network apparatus. The
network apparatus may implement corresponding steps per-
formed by a policy control network element in the embodi-
ment shown 1n FIG. 2 to FIG. 4A and FIG. 4B. Referring to
FIG. 7, the network apparatus 700 includes a receiver 701,
a processor 702, and a transmutter 703.

The processor 702 may be a central processing unit (CPU)
or an application-specific integrated circuit (ASIC), may be
one or more integrated circuits configured to control pro-
gram execution, or may be a baseband chip, or the like.

The recerver 701 and the transmitter 703 may be con-
nected to the processor 702 by using a bus structure, a star
structure, or another structure, or may be separately con-
nected to the processor 702 by using a dedicated connection
cable.

The network apparatus may further include a memory,
and the memory may be connected to the processor 702 by
using a bus structure, a star structure, or another structure.
There may be one or more memories. The memory may be
a read-only memory (ROM), a random access memory
(RAM), a magnetic disk memory, or the like. The memory
may be configured to store program code required by the
processor 702 to execute a task, and may be further config-
ured to store data.

The receiver 701 1s configured to receive service infor-
mation from a terminal device or an application network
clement.

The processor 702 1s configured to generate policy and
charging control PCC rule information based on at least one
of an operator policy and a data network name DNN, the
service information, and an interworking capability of the
terminal device from a first communications standard net-
work to a second communications standard network. The
PCC rule information includes at least a PCC rule that 1s of
the GBR flow and that i1s corresponding to a first commu-
nications system. The first communications system uses the
first communications standard network, and a second com-
munications system uses the second communications stan-
dard network.

The transmitter 703 1s configured to send the PCC rule to
a session management network element.

In a possible implementation, the PCC rule includes a
GBR parameter, a multiple frequency band indicator MBR
parameter, and an IP filter.

Code corresponding to the foregoing session management
method 1s built into a chip by designing and programming
the receiver 701, the processor 702, and the transmitter 703,
so that the chip can perform the foregoing session manage-
ment method when running. How to design and program the
receiver 701, the processor 702, and the transmitter 703 1s a
technology well known to a person skilled in the art, and
details are not described herein again.

Based on the foregoing embodiments, an embodiment of
this application further provides a network apparatus. The
network apparatus may implement corresponding steps per-
formed by a session management network element in the
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embodiment shown 1 FIG. 2 to FIG. 4A and FIG. 4B.
Referring to FIG. 8, the network apparatus 800 includes a
determining unit 801 and an establishment unit 802.

In actual application, network element devices corre-
sponding to the determining unit 801 and the establishment
unit 802 may be the processor 601 1n FIG. 6.

The determining unit 801 1s configured to: when estab-
lishing a guaranteed bit rate GBR flow of a terminal device
in a first communications system, determine, by the network
apparatus 1n the first communications system, that the GBR
flow 1s a GBR flow required for handing over the terminal
device from the first communications system to a second
communications system.

The establishment unit 802 is configured to establish, for
the GBR flow, a session context corresponding to the second
communications system.

In a possible implementation, the determining unit 801 1s
specifically configured to:

determine, based on at least one of a policy and charging
control PCC rule, an operator policy, and a data network
name DNN, that the GBR flow 1s the GBR flow required for
handing over the terminal device from the first communi-
cations system to the second communications system.

In a possible implementation, the network apparatus
turther includes:

a first receiving unit 803, configured to receive PCC rule
information sent from the policy control network element,
where the PCC rule information includes a PCC rule that 1s
of the GBR flow and that 1s corresponding to the second
communications system.

The determining unit 801 1s specifically configured to:

determine, based on the PCC rule information, that the
GBR flow 1s the GBR flow required for handing over the
terminal device from the first communications system to the
second communications system.

In a possible implementation, the network apparatus
turther includes:

a second receiving unit 804, configured to receive service
information sent from the terminal device.

The determining unit 801 1s specifically configured to:

determine, based on the service information, the operator
policy, and the data network name DNN, that the GBR flow
1s the GBR flow required for handing over the terminal
device from the first communications system to the second
communications system.

In a possible implementation, the PCC rule includes a
GBR parameter, a multiple frequency band indicator MBR
parameter, and an IP {filter.

Based on the foregoing embodiments, an embodiment of
this application turther provides a network apparatus. The
network apparatus may implement corresponding steps per-
formed by a policy control network element 1n the embodi-
ment shown 1 FIG. 2 to FIG. 4A and FIG. 4B. Referring to
FIG. 9, the network apparatus 900 includes a receiving unit
901, a processing unit 902, and a sending unit 903.

In actual application, a network element device corre-
sponding to the receiving unit 901 may be the receiver 701
in FIG. 7, a network element device corresponding to the
processing unit 902 may be the processor 702 1n FIG. 7, and
a network element device corresponding to the sending unit
903 may be the transmitter 703 i FIG. 7.

The receiving unit 901 1s configured to receive service
information from a terminal device or an application net-
work element.

The processing unit 902 1s configured to generate policy
and charging control PCC rule information based on at least
one of an operator policy and a data network name DNN, the

10

15

20

25

30

35

40

45

50

55

60

65

32

service mnformation, and an interworking capability of the
terminal device from a first communications standard net-
work to a second communications standard network. The
PCC rule information includes at least a PCC rule that 1s of
the GBR flow and that i1s corresponding to a first commu-
nications system. The first communications system uses the
first communications standard network, and a second com-
munications system uses the second communications stan-
dard network.

The sending unit 903 1s configured to send the PCC rule
to a session management network element.

In a possible implementation, the PCC rule includes a
GBR parameter, a multiple frequency band indicator MBR
parameter, and an IP filter.

In the foregoing technical solution, the network apparatus
selects a GBR QoS flow 1n a GBR QoS flow establishment
process, to ensure that an SM context corresponding to the
second communications system 1s allocated to only a GBR
QoS flow that needs to be handed over to the second
communications system, and an SM context corresponding
to the second communications system 1s not established for
a GBR QoS flow that does not need to be handed over to the
second communications system. Correspondingly, the net-
work apparatus does not need to maintain the SM context
that 1s corresponding to the second communications system
and that 1s of the GBR QoS flow that does not need to be
handed over to the second communications system.

Based on the foregoing embodiments, an embodiment of
this application further provides a network apparatus. The
network apparatus may implement corresponding steps per-
formed by a session management network element in the
embodiment shown 1 FIG. 5A and FIG. 5B. Referring to
FIG. 10, the network apparatus 1000 includes a receiver
1001, a processor 1002, and a transmuitter 1003.

The processor 1002 may be a central processing unit
(CPU) or an application-specific integrated circuit (ASIC),
may be one or more ntegrated circuits configured to control
program execution, or may be a baseband chip, or the like.

The recetver 1001 and the transmitter 1003 may be
connected to the processor 1002 by using a bus structure, a
star structure, or another structure, or may be separately
connected to the processor 1002 by using a dedicated
connection cable.

The network apparatus may further include a memory,
and the memory may be connected to the processor 1002 by
using a bus structure, a star structure, or another structure.
There may be one or more memories. The memory may be
a read-only memory (ROM), a random access memory
(RAM), a magnetic disk memory, or the like. The memory
may be configured to store program code required by the
processor 1002 to execute a task, and may be further
configured to store data.

The receiver 1001 1s configured to recerve session context
request information sent from an access management net-
work element 1n a first communications system, where the
session context request information 1s used to obtain a
session context that 1s of a terminal device in the first
communications system and that 1s corresponding to a
second communications system, and the network apparatus
1s 1n the first communications system.

The processor 1002 1s configured to determine that a
dedicated quality of service flow exists 1n a session corre-
sponding to the session context request.

The transmitter 1003 1s configured to send, to the access
management network element 1n the first communications
system, the session context corresponding to the session 1n
which the dedicated quality of service flow exists.
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In a possible implementation, the processor 1002 1s fur-
ther configured to:

determine that the dedicated quality of service flow does
not exist in the session corresponding to the session context
request; and

release the session in which the dedicated quality of
service tlow does not exist.

In a possible implementation, the processor 1002 1s fur-
ther configured to:

determine that no service data tlow SDF exists 1n a default
quality of service flow in the session corresponding to the
session context request; and

release the session 1n which no SDF exists in the default
quality of service flow.

In a possible implementation, the processor 1002 1s fur-
ther configured to:

determine that a service data tlow SDF exists in the
default quality of service flow 1n the session corresponding
to the session context request.

The transmitter 1003 1s further configured to:

send, to the access management network element in the
first communications system, the session context corre-
sponding to the session in which the SDF exists.

Code corresponding to the foregoing session management
method 1s built 1into a chip by designing and programming,
the receiver 1001, the processor 1002, and the transmitter
1003, so that the chip can perform the foregoing session
management method when running. How to design and
program the receiver 1001, the processor 1002, and the
transmitter 1003 1s a technology well known to a person
skilled 1n the art, and details are not described herein again.

Based on the foregoing embodiments, an embodiment of
this application further provides a network apparatus. The
network apparatus may implement corresponding steps per-
formed by an access management network element 1n the
embodiment shown i FIG. 5A and FIG. 3B. Referring to
FIG. 11, the network apparatus 1100 includes a transmitter
1101 and a recerver 1102.

The transmitter 1101 and the receiver 1102 may be
independent of each other, or may be integrated together. If
the network apparatus 1s connected to another device in a
wireless manner, the transmitter 1101 and the receiver 1102
may be radio frequency circuits. If the network apparatus 1s
connected to another device 1n a wired manner, the trans-
mitter 1101 may be a transmit port, and the receiver 1102
may be a receive port.

The transmitter 1101 1s configured to:

send session context request information to a session
management network element 1 a first communications
system, where the session context request immformation 1s
used to obtain a session context that 1s of a terminal device
in the first communications system and that 1s corresponding
to a second communications system.

The recerver 1102 1s configured to:

receive the session context sent from the session man-
agement network element, where a dedicated quality of
service flow exists 1n a session corresponding to the session
context.

Code corresponding to the foregoing interworking
method 1s built 1into a chip by designing and programming
the transmitter 1101 and the recerver 1102, so that the chip
can perform the foregoing interworking method when run-
ning. How to design and program the transmitter 1101 and
the receiver 1102 1s a technology well known to a person
skilled 1n the art, and details are not described herein again.

Based on the foregoing embodiments, an embodiment of
this application turther provides a network apparatus. The
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network apparatus may implement corresponding steps per-
formed by a session management network element in the
embodiment shown 1 FIG. 5A and FIG. 5B. Referring to
FIG. 12, the network apparatus 1200 includes a receiving
umt 1201, a first determining unit 1202, and a first sending
unit 1203.

In actual application, a network element device corre-
sponding to the receiving unit 1201 may be the receiver
1001 1n FIG. 10, a network element device corresponding to
the first determining unit 1202 may be the processor 1002 in
FIG. 10, and a network element device corresponding to the
first sending unit 1203 may be the transmitter 1003 1n FIG.
10.

The recerving unmit 1201 1s configured to recerve session
context request information sent from an access manage-
ment network element 1n a first communications system,
where the session context request information 1s used to
obtain a session context that 1s of a terminal device in the
first communications system and that 1s corresponding to a
second communications system, and the network apparatus
1s 1n the first communications system.

The first determiming unit 1202 1s configured to determine
that a dedicated quality of service flow exists 1n a session
corresponding to the session context request.

The first sending unit 1203 1s configured to send, to the
access management network element 1n the first communi-
cations system, the session context corresponding to the
session 1n which the dedicated quality of service flow exists.

In a possible implementation, the network apparatus
turther 1includes:

a second determining unit 1204, configured to determine
that the dedicated quality of service flow does not exist in the
session corresponding to the session context request; and

a first releasing umt 12035, configured to release the
session 1n which the dedicated quality of service tflow does
not exist.

In a possible implementation, the network apparatus
further includes:

a third determining unit 1206, configured to determine
that no service data flow SDF exists 1n a default quality of
service tlow 1n the session corresponding to the session
context request; and

a second releasing unit 1207, configured to release the
session 1n which no SDF exists 1in the default quality of
service flow.

In a possible implementation, the network apparatus
turther 1ncludes:

a fourth determining unit 1208, configured to determine
that a service data flow SDF exists 1 the default quality of
service flow 1n the session corresponding to the session
context request; and

a second sending unit 1209, configured to send, to the
access management network element in the first communi-
cations system, the session context corresponding to the
session 1n which the SDF exists.

Based on the foregoing embodiments, an embodiment of
this application further provides a network apparatus. The
network apparatus may implement corresponding steps per-
formed by an access management network element 1n the
embodiment shown 1 FIG. 5A and FIG. 5B. Referring to
FIG. 13, the network apparatus 1300 includes a sending unit
1301 and a recerving unit 1302.

In actual application, a network element device corre-
sponding to the sending unit 1301 may be the transmitter
1101 1n FIG. 11, and a network element device correspond-
ing to the receiving unit 1302 may be the receiver 1102 1n

FIG. 11.
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the sending unmit 1301 1s configured to send session
context request information to a session management net-
work element 1n a first communications system, where the
session context request information 1s used to obtain a
session context that 1s of a terminal device in the first
communications system and that 1s corresponding to a
second communications system.

The receiving unit 1302 i1s configured to receive the
session context sent from the session management network
clement, where a dedicated quality of service tflow exists 1n
a session corresponding to the session context.

The network apparatus provided 1n this application may
be a chip system, and the chip system may include at least
one chip, and may further include another discrete compo-
nent. The chip system may be disposed in the network
apparatus, and supports the network apparatus 1n completing
the session management method or the interworking method
provided in the embodiments of this application.

An embodiment of this application provides a computer
storage medium, and the computer storage medium stores an
instruction. When the instruction runs on a computer, the
computer performs the session management method or the
interworking method.

An embodiment of this application provides a computer
program product, and the computer program product stores
an struction. When the instruction runs on a computer, the
computer performs the session management method or the
interworking method.

In the foregoing technical solutions, after the network
apparatus 1n the first communications system receives the
session context request information used to obtain the ses-
sion context that 1s of the terminal device in the first
communications system and that 1s corresponding to the
second communications system, the network apparatus
determines whether the dedicated quality of service tlow
exists 1n the session corresponding to the session context
request, and then establishes a PDN connection 1n the
second communications system for the terminal device
based on that the session context in which the dedicated
quality of service flow exists. In this way, 1f the dedicated
quality of service tlow does not exist in the session context,
a PDN connect to the session context in which the dedicated
quality of service flow does not exist does not need to be
established 1n the second communications system.

All or some of the foregoing embodiments may be
implemented by software, hardware, firmware, or any com-
bination thereof. When software 1s used to implement the
embodiments, the embodiments may be implemented com-
pletely or partially 1n a form of a computer program product.
The computer program product includes one or more com-
puter mstructions. When the computer program instructions
are loaded and executed on the computer, the procedure or
functions according to the embodiments of this application
are all or partially generated. The computer may be a
general-purpose computer, a dedicated computer, a com-
puter network, or other programmable apparatuses. The
computer mnstructions may be stored in a computer-readable
storage medium or may be transmitted from a computer-
readable storage medium to another readable storage
medium. For example, the computer instructions may be
transmitted from a website, computer, server, or data center
to another website, computer, server, or data center 1 a
wired (for example, a coaxial cable, an optical fiber, or a
digital subscriber line (DSL)) or wireless (for example,
inirared, radio, or microwave) manner. The computer-read-
able storage medium may be any usable medium accessible
by a computer, or a data storage device, such as a server or
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a data center, integrating one or more usable media. The
usable medium may be a magnetic medium (for example, a
floppy disk, a hard disk, or a magnetic tape), an optical
medium (for example, a DVD), a semiconductor medium
(for example, a Solid State Disk (SSD)), or the like.

The foregoing descriptions are merely specific implemen-
tations of thus application, but are not intended to limait the
protection scope of this application. Any variation or
replacement readily figured out by a person skilled 1n the art
within the technical scope disclosed 1n this application shall
tall within the protection scope of this application. There-
fore, the protection scope of this application shall be subject
to the protection scope of the claims.

What 1s claimed 1s:

1. A method, comprising:

when establishing a guaranteed bit rate (GBR) flow of a
terminal device 1n a fifth generation (5G) communica-
tions system, determining, by a session management
network element in the 5G communications system
based on a quality of service ((QoS) parameter and an
operator policy, that the GBR flow 1s a GBR flow
required for handing over the terminal device from the
5G communications system to a fourth generation (4G)
communications system, wherein determining that the
GBR flow 1s a GBR flow required for handing over the
terminal device from the 5G communications system to
the 4G communications system comprises determining
that a service type corresponding to the GBR flow 1s a
service type supported by an operator policy of the 4G
communications system; and

establishing, by the session management network element
for the GBR flow, a session context corresponding to
the 4G communications system, wherein establishing
the session context corresponding to the 4G commu-
nications system comprises establishing a bearer ID 1n
the 4G communications system for the GBR tlow.

2. The method according to claim 1, further comprising:

sending, by the session management network element to
an access and mobility management function (AMF)
network element, information for allocating the bearer
ID 1n the 4G communications system for the GBR flow;
and

obtaining, by the session management network element
from the AMF network element, the bearer ID allocated
by the AMF network element;

wherein the session context comprises the bearer ID.

3. The method according to claim 2, further comprising:

allocating, by the session management network element,
a QoS parameter in the 4G communications system for
the GBR flow;

wherein the session context further comprises the QoS
parameter 1 the 4G communications system.

4. The method according to claim 1, further comprising:

determiming, by the session management network ele-
ment, that the GBR flow needs to be established.

5. The method according to claim 1, wherein the method

further comprises:

recerving, by the session management network element,
policy and charging control (PCC) rule information
from a policy control network element, the PCC rule
information comprising a PCC rule that 1s of the GBR
flow and that corresponds to the 4G communications
system, the PCC rule comprising the QoS parameter.

6. An apparatus 1n a fifth generation (5G) communications

system, comprising:
a memory storage comprising instructions; and
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one or more processors in communication with the
memory, wherein the one or more processors are con-
figured to execute the instructions to facilitate the
following being performed by the apparatus:

when establishing a guaranteed bit rate (GBR) flow of a

terminal device 1 the 5G communications system,
determining, based on a quality of service (QoS)
parameter and an operator policy, that the GBR flow 1s
a GBR flow required for handing over the terminal
device from the 5G communications system to a fourth
generation (4G) commumications system, wherein
determining that the GBR flow 1s a GBR flow required
for handing over the terminal device from the 5G
communications system to the 4G communications
system comprises determining that a service type cor-
responding to the GBR flow 1s a service type supported
by an operator policy of the 4G communications sys-
tem; and

establishing a session context corresponding to the 4G

communications system for the GBR flow, wherein
establishing the session context corresponding to the
4G communications system comprises establishing a
bearer ID 1n the 4G communications system for the
GBR flow.

7. The apparatus according to claim 6, wherein the one or
more processors are further configured to execute the
instructions to facilitate the following being performed by
the apparatus:

sending, to an access and mobility management function

(AMF) network element, information for allocating the
bearer ID 1n the 4G communications system for the
GBR flow; and

obtaining, {from the AMF network element, the bearer 1D

allocated by the AMF network element;

wherein the session context comprises the bearer 1D.

8. The apparatus according to claim 7, wherein the one or
more processors are further configured to execute the
instructions to facilitate the following being performed by
the apparatus:

allocating a QoS parameter in the 4G communications

system for the GBR flow;

wherein the session context further comprises the QoS

parameter 1n the 4G communications system.

9. The apparatus according to claim 6, wherein the one or
more processors are Iurther configured to execute the
istructions to facilitate the following being performed by
the apparatus:

determining that the GBR flow needs to be established.

10. A method, comprising:

when establishing a guaranteed bit rate (GBR) flow of a

terminal device 1n a fifth generation (5G) communica-
tions system, determining, by a session management
network element in the 5G communications system
based on a quality of service ((QoS) parameter and an
operator policy, that the GBR flow 1s a GBR flow
required for handing over the terminal device from the
5G communications system to a fourth generation (4G)
communications system, wherein determining that the
GBR flow 1s a GBR flow required for handing over the
terminal device from the 3G communications system to
the 4G communications system comprises determining,
that a service type corresponding to the GBR flow 15 a
service type supported by an operator policy of the 4G
communications system;

sending, by the session management network element to

an access and mobility management function (AMF)
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network element, information for allocating a bearer 1D
in the 4G communications system for the GBR flow;
allocating, by the AMF network element, the bearer 1D for
the GBR flow; and
obtaining, by the session management network element
from the AMF network element, the bearer 1D allocated
by the AMF network element.
11. The method according to claim 10, further compris-
ng:
establishing, by the session management network element
for the GBR flow, a session context corresponding to
the 4G communications system, the session context
comprising the bearer 1D.
12. The method according to claim 11, further compris-
ng:
allocating, by the session management network element,
a QoS parameter in the 4G communications system for

the GBR flow;

wherein the session context further comprises the QoS
parameter 1n the 4G communications system.
13. The method according to claim 10, further compris-
ng:
determiming, by the session management network ele-
ment, that the GBR flow needs to be established.
14. A fifth generation (3G) communications system, com-
prising:
a session management network element; and
an access and mobility management function (AMF);
wherein the session management network element is
configured to:
when establishing a guaranteed bit rate (GBR) flow of
a terminal device in the 5G communications system,
determine, based on a quality of service (QoS)
parameter and an operator policy, that the GBR flow
1s a GBR flow required for handing over the terminal
device from the first communications system to a
fourth generation (4G) communications system,
wherein determining that the GBR flow 1s a GBR
flow required for handing over the terminal device
from the 3G communications system to the 4G

communications system comprises determining that
a service type corresponding to the GBR flow 1s a
service type supported by an operator policy of the
4G communications system; and

send, to the AMF network element, information for
allocating a bearer ID in the 4G communications
system for the GBR tlow;

wherein the AMF network element 1s configured to allo-

cate the bearer ID for the GBR flow; and

wherein the session management network element 1is

further configured to obtain the bearer 1D allocated by
the AMF network element.

15. The 5G communications system according to claim
14, wherein the session management network element 1s
further configured to establish for the GBR tlow a session
context corresponding to the 4G communications system,
the session management network element establishing the
session context for the GBR flow, the session context
comprising the bearer ID.

16. The 5G communications system according to claim
15, wherein the session management network element 1s
turther configured to allocate a QoS parameter in the 4G
communications system for the GBR flow, the session
context further comprising the QoS parameter in the 4G
communications system.
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17. The 5G communications system according to claim
14, wherein the session management network element 1s
turther configured to determine that the GBR flow needs to
be established.

18. A non-transitory computer-readable medium having 5
processor-executable instructions stored thereon, wherein
the processor-executable instructions, when executed, facili-
tate:

when establishing a guaranteed bit rate (GBR) flow of a

terminal device 1n a fifth generation (5G) communica- 10
tions system, determining, by a session management
network element in the 5G communications system
based on a quality of service ((QoS) parameter and an
operator policy, that the GBR flow 1s a GBR flow
required for handing over the terminal device from the 15
5G communications system to a fourth generation (4G)
communications system, wherein determining that the
GBR flow 1s a GBR flow required for handing over the
terminal device from the 3G communications system to
the 4G communications system comprises determining 20
that a service type corresponding to the GBR flow 15 a
service type supported by an operator policy of the 4G
communications system; and

establishing, by the session management network element

for the GBR flow, a session context corresponding to 25
the 4G communications system, wherein establishing
the session context corresponding to the 4G commu-
nications system comprises establishing a bearer ID 1n
the 4G communications system for the GBR flow.
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