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(57) ABSTRACT

A data processing apparatus includes a memory configured
to store a bit array including a first Bloom filter associating
with a first subset containing a data element matching a first
classification condition and a second Bloom filter associat-
ing with a second subset containing a data element matching
a second classification condition, and a processor configured
to, when a first data element to be a search target 1s inputted,
determine whether the same data element as the first data
clement 1s present 1n the first subset by using the first Bloom
filter, determine whether the same data element as the first
data element 1s present in the second data subset by using the
second Bloom filter, and when all the data elements con-
tained 1n the first subset are deleted, delete the first Bloom
filter from the bit array.
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DATA PROCESSING APPARATUS,
NON-TRANSITORY COMPUTER-READABLE
STORAGE MEDIUM, AND DATA
PROCESSING METHOD

CROSS-REFERENCE TO RELATED
APPLICATION

This application 1s based upon and claims the benefit of
priority of the prior Japanese Patent Application No. 2019-
2228355, filed on Dec. 10, 2019, the entire contents of which

are incorporated herein by reference.

FIELD

The embodiments discussed herein are related to a data
processing apparatus, non-transitory computer-readable
storage medium, and a data processing method.

BACKGROUND

The Bloom filter 1s a data structure used to determine
whether data to be the search target 1s contained 1n a data set
containing a plurality of data elements. As an example of
application of the Bloom filter, a hierarchical Bloom filter
having Bloom filters of multiple levels has been proposed.

One of the general characteristics of such a Bloom filter
1s that even when some data elements are deleted from a data
set to be managed, the number of bits of the Bloom filter 1s
not allowed to be reduced. To deal with this, the following
data processing apparatus has been proposed.

When data elements are to be deleted, this data processing,
apparatus deletes a bit array with the number of bits corre-
sponding to the number of data elements to be deleted from
the higher-level side of the Bloom filter. Upon mnput of a data
clement to be the search target, the data processing apparatus
adds a bit array having the same number of bits as that of the
deleted bit array and all the bit values of which are “1” to the
higher side of the Bloom filter from which the bit array has
been deleted. The data processing apparatus determines
whether the data element to be the search target 1s contained
in the data set by using the Bloom filter to which the bit array
has been added. In this way, it 1s possible to determine the
presence or absence of the data element by using the Bloom
filter from which the bit array has been deleted, without
causing a false negative.

Related techniques are disclosed in for example Japanese

Laid-open Patent Publication Nos. 2011-186954 and No.
2019-95986

SUMMARY

According to an aspect of the embodiments, a data
processing apparatus includes: a memory configured to store
a first bit array including a first Bloom filter and a second
Bloom filter, the first Bloom filter associated with a first data
subset containing a data element that matches a first classi-
fication condition among data elements contained 1n a first
data set, the second Bloom filter associated with a second
data subset containing a data element that matches a second
classification condition among the data elements contained
in the first data set; and a processor coupled to memory and
configured to: when a first data element to be a search target
1s iputted, determine whether the same data element as the
first data element 1s present in the first data subset by using
the first Bloom filter in a case where the first data element
matches the first classification condition, determine whether
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the same data element as the first data element 1s present in
the second data subset by using the second Bloom filter in

a case where the first data element matches the second
classification condition, and when all the data elements
contained 1n the first data subset are deleted, delete the first
Bloom filter from the first bit array.

The object and advantages of the invention will be
realized and attained by means of the elements and combi-
nations particularly pointed out 1n the claims.

It 1s to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the inven-
tion.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a diagram 1llustrating a configuration example
and a processing example of a data processing apparatus
according to a first embodiment;

FIG. 2 1s a diagram 1llustrating a configuration example of
an 1formation processing system according to a second
embodiment;

FIG. 3 1s a block diagram illustrating a hardware con-
figuration example of a cloud storage gateway;

FIG. 4 1s a block diagram illustrating a configuration
example of processing functions included in the cloud
storage gateway.

FIG. § 1s a diagram 1llustrating a configuration example of
management tables;

FIG. 6 1s a diagram 1llustrating a configuration example of
a hierarchical Bloom filter;

FIG. 7 1s a diagram illustrating a processing example
using Bloom filters;

FIG. 8 1s a diagram 1illustrating a comparative example of
processing of reducing the number of bits 1n a hierarchical
Bloom filter:;

FIG. 9 1s a diagram 1illustrating a comparative example of
search processing using a Bloom filter 1n which the number
of bits has been reduced:

FIG. 10 1s a diagram 1llustrating an internal configuration
example of the hierarchical Bloom filter;

FIG. 11 1s a diagram 1llustrating a configuration example
of a filter management table;

FIG. 12 1s a diagram 1llustrating a configuration example
of search tables;

FIG. 13 1s a diagram 1illustrating a processing example 1n
a case where a hash key 1s added to a search table;

FIG. 14 1s a diagram 1llustrating a processing example of
determination on the presence or absence of a hash key;

FIG. 15 1s a diagram illustrating a first processing
example at the time of deleting a chunk;

FIG. 16 1s a diagram illustrating a second processing
example at the time of deleting a chunk;

FIG. 17 1s an example of a flowchart (1) illustrating a
procedure of file write processing;

FIG. 18 1s an example of a flowchart (2) illustrating a
procedure of file write processing;

FIG. 19 1s an example of a flowchart illustrating a
procedure of a duplication determination processing;

FIG. 20 1s an example of a flowchart illustrating a
procedure ol update processing for a Bloom filter;

FIG. 21 1s an example of a flowchart illustrating a
procedure of file deletion processing;

FIG. 22 1s an example of a flowchart (1) illustrating a
procedure of defragmentation processing;

FIG. 23 1s an example of a flowchart (2) illustrating the
procedure of defragmentation processing;
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FIG. 24 1s a diagram 1llustrating a configuration example
of a filter management table 1n a first modification; and

FIG. 25 1s a diagram 1llustrating an internal configuration
example of a hierarchical Bloom filter 1n a second modifi-
cation.

DESCRIPTION OF EMBODIMENTS

In the related art, the above-described data processing
apparatus has a problem that when the presence or absence
of a data element 1s determined by using the Bloom filter
from which a bit array has been deleted, the false positive
rate increases from before the deletion of the bit array.

According to one aspect, an object of the disclosure 1s to
provide a data processing apparatus and a data processing
program which suppress an increase 1n false positive rate
attributable to a reduction of bits of Bloom filters in accor-
dance with a reduction 1n the number of data elements.

Embodiments of the present disclosure are described
below with reference to the drawings.

First Embodiment

FIG. 1 1s a diagram 1illustrating a configuration example
and a processing example of a data processing apparatus
according to a first embodiment. A data processing apparatus
10 1llustrated 1n FIG. 1 includes a storage unit 11 and a
processing unit 12.

The storage unit 11 1s implemented, for example, as a
storage area of a storage device (not 1llustrated) included 1n
the data processing apparatus 10. The storage unit 11 stores
a data set 20 contaiming a plurality of data elements and a bat
array 30 used to determine the presence or absence of a data
clement 1n the data set 20. The data set 20 does not have to
be stored inside the data processing apparatus 10. For
example, some of the data elements contained 1n the data set
20 may be cached inside the data processing apparatus 10.

The processing unit 12 1s implemented, for example, as a
processor (not illustrated) included in the data processing
apparatus 10. Upon input of a data element to be the search
target, the processing unit 12 determines whether the same
data element as the mputted data element 1s present in the
data set 20, by using the bit array 30.

The data set 20 and the bit array 30 are further described
using FIG. 1. The data elements imncluded in the data set 20
are classified into N data subsets 21-1, 21-2, ..., 21-N (N
1s an 1nteger of 2 or more) 1n accordance with N classifica-
tion conditions different from one another. For example, the
data subset 21-1 (a first data subset) contains data elements
that match a first classification condition among the data
clements contained 1n the data set 20. The data subset 21-2
(a second data subset) contains data elements that match a
second classification condition among the data elements
contained 1n the data set 20.

As the classification conditions, for example, bit values
within a predetermined range 1n bit arrays of data elements
are used. For example, in the case where the values of
high-order 2 bits of a data element are used, 3 classification
conditions 1 each of which the values of the high-order 2
bits are any one of sets “007, “01”, and “11” are applied. In
this case, for example, a data element in which the values of
the high-order 2 bits are “00” 1s classified 1nto a certain data
subset, a data element 1n which the values of the high-order
2 bits are “01” 1s classified into another data subset, and a
data element 1n which the values of the high-order 2 bits are
“11” 1s classified into still another data subset.
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On the other hand, the bit array 30 1s divided into N partial
bit arrays having the same size, and each of the partial bit
arrays 1s used as an individual Bloom filter. Specifically, for
example, the bit array 30 contains Bloom filters 31-1,
31-2, ..., 31-N. The Bloom filters 31-1, 31-2, ..., 31-N
are assoclated with the data subsets 21-1, 21-2, . .., 21-N,
respectively.

The Bloom filters 31-1, 31-2, . . ., 31-N are used to
determine the presence or absence of a data element 1n the
corresponding data subsets 21-1, 21-2, . . ., 21-N, respec-
tively. Hence, 1n the Bloom filters 31-1, 31-2, ..., 31-N, b1t
values are set by a predetermined calculation using data
clements contained 1n the corresponding data subsets 21-1,
21-2, . .., 21-N, respectively. For example, the bit value of
cach bit of the Bloom filter 31-1 1s set by the predetermined
calculation using each data element contained in the data
subset 21-1. The b1t value of each bit of the Bloom filter 31-2
1s set by the predetermined calculation using each data
clement contained 1n the data subset 21-2.

Upon mput of a data element to be the search target
(referred to as “inputted data element”), the processing unit
12 determines whether the same data element as the inputted
data element 1s present in the data set 20, as described below.
The processing unit 12 determines which classification
condition the mputted data element matches. In the case
where the mputted data element matches a certain classifi-
cation condition, the processing unit 12 uses the Bloom filter
corresponding to the certain classification condition to deter-
mine whether the same data element as the inputted data
clement 1s present in the data subset corresponding to the
Bloom filter.

For example, 1n the case where the mputted data element
matches the first classification condition corresponding to
the data subset 21-1, the processing umt 12 determines
whether the same data element as the inputted data element
1s present in the data subset 21-1 by using the Bloom filter
31-1. In the case where the inputted data element matches
the second classification condition corresponding to the data
subset 21-2, the processing unit 12 determines whether the
same data element as the inputted data element 1s present 1n
the data subset 21-2 by using the Bloom filter 31-2.

Next, the case where a data element contained 1n the data
set 20 15 deleted 1s described. In the case where all the data
clements contained i1n a certain data subset have been
deleted, the processing umt 12 deletes the Bloom filter
corresponding to the certain data subset from the bit array
30. This means that 1n the case where all the data elements
that match a certain classification condition have been
deleted from the data set 20, it 1s possible to delete the
Bloom filter corresponding to the certain classification con-
dition from the bit array 30.

For example, as illustrated in FIG. 1, in the case where all
the data elements that match the above-described first clas-
sification condition have been deleted from the data set 20,
or 1n the case where all the data elements contained 1n the
data subset 21-1 have been deleted, the processing unit 12
deletes the Bloom filter 31-1 from the bit array 30.

Such a deleting process makes 1t possible to reduce the
number of bits in the bit array 30 that are used as the Bloom
filters without increasing the false positive rate in determin-
ing the presence or absence of an iputted data element 1n
the data set 20. For example, even when the Bloom filter
31-1 has been deleted by the above-described procedure, 1n
the case where the presence or absence of an inputted data
element 1s determined for the data subsets 21-2, . .., 21-N
by using the Bloom filters 31-2, . . ., 31-N, respectively, the
rate of occurrence of the false positive does not change. In
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the case where an inputted data element that matches the first
classification condition has been mputted with the Bloom
filter 31-1 having been deleted by the above-described
procedure, since the Bloom filter 31-1, which corresponds to
the first classification condition, 1s not present, 1t allows the
processing unit 12 to correctly determine that the same data
clement as the mputted data element 1s not present 1n the
data set 20. In this case, neither the false negative rate nor
the false positive rate changes as compared to those before
the deletion of the Bloom filter 31-1.

Hence, according to the data processing apparatus 10 of
the first embodiment, 1t 1s possible to suppress an increase in
talse positive rate attributable to a reduction of bits of the
Bloom filters in accordance with the reduction 1n the number
ol data elements.

As a method of reducing the number of bits 1n the bit array
30 1n accordance with the reduction in the number of data
clements, a method as described below may be considered.
For example, the entire bit array 30 1s used as a single Bloom
filter to determine the presence or absence of a data element
for the entire data set 20 with this Bloom filter. When some
ol the data elements contained in the data set 20 have been
deleted, the number of bits 1n the bit array 30 1s reduced 1n
accordance with the number of deleted data elements, and all
the bit values of the bit array 30 after the reduction 1n the
number of bits are reset. All the data elements remaining in
the data set 20 are used to set the bit values for the bit array
30 after the reduction of bits again.

This method also makes 1t possible to reduce the number
of bits 1 the bit array 30 without increasing the false
positive rate. This however involves calculation for setting,
the bit values for the bit array 30 after the reduction of bits
again, and causes a high processing load at the time of
reducing the number of bits. According to the data process-
ing apparatus 10 of the first embodiment, since such calcu-
lation does not have to be conducted at the time of reducing
the number of bits for the bit array 30, 1t 1s possible to
suppress the processing load at the time of reducing the
number of bits.

Applying the above-described bit array 30 to each node of
a hierarchical Bloom filter makes it possible to reduce the
number of bits in the bit arrays 30 1n accordance with the
reduction of data elements over multiple levels while sup-
pressing an increase of the false positives. In a second

embodiment below, an example of an information process-
ing system including such a hierarchical Bloom filter is

described.

Second Embodiment

FI1G. 2 1s a diagram 1llustrating a configuration example of
the information processing system according to the second
embodiment. The information processing system illustrated
in FIG. 2 includes a cloud storage gateway 100, a network
attached storage (NAS) client 210, and a storage system 220.
The cloud storage gateway 100 1s coupled to the NAS client
210 via a network 231, and 1s also coupled to the storage
system 220 via a network 232. The network 231 1s, for
example, a local area network (LLAN), and the network 232
1s, for example, a wide area network (WAN).

The storage system 220 provides a cloud storage service
via the network 232. In the following description, a storage
area made available to a service user (here, the cloud storage
gateway 100) by the cloud storage service provided by the
storage system 220 i1s sometimes referred to as “cloud
storage”.
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In this embodiment, as an example, the storage system
220 1s implemented by an object storage in which data 1s
managed 1n units of object. For example, the storage system
220 1s implemented as a distributed storage system having a
plurality of storage nodes 221 each including a control
server 221a and a storage device 221b. In this case, in each
storage node 221, the control server 221a controls access to
the storage device 2215, and part of the cloud storage 1s
implemented by a storage area of the storage device 2215.
The storage node 221 to be the storage destination of an
object from the service user (cloud storage gateway 100) 1s
determined based on information unique to the object.

The NAS client 210 recognizes the cloud storage gateway
100 as a NAS server that provides a storage areca managed
by a file system. The storage area 1s a storage area of the
cloud storage provided by the storage system 220. The NAS
client 210 then requests the cloud storage gateway 100 to
read and write data 1n units of file according to, for example,
the Network File System (NFS) protocol or the Common
Internet File System (CIFS) protocol. Specifically, for
example, a NAS server function of the cloud storage gate-
way 100 allows the NAS client 210 to use the cloud storage
as a large-capacity virtual network file system.

The NAS client 210 executes, for example, backup soft-
ware for data backup. In this case, the NAS client 210 backs
up a lile stored 1n the NAS client 210 or a file stored in a
server (for example, a business server) coupled to the NAS
client 210, to a storage area provided by the NAS server.

The cloud storage gateway 100 1s an example of the data
processing apparatus 10 illustrated 1n FIG. 1. The cloud
storage gateway 100 relays data transierred between the
NAS client 210 and the cloud storage.

For example, the cloud storage gateway 100 receives a file
write request from the NAS client 210 and caches a file for
which the write request 1s made 1n the cloud storage gateway
100 by using the NAS server function. The cloud storage
gateway 100 divides the file for which the write request 1s
made 1n units of chunk and stores actual data within the
chunks (chunk data) in the cloud storage. At this time, a
predetermined number of chunk data are grouped to gener-

ate an object, and the generated object 1s transierred to the
cloud storage.

When caching the file from the NAS client 210, the cloud
storage gateway 100 performs “deduplication” by dividing
the file 1n units of chunks and avoiding duplicate saving of
chunk data having the same contents. The chunk data may
also be stored in a compressed state. For example, 1n a cloud
storage service, a fee 1s charged depending on the amount of
data to be stored in some cases. Performing deduplication
and data compression reduces the amount of data stored 1n
the cloud storage and suppresses the service use cost.

FIG. 3 1s a block diagram illustrating a hardware con-
figuration example of the cloud storage gateway. The cloud
storage gateway 100 1s implemented as, for example, a
computer as illustrated 1n FIG. 3.

The cloud storage gateway 100 includes a processor 101,
a random-access memory (RAM) 102, a hard disk drive
(HDD) 103, a graphic interface (I/’F) 104, an input interface
(I'’F) 105, a reading device 106, and a communication
intertace (I'F) 107.

The processor 101 generally controls the entire cloud
storage gateway 100. The processor 101 1s, for example, a
central processing unit (CPU), a microprocessor unit
(MPU), a digital signal processor (DSP), an application-
specific integrated circuit (ASIC), or a programmable logic
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device (PLD). The processor 101 may also be a combination
of two or more elements of the CPU, the MPU, the DSP, the

ASIC, and the PLD.

The RAM 102 1s used as a main storage device of the
cloud storage gateway 100. At least part of an operating
system (OS) program and an application program to be

executed by the processor 101 1s temporarily stored in the
RAM 102. Various kinds of data to be used in processing by
the processor 101 are also stored 1n the RAM 102.

The HDD 103 1s used as an auxiliary storage device of the
cloud storage gateway 100. The OS program, the application
program, and various kinds of data are stored 1n the HDD
103. A different type of nonvolatile storage device such as a
solid-state drive (SSD) may be used as the auxiliary storage
device.

A display device 104a 1s coupled to the graphic interface
104. The graphic interface 104 displays an image on the
display device 104a according to a command from the
processor 101. The display device includes a liquid crystal
display, an organic electroluminescence (EL) display, and
the like.

An mput device 105a 1s coupled to the mput interface
105. The mput interface 105 transmits a signal outputted
from the mput device 105a to the processor 101. The mput
device 105¢q includes a keyboard, a pointing device, and the
like. The pointing device includes a mouse, a touch panel, a
tablet, a touch pad, a track ball, and the like.

A portable recording medium 1064 1s removably mounted
on the reading device 106. The reading device 106 reads data
recorded 1n the portable recording medium 1064 and trans-
mits the data to the processor 101. The portable recording
medium 106a 1ncludes an optical disc, a semiconductor
memory, and the like.

The communication interface 107 exchanges data with
other apparatuses via a network 107a.

The processing functions of the cloud storage gateway
100 may be implemented by the hardware configuration as
described above. The NAS client 210 and the control server
221a may also be implemented as computers having the
same hardware configuration as that in FIG. 3.

FIG. 4 1s a block diagram illustrating a configuration
example of processing functions included in the cloud
storage gateway. The loud storage gateway 100 includes a
storage unit 110, a file imnput/output unit 120, a deduplication
processing unit 130, and a cloud communication unit 140.

The storage unit 110 1s implemented as, for example, a
storage area of a storage device included 1n the cloud storage
gateway 100, such as the RAM 102 or the HDD 103.
Processing of the file input/output unit 120, the deduplica-
tion processing unit 130, and the cloud communication unit
140 1s implemented, for example, by causing the processor
101 to execute a predetermined program.

The storage unit 110 stores a directory table 111, a chunk
map table 112, a chunk management table 113, a hash key
management data 114, an object management table 115, and
a Bloom filter data 116. Part of the storage area of the storage
unit 110 1s used as a data cache 117.

The directory table 111 1s management information for
representing a directory structure in a file system. In the
directory table 111, records corresponding to directories
(folders) 1n the directory structure or to files 1n the directo-
ries are registered. In each record, an mmode number for
identifying a directory or a file 1s registered. For example,
relationships between directories and relationships between
directories and files are expressed by registering the 1node
number of the parent directory in each record.
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The chunk map table 112 1s management information for
managing correspondences between files and deduplicated
chunks. The chunk management table 113 1s management
information for managing correspondences between chunks
and objects, and the number of references of chunks.

The hash key management data 114 1s management
information for managing the hash key corresponding to the
chunk. In the hash key management data 114, the hash keys
are classified and managed for each lowest node in the
hierarchical Bloom filter as described later.

The object management table 1135 1s management infor-
mation for managing, for each object, the number of valid
chunks indicating valid chunks among chunks included 1n
the object and the number of invalid chunks indicating
invalid chunks among chunks included in the object. The
object management table 115 1s used to determine the
desirability of executing defragmentation of objects stored
in a cloud storage 240.

The Bloom filter data 116 1s management information for
managing data related to the lierarchical Bloom filter. The
Bloom filter data 116 contains management information
indicating the configuration of the hierarchical Bloom filter
and bit arrays which actually serve as the Bloom filters. This
hierarchical Bloom filter 1s utilized for the duplication
determination of chunks.

The data cache 117 1s a storage area for caching dedu-
plicated chunks. Data of chunks corresponding to a file for
which the write request 1s made from the NAS client 210 1s
deduplicated and temporarily stored in the data cache 117
and then, incorporated into an object and stored 1n the cloud
storage 240. When the capacity of the data cache 117 has
decreased due to the chunks stored, chunks that have been
stored 1n the cloud storage 240 and are inirequently accessed
from the NAS client 210 are deleted from the data cache 117.

The file input/output unit 120 executes interface process-
ing as a NAS server. For example, the file input/output unit
120 accepts a file write/read request from the NAS client
210, requests the deduplication processing unit 130 to
execute processing corresponding to the requested contents,
and responds to the NAS client 210.

In response to the request from the deduplication process-
ing unit 130, the cloud communication unit 140 executes
communication processing with the cloud storage 240. For
example, the deduplication processing unit 130 transmits
and receives objects to and from the cloud storage 240,
which 1s the object storage. The deduplication processing
unit 130 uploads objects to the cloud storage 240 according
to a PUT command. The deduplication processing unit 130
acquires objects from the cloud storage 240 according to a
GET command. The deduplication processing unit 130
deletes objects 1n the cloud storage 240 according to a
DELETE command.

The deduplication processing unit 130 executes process-
ing of storing deduplicated actual data of a file. The dedu-
plication processing unit 130 includes a duplication deter-
mination unit 131, a chunk management unit 132, and a
defragmentation processing unit 133.

The duplication determination unit 131 divides actual data
of a file for which the write request 1s made 1n units of chunk,
and stores the divided actual data in the data cache 117 while
deduplicating the divided actual data. The duplication deter-
mination unit 131 includes a Bloom filter processing umnit
131a and a binary tree search processing unit 1315.

The Bloom filter processing unit 131a and the binary tree
search processing unit 1315 execute processing to search for

the same chunk as the chunk divided from the file from
among chunks registered in the chunk management table
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113 (stored chunks). The Bloom filter processing unit 131a
narrows a chunk group containing the same chunk as the
chunk divided from the file by using the hierarchical Bloom
filter. The binary tree search processing unit 1315 searches

for the same chunk as the chunk divided from the file from

among the narrowed chunk group through the binary tree
search.

The chunk management unit 132 collects a plurality of
chunks stored in the data cache 117 by the duplication
determination unit 131 to generate an object of proper size,
and stores the object 1n the cloud storage 240 via the cloud
communication unit 140. In this embodiment, as an
example, a predetermined number of chunks form an object.

The defragmentation processing unit 133 monitors
chunks that have become unreferenced due to file updating
or delete request (1nvalid chunks) and performs defragmen-
tation based on the monitoring result. The defragmentation
1s processing of deleting the occurred mnvalid chunks from
the cloud storage 240 to reduce the used capacity of the
cloud storage 240. In defragmentation, for example, the
object containing invalid chunks 1s acquired from the cloud
storage 240, chunks remaining after the deletion of the
invalid chunk data reconstruct an object, and the recon-
structed object 1s stored in the cloud storage 240.

FI1G. 5 1s a diagram 1llustrating a configuration example of
management tables. FIG. § illustrates the chunk map table
112, the chunk management table 113, and the object
management table 115 among the management tables stored
in the storage unit 110.

The chunk map table 112 1s management information for
managing correspondences between files and stored chunks.
As 1llustrated 1 FIG. 5, records with 1tems including {ile
number, oflset, size, and chunk number are registered 1n the
chunk map table 112. Fach record 1s associated with one
chunk generated by dividing the actual data of the file.

The file number indicates the identification number of the
le. The oflset indicates the amount of offset from the start
t the file to the start of the chunk. The si1ze indicates the size
f the chunk. An area of the chunk in the file 1s specified
ased on values of oflset and size.

The chunk number 1ndicates the 1dentification number of
the stored chunk corresponding to the chunk of the file.
When a first chunk of a certain file and a second chunk of
the same or another file have the same data contents, the
same chunk number 1s registered in the record correspond-
ing to the first chunk and the record corresponding to the
second chunk. For example, in FIG. 5, the same chunk
number “ckl” 1s registered in a chunk record identified
based on a file number “t1” and an offset “o01” and a chunk
record 1dentified based on a file number “12” and an oflset
“014”. This means that the former chunk and the latter chunk
have the same data contents, and the data 1s stored as the
chunk having the chunk number “ck1” 1n the data cache 117
and the cloud storage 240.

The chunk numbers are added in the order in which
unique and unduplicated chunks occur and are stored in the
data cache 117. Thus, the chunk number indicates the order
occurred or stored of the deduplicated chunk.

The chunk management table 113 1s management infor-
mation for managing correspondences between stored
chunks and objects, and the number of references of stored
chunks. As 1llustrated in FIG. 5, records with 1items including
chunk number, object number, offset, size, and the number
of references are registered in the chunk management table
113. Each record 1s associated with one stored chunk.

The object number 1ndicates the 1dentification number of
an object to which the chunk belongs. The oflset indicates
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the amount of ofiset from the start of the object to the start
of the chunk. The size indicates the size of the chunk. An
area of the chunk in the object 1s specified based on values
ol oflset and size. The number of references indicates how
many chunks among the chunks generated by dividing the
file refer to the stored chunk indicated by the chunk number.
For example, the number of references indicates among how
many chunks on the file, the stored chunk indicated by the
chunk number 1s duplicated. For example, 1n the case where
the number of references corresponding to a certain chunk
number 1s “2”, two records that have the same chunk number
registered therein are present in the chunk map table 112.

In the example of the chunk map table 112 1n FIG. 5, the
file having the file number “11” 1s divided mto two chunks,
and the file having the file number “12” 1s divided 1nto four
chunks. In the example of the chunk management table 113
in FIG. 5, data of the two chunks contained 1n the former file
and data of the first two chunks contained in the latter file are
stored as chunks belonging to the object having an object
number “obl1” 1n the cloud storage 240.

In this embodiment, a predetermined number of chunks
form one object. Once a new chunk (stored chunk) occurs
due to the writing of a file, the chunk 1s assigned an object
number. When the number of chunks contained 1n a certain
object does not reach a predetermined number, the object 1s
managed as being 1n an “active” state. An active object 1s
assigned a newly occurring chunk sequentially. Once the
number of chunks contained in the object reaches the
predetermined number, the object 1s made “inactive™ to be
allowed to be stored in the cloud storage 240. The object
number 1s added to the object in the order generated. Chunks
having consecutive chunk numbers are assigned to one
object.

As another generation method for objects, for example, 1n
the case where the total size of chunks assigned to an object
has exceeded predetermined size, the object may be made
mactive.

As 1llustrated 1in FIG. 5, the number of valid chunks and
the number of mvalid chunks are registered in the object
management table 115 1n association with the object num-
ber. The number of valid chunks indicates the number of
valid chunks (chunks having the number of references of 1
or more) among chunks contained 1n an object. The number
of 1invalid chunks indicates the number of invalid chunks
(chunks having the number of references of 0) among
chunks contained 1n an object. This object management table
115 1s utilized to determine the desirability of executing
defragmentation.

Next, the hierarchical Bloom filter utilized in the process-
ing of the Bloom filter processing umt 131a 1s utilized.

FIG. 6 1s a diagram 1llustrating a configuration example of
the hierarchical Bloom filter. A hierarchical Bloom filter 118
illustrated 1n FIG. 6 1s implemented by a tree structure in
which a bit array operating as a Bloom filter 1s assigned to
cach of nodes. In this way, the hierarchical Bloom filter
including Bloom filters of multiple levels 1s formed.
Although the detailed description 1s given later, the bit array
of each node 1s divided by the same number, and each
divided bit array operates as an individual Bloom filter.

In this embodiment, a bit array BA1 having n bits 1s set
in the node of the uppermost first level. The number of bits
“n” 1s determined according to the maximum number of
clements to be the search target (specifically, for example,
the maximum number of chunks to be registered 1n the
chunk management table 113 of the storage unit 110).

In the next lower level, bit arrays each having the number

of bits (1/d) of that of the higher level are placed, the number
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of which 1s d times that of the higher level. For example, 1n
the level immediately below a certain node, d nodes are
coupled, and the bit array of each node of the lower level has
the number of bits (1/d) of that of the higher level. Hence,
the total number of bits of bit arrays (Bloom filters) con-
tained 1n each level 1s n bits, and the hierarchical Bloom
filter 118 occupies a storage area corresponding to the
number of bits n times the number of levels.

In this embodiment, as an example, the number of levels
of the hierarchical Bloom filter 118 1s assumed to be “3”. In
this case, as 1llustrated in FIG. 6, 1n the second level, d bit
arrays BA2-1, BA2-2, . .., BA2-d are placed. The number
of bits of each of the bit arrays BA2-1, BA2-2, . .., BA2-d
1s (n/d) bats.

In the third level, d bit arrays are placed below each of the
bit arrays 1n the second level. For example, below the bit
array BA2-1, d bit arrays BA3-1-1, BA3-1-2, ..., BA3-1-d
are formed. Below the bit array BA2-2, d bit arrays BA3-
2-1, BA3-2-2, ..., BA3-2-d are formed. Below the bit array
BA2-d, d bit arrays BA3-d-1, BA3-d-2, . . ., BA3-d-d are
formed. Hence, in the third level, d* bit arrays in total are
placed. The number of bits of each of these bit arrays 1s
(n/d*) bits.

A chunk group to be the search target for 1s assigned to the
bit array of each node 1n the third level. The actual search 1s
conducted by using a hash key, which 1s a hash value
calculated based on data of the chunk. In this embodiment,
the search targets of the bit arrays of the respective nodes in
the third level are given as search tables 1n each of which the
hash keys based on the respective chunks are reglstered

For example, search tables TB1-1, TB1-2, ..., TB1-d are
assigned to the respective bit arrays BA3-1-1,
BA3-1-2, ..., BA3-1-d, as the search targets. Search tables
TB2-1, TB2-2, .. ., TB2-d are assigned to the respective bit
arrays BA3-2-1, BA3-2-2, . . ., BA3-2-d, as the search
targets. Search tables TBd-1, TBd-2, , 1Bd-d are
assigned to the respective bit arrays BA3-d-1,
BA3-d-2, ..., BA3-d-d, as the search targets. These search
tables contain chunk data belonging to 20 objects at the
maximum, for example.

The search target for the bit array of each node in the
second level 1s all the search tables that are the search targets
for the respective bit arrays placed below the above-men-
tioned bit array. For example, the search target of the bit
array BA2-1 1s the search tables TB1-1, TB1-2, . .., TB1-d.
Similarly, the search target for the bit array BA1 1n the first
level 1s all the search tables that are the search targets for the
bit arrays BA2-1, BA2-2, ..., BA2-d placed below the bit
array BA1. Hence, the search target for the bit array BA1 1n
the first level 1s all the chunks registered in the chunk
management table 113.

Every time an 1nactive object occurs, a hash key corre-
sponding to a chunk belonging to the object 1s added to the
search table. For example, when an inactive object occurs
first, a hash key based on a chunk belonging to the object 1s
added to the first search table TB1-1. Thereafter, along with
the occurrence of 1nactive objects, hash keys corresponding
to 20 objects are added to the search table TB1-1. When the
21st mactive object occurs, a hash key corresponding to a
chunk belonging to the object 1s added to the next search
table TB1-2. In this way, hash keys corresponding to 20
objects at the maximum are contained 1n each search table.

A processing example in the case where the bit arrays of
the respective nodes in the hierarchical Bloom filter 118
illustrated 1n FIG. 6 are used as individual Bloom filters 1s
described as a comparative example using FIGS. 7 t0o 9. In
this case, the hierarchical Bloom filter 118 1s a hierarchical
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Bloom filter having a general configuration in which Bloom
filters are simply multi-layered.

First, FIG. 7 1s a diagram illustrating a processing
example using Bloom filters. A Bloom filter BF 1llustrated 1n
FIG. 7 indicates the Bloom filter of any one node. All the
values of the bits of all the Bloom filters contained in the
hierarchical Bloom filter are set to “0” in the i1mtial state
before data 1s inserted into a data group to be the search
target.

First, the case where a hash key HK1 1s added to a data
group DG (set of hash keys) which 1s assigned to the Bloom
filter BF as the search target 1s described. In this case,

calculations using k types of hash functions are conducted
on the hash key HK1 to calculate k hash wvalues. The

positions ol k bits whose bit value 1s to be set to “1” are
specified based on the k hash values calculated.

In FIG. 7, k=3 as an example. Remainders obtained by
dividing values calculated by using 3 types of hash functions
from the hash key HK1 by the number of bits of the Bloom
filter BF are specified as bit numbers whose bit value 1s set

to “1”. In the example of FIG. 7, when bits B1, B2, and B3
are supposed to have been specified, the value of each of the
bits B1, B2, and B3 is set to “1”".

Next, the case where 1t 1s determined whether a hash key
HK2 based on a chunk divided from a certain file 1s
contained 1n the data group DG 1s described. In this case, the
positions of bits whose bit values are set to “1” are specified
based on hash values calculated by using k types of hash
functions from the hash key HK2 1n the same procedure as
described above. In the example of FIG. 7, when bits B2, B3,
and B4 are supposed to have been specified, the value of
cach of the bits B2, B3, and B4 1s acquired from the Bloom
filter BF.

In the case where all the values of the bits B2, B3, and B4
are “17, 1t 1s determined there 1s a possibility that the hash
key HK2 1s contained in the data group DG. However, 1t
does not mean it 1s guaranteed that the hash key HK2 1s
contained 1n the data group DG (false positive). On the other
hand, 1n the case where the value of at least one of the baits
B2, B3, and B4 1s “07, 1t 1s determined that the hash key
HK2 1s not contained 1n the data group DG.

This 1s the basic processing using a Bloom filter. Next, a
processing example in the case where the bit arrays of the
respective nodes 1n the hierarchical Bloom filter 118 1illus-
trated 1n FIG. 6 are used as individual Bloom filters 1s
described.

In the hierarchical Bloom f{ilter, at the time of adding a
hash key, the setting of a bit value “1” for the Bloom filter
1s conducted sequentially from the lowest Bloom filter to the
upper levels. For example, 1n FIG. 6, 1n the case of adding
a hash key to the search table TB1-1, the processing of
setting 3 bit values to “1” 1s first conducted on the bit array
BA3-1-1 (Bloom filter) assigned to the search table TB1-1
in the third level. The processing of setting 3 bit values to
“1” 1s conducted on the bit array BA2-1 (Bloom filter) in the
upper level. The processing of setting 3 bit values to “1” 1s
conducted on the bit array BA1 (Bloom filter) in the upper
level.

On the other hand, at the time of determining the presence
or absence of a hash key, the bit values are referred to
sequentially from bit array BA1 (Bloom filter) in the highest
level to the lower levels. Specifically, for example, the bit
array BA1 (Bloom filter) in the first level 1s first referred to,
and 1t 1s determined whether all the 3 bit values specified by
hash calculation are “1”. In the case where all the 3 bit
values are “17, 1t 1s next determined whether all the 3 bat
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values specified by hash calculation are *“1” for each of the
bit arrays BA2-1, BA2-2, ..., BA2-d (Bloom filters) in the
second level.

For example, it 1s assumed that all the 3 bit values
specified 1n the bit array BA2-1 (Bloom filter) are “1”. In this
case, 1t 1s determined whether all the 3 bit values specified
by hash calculation are *“1” for each of the bit arrays
BA3-1-1, BA3-1-2, .. ., BA3-1-d (Bloom filters) belong to
the level below the bit array BA2-1 (Bloom filter).

For example, 1t 1s assumed that all the 3 bit values
specified 1n the bit array BA3-1-1 (Bloom filter) are *“1”. In
this case, 1t 1s determined there 1s a possibility that the
desired hash key 1s present in the search table TB1-1
assigned to the bit array BA3-1-1 (Bloom filter).

The number of bits of each Bloom filter of the hierarchical
Bloom filter 1s determined according to the number of
clements to be the search target (specifically, for example,
the number of chunks registered 1n the chunk management
table 113). The more the number of elements to be the search
target, the more the number of bits of each Bloom filter. For
this reason, The storage area occupied by data constituting,
the hierarchical Bloom filter 1s also increased.

On the other hand, as the nature of a general Bloom filter,
even 1n the case where the number of elements to be the
search target has decreased, the number of bits of the Bloom
filter 1s not allowed to be reduced. This 1s because even when
a bit whose bit value 1s found to be “1” by calculation based
on a deleted element 1s deleted from the bits of the Bloom
filter, there 1s a possibility that the bit value of the bit 1s
found to be “1” by calculation based on another element. In
such a case, false negative occurs 1n the search processing
using the Bloom filter after the deletion of the bait.

To deal with such problem, a method of reducing the
number of bits as illustrated in FIGS. 8 and 9, which 1s
described below, 1s considered.

FI1G. 8 1s a diagram 1illustrating a comparative example of
processing of reducing the number of bits 1n a hierarchical
Bloom filter.

A chunk group CG 1llustrated in FIG. 8 corresponds to the
search table TB1-1 illustrated in FIG. 6 as an example.
Specifically, for example, a hash key based on each chunk
contained 1n the chunk group CG has been registered in the
search table TB-1. In FIG. 8, as an example, the case where
the number of chunks contained 1n the chunk group CG has
been reduced by defragmentation processing of objects 1s
assumed. The defragmentation processing 1s processing of
re-storing fragmented valid chunks (chunks with the number
of references being “1” or more) among chunks contained 1n
the chunk group CG collectively 1n the storage area to
release the storage area of invalid chunks (chunks with the
number of references being “07).

The Bloom filter BF3-1-1 illustrated 1n FIG. 8 1s a Bloom
filter using the entire bit array BA3-1-1 illustrated in FIG. 6,
and 1s used to search the chunk group CG (the search table
TB1-1). The Bloom filter BF2-1 1illustrated in FIG. 8 1s a
Bloom filter using the entire bit array BA2-1 illustrated 1n
FI1G. 6, and the Bloom filter BF1 illustrated in FIG. 8 1s a
Bloom filter using the entire bit array BA1 1llustrated 1n FIG.
6.

In FIG. 8, as an example, 1t 1s assumed that the number of
chunks contained 1n the chunk group CG has been reduced
to 13 by the defragmentation processing. In this case, among
the Bloom filters in the lowest level (the third level) in the
hierarchical Bloom filter, the number of bits of the Bloom
filter BF3-1-1 having the chunk group CG (the search table
TB1-1) as the search target 1s reduced. In this processing, 1in
the Bloom filter BF3-1-1, the bat array of 14 of those on the
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lower side 1s left as 1t 1s, while the bit array of the remaining
%4 on the higher side 1s deleted from the storage area. It 1s
assumed that a bit array having m bits has been deleted from
the Bloom filter BF3-1-1 at this time.

Next, the number of bits of the Bloom filter BF2-1 located
above the Bloom filter BF3-1-1 1s reduced. In this process-
ing, in the Bloom filter BF2-1, the bit array having m bits on
the higher side 1s deleted from the storage area, while the
remaining bit array 1s left as 1t 1s. The number of bits 1s not
reduced for the other Bloom filters 1n the second level.

Next, the number of bits of the Bloom filter BF1 located
above the Bloom filter BF2-1 1s reduced. In this processing,
like the second level, in the Bloom filter BF1, the bit array
having m bits on the higher side 1s deleted from the storage
area, while the remaining bit array 1s left as 1t 1s.

By the above-described procedure, the storage area of the
hierarchical Bloom filter 1s also reduced 1n accordance with
the reduction of the storage area of the chunk group CG.

FIG. 9 1s a diagram 1illustrating a comparative example of

the search processing using a Bloom filter 1n which the
number of bits has been reduced. FIG. 9 illustrates the case
where search for a chunk CK1 divided from a file 1s
requested in the state where the number of bits of each of the
Bloom filters BF1, BF2-1, and BF3-1-1 has been reduced by
the procedure as illustrated 1n FIG. 8.

In this case, first, the presence or absence of the chunk
CK1 1s determined by using the Bloom filter BF1 1n the first
level. At this time, a bit array BS1 having the same number
of m bits as the reduced number of bits 1s virtually added to
the level above the Bloom filter BF1. In the bit array BS1
added, all the bit values are set to “1”. It 1s then determined
whether the chunk CK1 1s contained in the chunk group to
be the search target by using the Bloom filter BF1 to which
the bit array BS1 has been added.

When 1t 1s determined by this determination that there 1s
a possibility that the chunk CK1 1s contained 1n the chunk
group to be the search target, the presence or absence of the
chunk CK1 1s determined by using each of the Bloom filters
(corresponding to the bit array BA2-1, BA2-2, ..., BA2-d)
in the second level. In the processing using the Bloom filter
BEF2-1, a bit array BS2 having the same number of m bits as
the reduced number of bits 1s virtually added to the level
above the Bloom filter BF2-1. Like the bit array BS1, in the
bit array BS2 added, all the bit values are set to “1”. It 1s then
determined whether the chunk CK1 1s contained in the
chunk group to be the search target by using the Bloom filter
BEF2-1 to which the bit array BS2 has been added.

It 1s assumed that it 1s determined by the determination
processing using the Bloom filter BF2-1 that there 1s a
possibility that the chunk CK1 1s contained 1n the chunk
group to be the search target. In this case, next, the presence
or absence of the chunk CK1 1s determined by using each of
the Bloom filters (corresponding to the bit arrays BA3-1-1,
BA3-1-2, . . . , BA3-1-d) placed in the level below the
Bloom filter BF2-1. In the processing using the Bloom filter
BEF3-1-1, a bit array BS3 having the same number of m bits
as the reduced number of bits 1s virtually added to the level
above the Bloom filter BF3-1-1. Uke the bit arrays BS1 and
BS2, in the bit array BS3 added, all the bit values are set to
“1”. It 1s then determined whether the chunk CK1 1s con-
tained 1n the chunk group CG to be the search target by using

the Bloom filter BF3-1-1 to which the bit array BS3 has been
added.

In the above-described comparative example, when the
search 1s conducted by using a Bloom f{ilter from which the
number of bits has been reduced, a bit array that has the
same number of bits as the reduced number of bits and 1n
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which the values of all the bits are “1”” 1s virtually added to
the level above the Bloom filter. The search 1s conducted by
using the Bloom filter to which the bit array has been added
as described above. In this way, 1t 1s possible to suppress an
occurrence of significant erroncous determination in the
search processing (specifically, for example, determination
that an element that 1s actually present 1n a set 1s not present)
while reducing the amount of actual data of Bloom filters
stored 1n a storage area to increase the use efliciency of the
storage area.

In this comparative example, since the presence or
absence 1s determined by temporarily adding a bit array 1n
which all the bit values are “1”, there 1s a problem that the
probability of occurrence (false positive rate) of erroneous
determination (specifically, for example, determination that
an element that 1s actually present 1n a set 1s not present) due
to false positive increases as compared with before reduction
of bits.

For example, for the Bloom filter BF3-1-1 in the lowest
level, a method of reducing the number of bits by regener-
ating the Bloom filter BF3-1-1 along with the reduction 1n
the number of chunks 1n the chunk group CG to be the search
target 1s conceivable. In this re-creation, a Bloom filter
having a smaller number of bits than that of the original
Bloom filter BF3-1-1 (a bit array in which all the bit values
are “0” 1s generated. Hash calculations are conducted by k
types of hash functions using a hash key for each of chunks
remaining in the chunk group CG, and k bits 1n a new Bloom
filter are set to “17.

Such regeneration makes 1t possible to reduce the number
of bits without causing an increase in false positive rate, 1in
view of the Bloom filter BF3-1-1 itself. However, even when
the Bloom filter BF3-1-1 in the lowest level 1s regenerated,
an 1ncrease 1n false positive rate 1in the Bloom filters 1n the
higher level causes an increase 1n false positive rate 1n the
Bloom filter BF3-1-1 1n the lowest level as well.

To deal with such problem, the hierarchical Bloom filter
118 of the second embodiment has the following configu-
ration. The bit array of each node 1n the lierarchical Bloom
filter 118 1s umiformly divided into the same number of bit
arrays, and the bit arrays thus divided are utilized as indi-
vidual Bloom filters, respectively. Each of the Bloom filters
contained 1n one bit array 1s i1dentified by an index.

A plurality of Bloom filters contained in the bit array of
cach node are used to search for hash keys classified based
on different classification conditions, respectively. Specifi-
cally, for example, a certain Bloom filter 1s used to determine
whether hash keys that match the same classification con-
dition are present 1n a set of hash keys that match a certain
classification condition. The same classification condition 1s
associated with Bloom filters identified by the same index 1n
a bit array. Once all the hash keys to be the search target for
a certain Bloom filter are deleted, the Bloom filter 1s deleted
from the bit array of the corresponding node. This makes 1t
possible to achieve a reduction 1n the number of bits 1n the
hierarchical Bloom filter 118.

In the case where among Bloom filters of the nodes
located below the same higher node, all the Bloom filters
identified by the same index are deleted, the Bloom filters
identified by the same index in the higher node are also
allowed to be deleted. In thus way, the positions of Bloom
filters that may be deleted are propagated from the lower
level to the higher level.

Such a configuration makes i1t possible to delete the
number of bits of the hierarchical Bloom filter 118 across
Bloom filters 1n multiple levels without increasing the false
positive rate.
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Hereinafter, the detail of the hierarchical Bloom filter 118
of the second embodiment 1s described.

FIG. 10 15 a diagram 1llustrating an internal configuration
example of the hierarchical Bloom filter. In FIG. 10, for
simplification of description, the number of virtual nodes
coupled to one node 1s assumed to be “2” (specifically, for
example, d=2).

As described above, the bit array of each node in the
hierarchical Bloom filter 118 1s uniformly divided into the
same number of bit arrays, and the bit arrays thus divided are
utilized as individual Bloom filters, respectively. Each of the
Bloom filters contained 1n one bit array 1s 1dentified by an
index. In the example of FIG. 10, indices from “0x00” to
“OxFF” are given to the Bloom filters in the bit arrays.

A plurality of Bloom filters contained 1n the bit array of
cach node are used to search for hash keys classified based
on different classification conditions, respectively. Specifi-
cally, for example, the indices from “0x00” to “OxFF” are
associated with mutually different classification conditions,

respectively. In this embodiment, as an example, bit values
of the high-order 1 byte among the bit values of a hash key
are used as the classification condition. The values of the
index 1s the same as the bit values of the classification
condition such that the bloom filters with the index “0x00”
1s used to search for a hash key in which the high-order 1
byte 1s “0x00”, and the bloom filters with the index “0x01”
1s used to search for a hash key i which the high-order 1
byte 1s “0x01”.

The relationships between the Bloom filters and hash keys
to be the search target are as described below, for example.
In the third level (the lowest level), the search target of the
Bloom filter of index “0x00” among the Bloom filters 1n the
bit array BA3-1-1 1s a hash key in which the high-order 1
byte 1s “0x00” among the hash keys registered 1n the search
table TB1-1. The search target of the Bloom filter of index
“Ox01” among the Bloom filters in the bit array BA3-1-1 1s
a hash key in which the high-order 1 byte 1s “Ox01” among
the hash keys registered in the search table TB1-1.

In the second level, the search target of the Bloom filter
of index “0x00” among the Bloom filters in the bit array
BAZ2-1 1s a hash key in which the high-order 1 byte 1s “0x00”
among the hash keys registered 1n the search tables TB1-1
and TB1-2. The search target of the Bloom filter of index
“Ox01” among the Bloom filters i the bit array BA2-1 1s a
hash key 1n which the high-order 1 byte 1s “0x01” among the
hash keys registered in the search tables TB1-1 and TB1-2.

In the first level, the search target of the Bloom filter of
index “0x00” among the Bloom filters in the bit array BA1
1s a hash key in which the high-order 1 byte 1s “Ox00” among
the hash keys registered in the search tables TB1-1, TB1-2,
TB2-1, and TB2-2. The search target of the Bloom filter of
index “0x01” among the Bloom filters in the bit array BA1
1s a hash key in which the high-order 1 byte 1s “0x1” among
the hash keys registered in the search tables TB1-1, TB1-2,
TB2-1, and TB2-2.

FIG. 11 1s a diagram 1llustrating a configuration example
of a filter management table. In the Bloom filter data 116 1n
the storage unit 110, management information indicating the
configuration of the hierarchical Bloom filter 118 and bat
arrays which actually serve as the Bloom filters are regis-
tered. A filter management table 116q illustrated 1n FIG. 11
1s an example of the former.

The filter management table 116a 1includes records of the
respective nodes of the hierarchical Bloom filter 118. In each
record, a node number for 1dentifying the node 1s registered.
In each record, filter addresses for the respective indices, a
filter size indicating the size of the Bloom filter, child node
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numbers 1dentifying child nodes placed in the level below
the node are registered. The filter addresses indicate the start
addresses of the bit arrays which actually serve as the Bloom
filters corresponding to the indices in the storage umt 110.
The filter address and the filter size allow for the access to
the Bloom f{ilter corresponding to the index. From the
correspondences between the node numbers and the child
node numbers, the tree structure of the hierarchical Bloom
filter 118 1s specified.

FI1G. 12 1s a diagram 1illustrating a configuration example
of the search tables. The search tables TB-1, TB-2, . . . are
registered 1n the hash key management data 114. Each of the
search tables TB-1, TB-2, . . . i1s assigned the node number
indicating the node 1n the lowest level. In each of the search
tables TB-1, TB-2, . . ., a hash key and a chunk number

indicating the chunk based on which the hash key 1s calcu-
lated are registered. In each of the search tables TB-1,
TB-2, ..., akey-value database 1n which the hash keys serve
as keys and the chunk numbers serve as values 1s formed.

Next, the processing using the hierarchical Bloom filter of
this embodiment 1s described using FIGS. 13 to 16.

FIG. 13 1s a diagram 1llustrating a processing example in
a case where a hash key 1s added to a search table. FIG. 13
illustrates the case where a hash key HK3 1s added to the
search table TB1-2.

When the high-order 1 byte of the hash key HK3 1s

“0x01”, the deduplication processing unit 130 determines
that the index indicating the Bloom filter to be used 1s

“0x01”. The deduplication processing unit 130 first specifies
the Bloom filter of index “0x01” (denoted by “BF11”") from
the bit array BA3-1-2 of the lowermost node having the

search table TB1-2 as the search target.

The deduplication processing unit 130 conducts calcula-
tions using k types of hash functions on the hash key HK3
to calculate k hash values. The deduplication processing unit

130 divides each of the calculated k hash values by the
number of bits of the specified Bloom filter BF11 and
speciflies k remainders obtained by the division as the bit
numbers whose bit values are set to “1”. The deduplication
processing unit 130 sets the bits of the specified bit numbers

to “1” among the bits of the Bloom filter BF11.

Next, the deduplication processing unit 130 refers to the
bit array BA2-1 placed above the bit array BA3-1-2 and
specifies the Bloom filter of mndex “0x01” (denoted by
“BF12”) from the bit array BA2-1. The deduplication pro-
cessing unit 130 divides each of the k hash values calculated
based on the hash key HK3 by the number of bits of the
specified Bloom filter BF12 and specifies k remainders
obtained by the division as the bit numbers whose bit values
are set to “1”. The deduplication processing unit 130 sets the
bits of the specified bit numbers to “1” among the bits of the
Bloom filter BF12.

Next, the deduplication processing unit 130 refers to the
bit array BA1 placed above the bit array BA2-1 and specifies
the Bloom filter of index “0x01”” (denoted by “BF13”) from
the bit array BA1. The deduplication processing unmt 130
divides each of the k hash values calculated based on the
hash key HK3 by the number of bits of the specified Bloom
filter BF13 and specifies k remainders obtained by the
division as the bit numbers whose bit values are set to “17.
The deduplication processing unit 130 sets the bits of the
specified bit numbers to “1” among the bits of the Bloom
filter BF13.

By such processing, the bit setting 1s conducted for the
Bloom filters of the hierarchical Bloom filter 118.
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FIG. 14 1s a diagram 1llustrating a processing example of
determination on the presence or absence of a hash key. FIG.
14 1llustrates the case where the presence or absence of a
hash key HK4 1s determined.

When the high-order 1 byte of the hash key HK4 1s
“0x00”, the deduplication processing unit 130 determines
that the index indicating the Bloom filter to be used 1s
“0x00”. The deduplication processing unit 130 first specifies
the Bloom filter of index “0x00”” (denoted by “BF21”) from
the bit array BA1 of the highest node.

The deduplication processing unit 130 conducts calcula-
tions using k types of hash functions on the hash key HK4
to calculate k hash values. The deduplication processing unit
130 divides each of the calculated k hash values by the
number of bits of the specified Bloom filter BF21 and
speciflies k remainders obtained by the division as the bit
numbers to be compared.

The deduplication processing unit 130 acquires the bit
values of the specified bit numbers from the Bloom filter
BF21 and determines whether all the bit values are “1” or
not. In the case where all the acquired bit values are “1”, the
deduplication processing unit 130 determines that a hash key
having the same value as the hash key HK4 1s present in any
of the search tables TB1-1, TB-2, TB2-1, and TB2-2. In the
case where even one of the acquired bit values 1s “0”, the
deduplication processing unit 130 determines that a hash key
having the same value as the hash key HK4 1s not present in
any of the search tables TB1-1, TB1-2, TB2-1, and TB2-2.

In FIG. 14, 1t 1s assumed that all the acquired bit values
are “1” as an example. In this case, the deduplication
processing unit 130 specifies the Bloom filter of index
“0x00” (denoted by “BF22”) from the bit array BA2-1 of the
lower node. Along with this, the deduplication processing
unit 130 specifies the Bloom filter of index “0x00” (denoted
by “BF23”") from the bit array BA2-2 of the lower node. The
deduplication processing unit 130 then determines the pres-
ence or absence by using the specified Bloom filters BF22
and BF23.

Specifically, for example, the deduplication processing
unit 130 divides each of the k hash values calculated based
on the hash key HK4 by the number of bits of the specified
Bloom filter BF22 and specifies k hash values obtained by
the division as the bit numbers to be compared. The dedu-
plication processing unit 130 acquires the bit values of the
specified bit numbers from the Bloom filter BF22 and
determines whether all the bit values are *“1” or not.

Along with this, the deduplication processing unit 130

divides each of the k hash values calculated based on the
hash key HK4 by the number of bits of the specified Bloom

filter BF23 and specifies k hash values obtained by the
division as the bit numbers to be compared. The deduplica-
tion processing unit 130 acquires the bit values of the
specified bit numbers from the Bloom filter BF23 and
determines whether all the bit values are “1” or not.

In FIG. 14, 1t 1s assumed that all the bit values acquired
from the Bloom filter BF22 are “1” as an example. In this
case, 1t 1s determined that a hash key having the same value
as the hash key HK4 1s present 1n any of the search tables
TB1-1 and TB1-2. The deduplication processing umt 130
specifies the Bloom filter of index “0x00” (denoted by
“BF24) from the bit array BA3-1-1 of the lower node.
Along with this, the deduplication processing unit 130
specifies the Bloom filter of index “0x00” (denoted by
“BF25”) from the bit array BA3-1-2 of the lower node. The
deduplication processing unit 130 then determines the pres-
ence or absence by using the specified Bloom filters BF24
and BF25 1n the same manner as described above.
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In FIG. 14, 1t 1s assumed that all the bit values acquired
from the Bloom filter BF25 are “1” as an example. In this
case, 1t 1s determined that a hash key having the same value
as the hash key HK4 1s present in the search table TB1-2. In
this way, the search range for the duplicated hash keys 1s
narrowed to the search table TB1-2.

FIG. 15 1s a diagram illustrating a {first processing
example at the time of deleting a chunk. In FIG. 15, 1t 1s
assumed that all the hash keys in each of which the start 1
byte 1s “0Ox01” have been deleted among the hash keys
registered in the search table TB1-1 by the execution of the
defragmentation processing.

In this case, the deduplication processing unit 130 deter-
mines the index indicating the Bloom filter to be deleted as
“Ox01”. The deduplication processing umt 130 then speci-
fies the Bloom filter of index “0x01” (denoted by “BF31”)
from the bit array BA3-1-1 of the lowest node having the
search table TB1-1 as the search target. In this way, the
number of bits in the hierarchical Bloom filter 118 1s
reduced.

Next, the deduplication processing unit 130 refers to the
other bit array BA3-1-2 having the same parent node (the bit
array BA2-1 of the higher node) as the bit array BA3-1-1
and determines whether the Bloom filter of index “0x01” 1s
present. In the example of FIG. 15, since the Bloom filter
BF11 with the index “0x01” 1s present in the bit array 3-1-2,
the deduplication processing unit 130 ends the bit reduction
processing.

FIG. 16 1s a diagram 1llustrating a second processing
example at the time of deleting a chunk. In FIG. 16, 1t 1s
assumed that all the hash keys in each of which the start 1
byte 1s “Ox01” have been deleted among the hash keys
registered in the search table TB1-2 by the execution of the
defragmentation processing from the state where the bit
reduction has been conducted as in FIG. 15.

In this case, the deduplication processing unit 130 deter-
mines the index indicating the Bloom f{ilter to be deleted as
“0x01”. The deduplication processing unit 130 then deletes
the Bloom filter BF11 with the index “0x01” from the bit
array BA3-1-2 of the lowest node having the search table
TB1-2 as the search target. In this way, the number of bits
in the hierarchical Bloom filter 118 1s reduced.

Next, the deduplication processing unit 130 refers to the
other bit array BA3-1-1 having the same parent node (the bit
array BA2-1 of the higher node) as the bit array BA3-1-2
and determines whether the Bloom filter of index “Ox01” 1s
present. In the example of FIG. 16, in the bit array BA3-1-1,
the Bloom filter BF31 with the index “0x01” has already
been deleted. In this case, the deduplication processing unit
130 deletes the Bloom filter BF12 with the index “0x01”
from the bit array BA2-1 of the higher node. In this way, the
position of the Bloom filter that may be deleted 1s propa-
gated from the lower level to the higher level, allowing the
number of bits of the hierarchical Bloom filter 118 to be
deleted across the Bloom filters 1n multiple levels.

Even when the Bloom filter 1s deleted, the false positive
rate does not change. For example, 1t 1s assumed that the
presence or absence of a hash key in which the first 1 byte
1s “0x01” (referred to as “inputted hash key”) 1s determined
after the Bloom filter BE31 1s deleted as 1n FIG. 15. It 1s also
assumed that the presence or absence 1s determined by using
the bit array BA3-1-1 based on the result of determination in
the higher node. In this case, since the Bloom filter BF31
with the mndex “Ox01” 1s not present in the bit array
BA3-1-1, the deduplication processing unit 130 determines
that a hash key having the same value as the inputted hash
key 1s not present in the search table TB1-1.
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In this state, even when an inputted hash key in which the
first 1 byte 1s other than “0x01” 1s inputted and the presence
or absence 1s determined by using the bit array BA3-1-1, the
presence or absence 1s determined regardless of the deletion
of the Bloom filter BF31. Hence, also 1n the determination
on the presence or absence in all the nodes of the hierar-
chical Bloom filter 118 including the node of the bit array
BA3-1-1 from which the Bloom filter BF31 has been
deleted, the false positive rate does not change from before
the deletion of the Bloom filter BF31.

For example, 1t 1s assumed that the presence or absence of

an mputted hash key in which the first 1 byte 1s “0x01” 1s

determined after the Bloom filters BF11 and BF12 are
deleted as 1n FIG. 16. It 15 also assumed that the presence or
absence 1s determined by using the bit array BA2-1 based on
the result of determination 1n the higher node. In this case,
since the Bloom filter BF12 with the index “0x01” 1s not
present 1n the bit array BA2-1, the deduplication processing
umt 130 determines that a hash key having the same value
as the mputted hash key 1s not present in either of the search
tables TB1-1 and TB1-2.

In this state, even when an inputted hash key 1n which the
first 1 byte 1s other than “0x01” 1s inputted and the presence
or absence 1s determined by using the bit array BA2-1, the
presence or absence 1s determined regardless of the deletion
of the Bloom filter BF12. Hence, also 1n the determination
on the presence or absence 1n all the nodes of the hierar-
chical Bloom filter 118 including the node of the bit array
BA2-1 from which the Bloom filter BF12 has been deleted,
the false positive rate does not change from before the
deletion of the Bloom filter BF12.

In this way, even when a Bloom filter forming a bit array
of part of each node 1s deleted, the false positive rate 1n
determination on the presence or absence 1n any node of the
hierarchical Bloom filter 118 does not change. For this
reason, the false positive rate in the entire hierarchical
Bloom filter 118 does not change. Hence, 1t 1s possible to
delete the number of bits of the hierarchical Bloom filter 118
across Bloom filters in multiple levels without increasing the
false positive rate.

The classification condition for determining an 1ndex of a
Bloom filter to be used i determination on the presence or
absence 1s not limited to the method using the value of the
first 1 byte of a hash key as described above. For example,
various classification conditions depending on the value or
attribute of a hash key or a corresponding chunk may be
used. For example, a bit value in not only the higher 1 byte
but also within another predetermined range (such as the
lower 1 byte) 1n a bit array of a hash key may be used as a
classification condition. In this case, the value of an index
may be the same as the bit value used as the classification
condition, the processing to specily an index based on a hash
key 1s facilitated.

For example, a bit value within a predetermined range 1n
a bit array of a chunk from which a hash key 1s calculated
may be used as a classification condition. As an example
using the attribute of a hash key or a chunk, 1n the case where
the writing of files belonging to multiple logical storage
areas 1s requested from the NAS client 210, the 1identification
number of the logical storage area to which the file from
which a chunk 1s divided belongs may be used as a classi-
fication condition.

Next, the processing of the cloud storage gateway 100 1s
described using flowcharts.

FIGS. 17 and 18 are examples of flowcharts illustrating
the procedure of file write processing.
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[Step S11] The file 1input/output unit 120 receives a file
write request and file data from the NAS client 210. The
duplication determination unit 131 of the deduplication
processing unit 130 acquires data of the file for which the
write request 1s made, and adds a record indicating directory
information of the file to the directory table 111. At this time,
a file number 1s added to the file. The duplication determi-
nation unit 131 divides the file data into chunks of variable
length.

[Step S12] The duplication determination unit 131 selects
one chunk to be the processing target 1n the order from the
start of a file. The duplication determination unit 131 adds a
record to the chunk map table 112, and registers the follow-
ing imnformation in the record. The file number of the file for
which the write request 1s made 1s registered in the item of
file number, and information about the chunk to be the
processing target 1s registered 1n the 1tems of offset and size.

[Step S13] The duplication determination unit 131
executes duplication determination processing. In this dupli-
cation determination processing, it 1s determined whether
the chunk having the same contents as the chunk selected in
step S12 has been stored (whether 1t 1s duplicated). The
duplication determination processing 1s described 1n detail
later with reference to FIG. 19.

[Step S14] The duplication determination unit 131
acquires the result of determination in the duplication deter-
mination processing in step S13. In the case where 1t 1s
determined 1n the duplication determination processing that
the chunk having the same contents as the chunk selected in
step S12 has been stored (duplicated), the duplication deter-
mination unit 131 moves the processing to step S15, while
in the case where 1t 1s determined that the chunk having the
same contents as the chunk selected 1n step S12 has not been
stored (not duplicated), the duplication determination unit
131 moves the processing to step S21 1 FIG. 18.

[Step S15] The duplication determination unit 131 regis-
ters the chunk number of the stored chunk which has been
determined to be duplicated 1n the duplication determination
processing of step S13 in the record added to the chunk map
table 112 1n step S12.

[Step S16] The duplication determination unit 131 refers
to the record containing the chunk number added 1n step S16
among records in the chunk management table 113, and
increments the number of references registered 1n the record.

[Step S17] The duplication determination unit 131 deter-
mines whether or not all the chunks divided 1n step S11 have
been processed. The duplication determination unit 131
moves the processing to step S12 when any unprocessed
chunk 1s present, and selects one unprocessed chunk from
the start and continues the processing. On the other hand,
when all chunks have been processed, the duplication deter-
mination unit 131 notifies the file input/output unit 120 of
the completion of file write. The notified file 1nput/output
unit 120 received the notification transmits response infor-
mation indicating the completion of file write to the NAS
client 210.

Hereinatter, the description continues with reference to
FIG. 18.

[Step S21] The duplication determination unit 131 calcu-
lates a new chunk number for the chunk selected 1n step S12.
This chunk number 1s a value obtained by adding “1” to a
maximum value of the chunk number registered 1n the chunk
management table 113. The duplication determination unit
131 adds a new record to the chunk management table 113,
and registers the calculated new chunk number, chunk size,
and the number of references “1” 1n the record.
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The duplication determination unit 131 stores data of the
chunk selected 1n step S12 1n the data cache 117. At this
time, the data storage position 1s associated with the chunk
number.

[Step S22] The duplication determination unit 131 regis-
ters the new chunk number calculated 1n step S21 1n the
record added to the chunk map table 112 1n step S12.

[Step S23] The chunk management unit 132 determines
whether or not the number of untransmitted chunks to the
cloud storage 240 has reached a predetermined threshold
(TH). The number of untransmitted chunks 1s the number of
chunks contained 1n the active object. The threshold TH 1s
set to, for example, about 10000. The chunk management
unit 132 moves the processing to step S24 when the number
of untransmitted chunks has reached the threshold TH, and
moves the processing to step S26 when the number of
untransmitted chunks has not reached the threshold TH.

[Step S24] The chunk management unit 132 requests the
cloud communication unit 140 to upload the object gener-
ated by combining TH untransmitted chunks to the cloud
storage 240. Thereby, the concerned object 1s made 1nactive.
The cloud communication unit 140 uploads the object to the
cloud storage 240 according to the PUT command.

[ Step S25] The chunk management unit 132 assigns a new
object number to the chunk selected 1n step S12. This object
number 1s a value obtained by adding “1” to the object
number of the object uploaded in step S24. The chunk
management unit 132 registers the new object number and
the offset “0” 1n the record added to the chunk management
table 113 1n Step S21. The object corresponding to the new
object number 1s made active. The chunk management unit
132 adds a new record to the object management table 115,
and registers the new object number 1n this record.

[Step S26] The chunk management unit 132 assigns the
existing maximum object number to the chunk selected 1n
step S12. This object number 1s the object number assigned
to the untransmitted chunk to be determined 1n step S23. In
step S26, the chunk selected 1n step S12 1s turther assigned
to the untransmitted object assigned to these chunks (active
object).

The chunk management unit 132 registers the assigned
object number and the offset in the corresponding object 1n
the record added to the chunk management table 113 1n step
S21. The registered oflset 1s calculated based on the offset
and size that are registered in the previous record.

[Step S27] The chunk management umt 132 registers or
updates the number of valid chunks 1n the object manage-
ment table 115. Upon completion of step S25, the chunk
management unit 132 registers TH as the number of valid
chunks in the record added to the object management table
115 1n step S25. On the other hand, when step S26 has been
executed, the chunk management unit 132 identifies the
record contaiming the object number assigned 1n step S26
from the object management table 115, and adds TH to the
number of valid chunks registered in the i1dentified record.

[ Step S28] The chunk management unit 132 executes the
update processing of the Bloom filters. In this processing,
the bit setting 1s conducted for Bloom filters related to a
newly registered chunk among the Bloom filters contained
in the hierarchical Bloom filter 118. The update processing

of the Bloom filters 1s described 1n detail later with reference
to FIG. 20.

Upon completion of the above processing in step S28, the
processing proceeds to step S17 i FIG. 17.
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FIG. 19 1s an example of a flowchart illustrating a
procedure of a duplication determination processing. The
processing of FIG. 19 corresponds to the processing of step
S13 m FIG. 17.

[Step S31] The duplication determination unit 131 calcu-
lates a new hash key based on the chunk selected 1n step S12
in FIG. 17.

[Step S32] The Bloom filter processing unit 131a speci-
fies an 1ndex of the Bloom filter to be used 1n the duplication
determination based on the calculated hash key. For
example, as 1n the example of FIGS. 13 to 16, the value of
the high-order 1 byte of the hash key 1s specified as the value
of the index.

[Step S33] The Bloom filter processing unit 131a selects
the highest node 1n the hierarchical Bloom filter 118 as the
processing target based on the Bloom filter data 116.

[Step S34] The Bloom filter processing unit 131a speci-
fies the bit array of the node selected 1n step S33 or step S40
executed immediately before. After step S40, since a plu-
rality of nodes are selected, the bit arrays corresponding to
the respective nodes are specified. The Bloom filter process-
ing unit 131a specifies the Bloom filter corresponding to the
index specified 1 step S32 from the bit arrays specified. At
this time, the range of the bit array of the Bloom filter 1n the
storage unit 110 1s specified based on the filter management
table 116a.

[Step S35] The Bloom filter processing unit 131a speci-
fies the bit number to be compared for each Bloom filter
specified 1n step S34. For example, the Bloom filter pro-
cessing umt 131a conducts calculations using k types of
hash functions on the hash key calculated in step S31 to
calculate k hash values. The Bloom filter processing unit
131a divides each of the calculated k hash values by the
number of bits of the Bloom filter for each Bloom filter and
specifies k remainders obtained by the division as the bit
numbers to be compared.

[Step S36] The Bloom filter processing unit 131a deter-
mines the presence or absence of the hash key calculated in
step S31 by using each Bloom filter specified in step S34.
For example, in the case where the corresponding Bloom
filter 1s not present in the bit array of the selected node, it 1s
determined that hash keys having the same value are not
present 1n the search table below the Bloom filter. In the case
where the corresponding Bloom filter 1s present, when all the
bit values of the respective bit numbers specified 1n step S35
are “17, 1t 1s determined that hash keys having the same
value are present in the search table below the Bloom filter.
In the case where the corresponding Bloom filter 1s present,
when even one of the bit values of the respective bit numbers
specified 1n step S35 15 “07, 1t 15 determined that hash keys
having the same value are not present in the search table
below the Bloom filter.

[Step S37] In the case where 1t 1s determined that hash
keys are present based on any one of the Bloom filters 1n the
determination on the presence or absence in step S36, the
Bloom filter processing unit 131a moves the processing to
step S38. On the other hand, in the case where 1t 1s
determined that hash keys are not present 1n the determina-
tion on the presence or absence by using any of the Bloom
filters 1n step S36, the Bloom filter processing unit 131a ends
the duplication determination processing and moves the
processing to step S14 in FIG. 17. In the latter case, 1t 1s
determined that the chunk having the same value as the
chunk selected 1n step S12 has not been stored (not dupli-
cated).

[Step S38] The Bloom filter processing unit 131a deter-
mines whether the node to be the current processing target
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1s a node 1n the lowest level 1n the hierarchical Bloom filter
118. The Bloom filter processing unit 131a moves the
processing to step S39 in the case where the node 1s a node
in the lowest level, and moves the processing to step S40 1n
the case where the node 1s not.

[Step S39] The binary tree search processing umt 1315
specifies the search table associated with the Bloom filter 1n
which 1t 1s determined that a hash key 1s present 1n step S36.
From hash keys that match the classification condition
which the hash key calculated 1n step S31 matches as search
targets among the hash keys registered in the specified
search table, the binary tree search processing unit 1315
searches for a hash key having the same value as the
calculated hash key through binary tree search. Specifically,
for example, in the processing up to step S38, the search
range 1s narrowed to the range of the specified search table
by the processing using the hierarchical Bloom filter 118,
and 1n step S39, the search i1s conducted on the narrowed
search range through the binary tree search.

In the case where a hash key having the same value as the
calculated hash key 1s specified by the search in step S39, the
chunk number of the chunk corresponding to the specified
hash key 1s outputted, and 1t 1s determined that the chunk
having the same value as the chunk selected 1n step S12 has
been stored (duplicated). On the other hand, 1n the case
where a hash key having the same value as the calculated
hash key 1s not specified, 1t 1s determined that the chunk
having the same value as the chunk selected 1n step S12 has
not been stored (not duplicated). Upon completion of step
S39, the deduplication processing 1s ended and the process-
ing proceeds to step S14 in FIG. 17.

[Step S40] The Bloom filter processing unit 131a selects
all the nodes placed below the node to which the Bloom
filter 1n which it 1s determined that a hash key 1s present 1n
step S36 belongs as processing targets and moves the
processing to step S34.

FIG. 20 1s an example of a flowchart illustrating a
procedure of update processing for a Bloom filter. The
processing of FIG. 20 corresponds to the processing of step
S28 m FIG. 18.

[Step S41] The chunk management unit 132 specifies a
search table in which the hash key calculated 1n step S31 1n
FIG. 19 1s to be registered, and registers the hash key 1n the
specified search table.

[Step S42] The chunk management unit 132 selects a node
associated with the search table 1n which the hash key has
been registered as the processing target from the nodes in the
lowest level 1n the hierarchical Bloom filter 118.

[Step S43] The chunk management unit 132 specifies the
bit array of the node selected as the processing target in step
S42 or step S48 mmmediately before, and determines
whether the Bloom filter to be used 1s present 1n the specified
bit array. The Bloom filter to be used 1s a Bloom filter
corresponding to the index specified from the hash key
registered 1n the search table. The presence or absence of the
Bloom filter to be used 1s determined from whether the filter
address corresponding to the index has been registered 1n the
record corresponding to the node to be the processing target
in the filter management table 116a. The chunk management
unit 132 moves the processing to step S43 1n the case where
the Bloom filter to be used 1s present, and moves the
processing to step S44 in the case where the Bloom filter 1s
not present.

[Step S44] The chunk management unit 132 reregisters
the Bloom f{ilter to be used. In this processing, the bit array
indicating the Bloom filter 1s stored in the storage unit 110,
and the start address of the storage area of the bit array 1s
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registered 1n the corresponding item of the filter manage-
ment table 116a. The bit value of each bit of the reregistered
Bloom filter 1s set to the initial value “0”.

[Step S45] The chunk management unit 132 specifies the
bit number of the bit to be set to “1” among the bits of the
Bloom filter to be used. In this processing, calculations using
k types of hash functions are conducted on the hash key
registered 1n the search table to calculate k hash values. Each
of the k hash values calculated 1s divided by the number of
bits of the Bloom filter to be used, and k remainders obtained
by the division are specified as bit numbers to be set to <17,

[Step S46] The chunk management unit 132 sets the value
of the specified bit number to “1” among the bits of the
Bloom filter to be used.

[Step S47] The chunk management unit 132 determines

whether the node to be the current processing target 1s a node
in the highest level 1n the hierarchical Bloom filter 118. The

chunk management umt 132 moves the processing to step
S48 in the case where the node 1s not a node 1n the highest
level, and ends the update processing for the Bloom filter
and moves the processing to step S17 1n FIG. 17 1n the case
where the node 1s a node 1n the highest level.

[Step S48] The chunk management unit 132 selects a node
in the level higher than the node to which the Bloom filter
to be used belongs as the processing target. Thereafter, the
processing proceeds to step S43.

FIG. 21 1s an example of a flowchart illustrating a
procedure of file deletion processing.

[Step S51] The file input/output unit 120 receives a file
deletion request from the NAS client 210. The chunk
management unit 132 of the deduplication processing unit
130 identifies the file number of a file for which the delete
request 1s made by using the directory table 111.

[Step S52] The chunk management unit 132 identifies the
record 1n which the file number i1dentified 1 step S51 1s
registered from the chunk map table 112, and selects one
identified record. In this manner, one chunk generated from
the file for which the delete request 1s made 1s selected.

[Step S53] The chunk management unit 132 acquires the
chunk number from the record selected in Step S32. The
chunk management unit 132 decrements the number of
references associated with the acquired chunk number by
“1” 1n the chunk management table 113.

[Step S54] The chunk management unit 132 determines
whether or not the decremented number of references 1s “07.
The duplication determination unit 131 moves the process-
ing to Step S55 when the number of references 1s “0”, and
moves processing to Step S60 when the number of refer-
ences 1s not “0” (“1” or more).

[Step S55] In this case, the chunk selected i Step S52 1s
invalid. The chunk management unit 132 identifies the
object number associated with the chunk number acquired 1n
Step S53, from the chunk management table 113. The chunk
management unit 132 refers to the object management table
115, adds “1” to the number of invalid chunks associated
with the 1dentified object number, and subtracts “1”” from the
number of valid chunks associated with the concerned object
number.

[Step S56] The chunk management unit 132 determines
whether or not the number of valid chunks registered 1n the
concerned record 1n the object management table 115 has
become “0” as a result of the subtraction from the number
of valid chunks 1n Step S55. The chunk management unit
132 moves the processing to Step S57 when the number of
valid chunks 1s “0”, and moves the processing to Step S38
when the number of valid chunks 1s not “0” (*1” or more).
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[Step S57] In this case, all chunks 1n the object to which
the chunk selected 1n Step S52 are invalid. For this reason,
this object 1s unnecessary. Thus, the chunk management unit
132 requests the cloud communication unit 140 to delete this
object. The cloud communication umt 140 requests the
cloud storage 240 to delete the object according to the
DELETE command. Thus, the object 1s deleted from the
cloud storage 240.

The chunk management unit 132 specifies the search table

in which the hash key based on each chunk 1n the deleted

object 1s registered. The chunk management unit 132 deletes
the hash key based on each chunk in the deleted object from
the specified search table. From the search table, the record
containing the concerned hash key 1s deleted.

[Step S58] The chunk management unit 132 specifies the

search table i which the chunk number of the chunk
selected 1n step S52 1s registered. From the chunk numbers
registered 1n the specified search table, the chunk manage-
ment unit 132 specifies all the objects to which the chunks
corresponding to these chunk numbers belong. In this way,
an object group that contains the objects in which mvalid
chunks have occurred and 1s associated with the same search
table 1s specified.

The chunk management unit 132 refers to the object
management table 1135 and calculates the ratio of the number
of mnvalid chunks to the number of all the chunks (the sum
of the number of valid chunks and the number of mnvalid
chunks) contained in the specified object group. The chunk
management unit 132 moves the processing to step S39 in
the case where the ratio of the number of invalid chunks
exceeds a predetermined threshold, and moves the process-
ing to step S60 1n the case where the ratio 1s less than or
equal to the threshold.

[Step S59] In the case where the ratio of the number of
invalid chunks exceeds the threshold in step S58, 1t is
determined that the data deletion effect by the defragmen-
tation 1s high 1n the object group to which the chunk selected
in step S52 belongs. In this case, the chunk management unit
132 sets this object group to a defragmentation target.

Although 1n the present embodiment, as illustrated 1n
steps S58 and S59, the desirability of defragmentation 1s
determined with an object group corresponding to one
search table being used as a unit, the unit for determining the
desirability of defragmentation 1s not limited to this
example. For example, the desirability of defragmentation
may be determined based on units of object. In this case,
when the determination 1s “No” 1n step S56, the concerned
object 1s set as the defragmentation target. For example, the
desirability of defragmentation may be determined with a set
of chunks whose chunk keys match the same classification
condition as the classification condition which the chunk key
based on the chunk selected 1n step S52 matches being as a
umt among chunks contained in the object group corre-
sponding to the search table.

[Step S60] The chunk management unit 132 determines
whether or not chunks corresponding to all records 1dentified
in Step S52 (for example, all chunks generated from a file for
which the delete request 1s made) have been processed. The
chunk management unit 132 moves the processing to Step
S52 when any unprocessed chunk 1s present, selects one
unprocessed chunk and continues the processing. On the
other hand, the chunk management unit 132 notifies the file
input/output unit 120 of the completion of file deletion when
all chunks have been processed. The notified file mput/
output unit 120 transmits response information indicating
the completion of file deletion to the NAS client 210.
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FIGS. 22 and 23 are an example of flowcharts 1llustrating
a procedure of the defragmentation processing.

[Step S61] The defragmentation processing unit 133 of
the deduplication processing umt 130 selects one object
group set to be the defragmentation target in step S59 1n FIG.
21. The defragmentation processing unit 133 requests the
cloud communication unit 140 to acquire all objects belong-
ing to the selected object group. The cloud communication
unit 140 downloads all of the concerned objects from the
cloud storage 240 according to the GET command and
passes the objects to the defragmentation processing unit
133.

In step S61, only an object having the ratio of the number
of 1nvalid chunks to all the chunks i1n the object exceeding
a predetermined value among the objects contained 1n the
object group may be downloaded.

[Step S62] The defragmentation processing unit 133, for
cach acquired object, combines only valid chunks contained
in the object to reconstruct an object. The defragmentation
processing unit 133 requests the cloud communication unit
140 to upload each reconstructed object. The cloud com-
munication unit 140 uploads each object to the cloud storage
240 according to the PUT command. In fact, after the
original object downloaded 1 Step S61 i1s deleted, the
reconstructed object 1s uploaded.

[Step S63] The defragmentation processing unit 133
resets the number of invalid chunks registered 1n the record
corresponding to each object acquired 1n Step S61 among
the records 1n the object management table 1135 to “0”.

[Step S64] The defragmentation processing unit 133
selects the search table 1n which the hash key based on the
chunk 1n each object acquired in step S61 1s registered, as the
processing target from this time. The defragmentation pro-
cessing unit 133 deletes the record 1n which the hash key
based on the invalid chunk (the hash key based on the chunk
removed from the object in step S62) 1s registered from the
specified search table.

The description continues below by using FIG. 23. In the
processing 1llustrated in FIG. 23, bit reduction processing on
the Bloom filter corresponding to the search table selected in
step S64 1s executed.

[Step S71] The defragmentation processing unit 133
selects one 1ndex.

[Step S72] The defragmentation processing unit 133
determines whether the hash key classified by the selected
index 1s present in the search table to be the processing
target. For example, 1n the case where the index “0x00” has
been selected, the presence or absence of the hash key in
which the start 1 byte 1s “0x00” 1s determined. The defrag-
mentation processing unit 133 moves the processing to step
S78 1n the case where even one corresponding hash key 1s
present, and moves the processing to step S73 1n the case
where there 1s no such hash key.

[Step S73] The defragmentation processing unit 133
selects a node associated with the search table to be the
processing target among the nodes in the lowest level of the
hierarchical Bloom filter 118. The defragmentation process-
ing unit 133 specifies the Bloom filter corresponding to the
index specified 1 step S71 from the bit array of the selected
node.

[Step S74] The defragmentation processing unit 133
deletes the Bloom filter specified in step S73 or step S77
immediately before. Specifically, for example, the defrag-
mentation processing unit 133 deletes the filter address of
the corresponding Bloom filter from the filter management
table 116a to release the storage area of the Bloom filter in
the storage unit 110.
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[Step S75] The defragmentation processing unit 133
determines whether the node to which the Bloom filter
specified 1n step S73 or step S77 immediately before belongs
1s the node 1n the highest level of the hierarchical Bloom
filter 118. The defragmentation processing unit 133 moves
the processing to step S78 1n the case where the node 1s the
node 1n the highest level, and moves the processing to step
S76 1n the case where the node 1s not.

[Step S76] The defragmentation processing unit 133
selects the other nodes 1n the same level as the node to which
the Bloom filter specified 1n step S73 or step S77 immedi-
ately before belongs. The defragmentation processing unit
133 determines whether the Bloom filter corresponding to
the index specified 1n step S71 1s present in the bit arrays of
the selected other nodes. In this determination, in the case
where an address 1s registered 1n the 1tem of filter address
corresponding to the corresponding Bloom filter 1n the filter
management table 1164, 1t 1s determined that the Bloom
filter 1s present. On the other hand, an address is not
registered 1n this item (NULL 1s registered), 1t 1s determined
that the Bloom filter 1s not present.

In the case where the Bloom filter 1s not present 1n the bit
arrays of all the other nodes, the defragmentation processing
unit 133 moves the processing to step S77. In this case, it 1s
determined that the Bloom filter of the same index in the
node 1n the level higher than these nodes may be deleted. On
the other hand, in the case where the corresponding Bloom
filter 1s present 1n the bit array of at least one of the other
nodes, the defragmentation processing unit 133 determines
that the Bloom filter 1in the node in the higher level i1s not
allowed to be deleted, and moves the processing to step S78.

[Step S77] The defragmentation processing unit 133
selects a node 1n the level higher than the node in which the
Bloom filter has been deleted in step S74. The defragmen-
tation processing unit 133 specifies the Bloom filter corre-
sponding to the index selected 1n step S71 from the bit array
of the selected node 1n the higher level. Thereafter, the
processing proceeds to step S74, and the specified Bloom
filter 1s deleted.

[Step S78] The defragmentation processing unit 133
determines whether all the indices have been processed. The
defragmentation processing unit 133 moves the processing
to step S71 1n the case where any unprocessed indices are
present, and selects one of the unprocessed indices and
continues the processing. Meanwhile, the defragmentation
processing unit 133 ends the defragmentation processing in
the case where all the indices have been processed.

Next, a modification 1n which part of the processing of the
cloud storage gateway 100 according to the second embodi-
ment 1s modified 1s described.

<First Modification>

In the above-described second embodiment, the storage
location address in the storage unit 110 1s managed for each
Bloom filter in the bit array of each node by using the filter
management table 116a illustrated in FIG. 11. For this
reason, the deduplication processing unit 130 1s allowed to
access the Bloom filter corresponding to a desired 1index 1n
a desired node by reading the filter address and the filter size
from the filter management table 116a. However, as another
method, it 1s possible to store the bit arrays of the respective
nodes 1n continuous storage areas, and to access a desired
Bloom filter 1n accordance with the amount of offset from
the start address of the bit array. FIG. 24 illustrates a filter
management table 1n this case below.

FIG. 24 1s a diagram 1illustrating a configuration example
of a filter management table 1n a first modification. The filter
management table 116a1 illustrated in FIG. 24 1s diflerent
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from the filter management table 116 in FIG. 11 that the
filter management table 11641 holds the start address of a bit
array in the item of filter address instead of holding the
address of a Bloom filter of each index.

The filter management table 1164l holds a bitmap in each
record. The bitmap contains bits corresponding to each
index, and the value of each bit indicates whether or not a
Bloom filter corresponding to the index 1s present. As an
example here, in the case where a Bloom filter 1s present, a
bit value “1” 1s set, while 1n the case where a Bloom filter
1s not present (or deleted), a bit value “O” 1s set. Hence, 1n
the mitial state, each bit value of the bitmap 1s set to “1”.

In the case where this filter management table 116al 1s
used, the deduplication processing unit 130 1s allowed to
specily a record corresponding to a node, and to access a
desired Bloom filter based on the filter address, the filter
s1ze, and the bitmap 1n the record. For example, 1n the case
of accessing a Bloom filter of index “0Ox03” in the state
where no Bloom filters 1n a bit array have been deleted, the
deduplication processing unit 130 1s allowed to specity, as
the start address of the Bloom filter, the position of oflset 3
times the filter size from the start address registered 1n the
item of filter address.

In the case where a Bloom filter 1n the bt array 1s deleted
in step S74 1n FIG. 23, the remaining bit arrays are combined
and re-stored in another storage area in the storage unit 110,
and along with this, the filter addresses 1n the filter man-
agement table 11641 are also updated. In the bitmap, the bit
value corresponding to the index of the deleted Bloom filter
1s updated to “0”.

For example, in the case of accessing the Bloom filter of
index “0x03” 1n the state where the Bloom filter of index
“Ox01” 1n the bit array has been deleted, the deduplication
processing unit 130 recognizes that the Bloom filter of index
“Ox1” has been deleted from the corresponding bitmap. The
deduplication processing unit 130 1s allowed to specily, as
the start address of the Bloom filter, the position of oflset 2
times the filter size from the start address registered 1n the
item of {filter address.

The bitmap may be used to determine whether a Bloom
filter of the same 1ndex as that of the deleted Bloom filter 1s
present 1n another bit array 1n the same level 1n step S76 1n
FIG. 23. Specifically, for example, in the case where the bit
value corresponding to the index 1s “1” 1n the bitmap, 1t 1s
determined that the Bloom filter 1s present, while in the case
where the bit value 1s “0”, 1t 1s determined that the Bloom
filter 1s not present (has been deleted).

In the above-described first modification, 1t 1s possible to
reduce the data size of management data (filter management
table) for managing the storage position of each Bloom filter
and enhance the use efliciency of the storage area of the
storage unmit 110 as compared with the second embodiment.
On the other hand, since when a Bloom filter 1s deleted, the
remaining bit arrays are collected and re-stored in another
storage area, the processing load at the time of deleting a
Bloom filter 1s higher than that 1n the second embodiment.

<Second Modification>

The configuration of the hierarchical Bloom filter 118
may be modified as in FIG. 25 described below.

FIG. 25 1s a diagram 1llustrating an internal configuration

example of a hierarchical Bloom filter 1n the second modi-
fication. The hierarchical Bloom filter 118a illustrated in
FIG. 25 has a configuration different from that of the
hierarchical Bloom filter 118 illustrated in FIG. 10 1n that bit
arrays BA3-1-1, BA3-1-2, BA3-2-1, and BA3-2-2 of nodes
in the lowest level are each used integrated Bloom filters.
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In the configuration of FIG. 25, each bit value of the bit
arrays of the node 1n the lowest level 1s set by using all hash
keys registered in the corresponding search table. For
example, the bit values of the bit array BA3-1-1 are set by
conducting calculations using k types of hash functions and
all the hash keys registered in the search table TB1-1. On the
other hand, the bit arrays of nodes 1n the second level and
higher are each used as Bloom filters divided for indices as
in the case of the second embodiment.

In the configuration of FIG. 25, 1n the case where a hash
key has been deleted from a certain search table, a Bloom
filter of the corresponding node in the lowest level 1s
regenerated. For example, 1n the case where a certain
number of hash keys have been deleted from the search table
TB1-1, the number of bits 1s reduced from the corresponding
bit array BA3-1-1 1n accordance with the number of deleted
hash keys, and all the bit values are reset to “0”. The setting
of bit values for the bit array BA3-1-1 after the reduction of
the number of bits 1s conducted again by using all the hash
keys remaining in the search table TB1-1.

However, 1n this method, when 1t 1s determined whether
Bloom filters may be reduced for the second node from the
lowest level, the deduplication processing unit 130 1s not
allowed to check whether the Bloom filter 1s present 1n each
node in the lowest level. In view of this, in the second
modification, the bitmap illustrated in FIG. 24 1s registered
in at least the record corresponding to each node in the
lowest level among the records in the filter management
table. In the case where all the hash keys corresponding to
a certain idex 1n the search table corresponding to one of
the nodes in the lowest level, the deduplication processing
unit 130 updates the values of bits corresponding to the
index to “0” among the bits in the bitmap corresponding to
the node. In this way, the deduplication processing unit 130
1s allowed to determine whether the Bloom filter of the
above-described index in another bit array in the lowest
level based on the bitmap 1n step S76 1n FIG. 23.

In the second embodiment, the rate of reduction of the
number of bits for bit arrays of the nodes 1n the lowest level
changes depending on the number of indices and the number
of hash keys for the same index to be stored in the search
table. On the other hand, in the second modification, the
number of bits for the bit arrays of the nodes 1n the lowest
level may be reduced 1n accordance with a reduction 1n the
number of hash keys 1n the search table regardless of the
indices. For this reason, according to the second modifica-
tion, the possibility of improving the space etliciency of
Bloom filters 1s increased as compared with the second
embodiment.

The processing functions of the apparatuses (for example,
the data processing apparatus 10 and the cloud storage
gateway 100) illustrated 1n the above embodiments may be
implemented by a computer. In such a case, there 1s provided
a program describing processing contents of functions to be
included 1n each apparatus, and the computer executes the
program to implement the aforementioned processing func-
tions 1n the computer. The program describing the process-
ing contents may be recorded on a computer-readable
recording medium. The computer-readable recording
medium mcludes a magnetic storage device, an optical disc,
a magneto-optical recording medium, a semiconductor
memory, and the like. The magnetic storage device includes
a hard disk drive (HDD), a magnetic tape, and the like. The
optical disc includes a compact disc (CD), a digital versatile
disc (DVD), a Blu-ray disc (BD, registered trademark), and
the like. The magneto-optical recording medium includes a
magneto-optical (MO) disk and the like.
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In order to distribute the program, for example, portable
recording media, such as DVDs and CDs, on which the
program 1s recorded are sold. The program may also be
stored 1n a storage device of a server computer and be
transierred from the server computer to other computers via
a network.

The computer that executes the program, for example,
stores the program recorded on the portable recording
medium or the program transierred from the server com-
puter 1n 1ts own storage device. The computer then reads the
program from 1ts own storage device and performs process-
ing according to the program. The computer may also
directly read the program from the portable recording
medium and perform processing according to the program.
The computer may also sequentially perform processes
according to the received program each time the program 1s
transierred from the server computer coupled to the com-
puter via the network.

All examples and conditional language provided herein
are intended for the pedagogical purposes of aiding the
reader 1n understanding the invention and the concepts
contributed by the imventor to further the art, and are not to
be construed as limitations to such specifically recited
examples and conditions, nor does the organization of such
examples 1n the specification relate to a showing of the
superiority and inferiority of the invention. Although one or
more embodiments of the present invention have been
described 1n detail, 1t should be understood that the various
changes, substitutions, and alterations could be made hereto
without departing from the spirit and scope of the invention.

What 1s claimed 1s:

1. A data processing apparatus, comprising:

a memory configured to store a first bit array including a
first Bloom filter and a second Bloom filter, the first
Bloom filter associated with a first data subset contain-
ing a data element that matches a first classification
condition among data elements contained 1n a first data
set, the second Bloom filter associated with a second
data subset containing a data element that matches a
second classification condition among the data ele-
ments contained 1n the first data set, the first classifi-
cation condition being different from the second clas-
sification condition; and

a processor coupled to the memory and configured to:

when a {irst data element to be a search target 1s inputted,
determine whether the same data element as the first
data element 1s present in the first data subset by using
the first Bloom filter in a case where the first data
element matches the first classification condition,

determine whether the same data element as the first data
clement 1s present in the second data subset by using
the second Bloom filter in a case where the first data
element matches the second classification condition,

when all the data elements contained in the first data
subset are deleted, delete the first Bloom filter from the
first bit array,

when all data elements are deleted 1n the first data subset
contained 1n the first data set associated with one bit
array of the plurality of first bit arrays, delete the first
Bloom filter from the one bit array,

determine whether the first Bloom filters have been
deleted 1n all the other bit arrays other than the one bit
array among the plurality of first bit arrays,

when the first Bloom filters have been deleted in all the
other bit arrays, delete the third Bloom filter from the
second bit array, and
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when the first data element 1s inputted and the first data
element matches the first classification condition, deter-
mine that the first data element 1s not present 1n the first
data set 1n a case where the first Bloom filter has been
deleted,

the memory stores a plurality of the first bit arrays and

stores a second bit array containing a third Bloom filter
and a fourth Bloom filter,

the plurality of first bit arrays are associated with 1ndi-

vidual ones of the first data set,
the first Bloom filter contained in each of the plurality of
first bit arrays 1s used to determine whether a data
clement to be a search target 1s contained in the first
data subset contained 1n the corresponding first data set,

the second Bloom filter contained 1n each of the plurality
of first bit arrays 1s used to determine whether the data
clement to be the search target 1s contained in the
second data subset contained 1n the corresponding first
data set,

the third Bloom filter 1s used to determine whether the

data element to be the search target is contained in the
first data subset contained 1n the first data set associated
with each of the plurality of first bit arrays, and

the fourth Bloom filter 1s used to determine whether the

data element to be the search target 1s contained in the
second data subset contained in the first data set asso-
ciated with each of the plurality of first bit arrays.

2. The data processing apparatus according to claim 1,
wherein the processor 1s further configured to:

when the first data element 1s inputted, determine whether

the same data element as the first data element 1s
present 1n the first data subset contained in the first data
set associated with each of the plurality of first bit
arrays by using the third Bloom filter in a case where
the first data element matches the first classification
condition, and

when the same data element 1s determined to be present,

determine 1 which of the first data sets associated with
cach of the plurality of first bit arrays has the same data
clement as the first data element by using the first
Bloom filter contained in each of the plurality of first bit
arrays.

3. The data processing apparatus according to claim 1,
wherein the first classification condition and the second
classification condition are conditions based on a value or
attribute of a data element.

4. The data processing apparatus according to claim 1,
wherein

the first classification condition indicates that a bit value

at a specific position 1n a data element 1s a first value,
and

the second classification condition indicates the bit value

1s a second value.

5. A non-transitory computer-readable storage medium
storing a program that causes a processor included in a data
processing apparatus to execute a process, the process
comprising:

when a first data element to be a search target 1s inputted,

executing determination processing by referring to a
memory that stores a first bit array containing a first
Bloom filter associated with a first data subset contain-
ing a data element that matches a first classification
condition among data elements contained 1n a first data
set and a second Bloom filter associated with a second
data subset containing a data element that matches a
second classification condition among the data ele-
ments contained 1n the first data set, the first classifi-
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cation condition being different from the second clas-
sification condition, the determination processing
including determining whether the same data element
as the first data element 1s present 1n the first data subset
by using the first Bloom filter 1n a case where the first
data element matches the first classification condition
and determining whether the same data element as the
first data element 1s present in the second data subset by
using the second Bloom filter 1n a case where the first
data element matches the second classification condi-
tion; and
when all the data elements contained in the first data
subset are deleted, deleting the first Bloom filter from
the first bit array, the deleting includes:
when all data elements are deleted 1n the first data
subset contained 1n the first data set associated with
one bit array of the plurality of first bit arrays,
deleting the first Bloom filter from the one bit array,
and
determining whether the first Bloom filters have been
deleted 1n all the other bit arrays other than the one
bit array among the plurality of first bit arrays, and
when the first Bloom filters have been deleted 1n all the
other bit arrays, deleting the third Bloom filter from
the second bit array, and
in the determination processing, when the first data ele-
ment 1s mputted and the first data element matches the
first classification condition, the first data element 1is
determined to be not present 1n the first data set 1n a
case where the first Bloom filter has been deleted,
the memory stores a plurality of the first bit arrays and
stores a second bit array containing a third Bloom filter
and a fourth Bloom filter,
the plurality of first bit arrays are associated with indi-
vidual ones of the first data set,
the first Bloom filter contained 1n each of the plurality of
first bit arrays 1s used to determine whether a data
clement to be a search target 1s contained in the first
data subset contained in the corresponding first data set,
the second Bloom filter contained in each of the plurality
of first bit arrays 1s used to determine whether the data
clement to be the search target i1s contained in the
second data subset contained 1n the corresponding first

data set,

the third Bloom filter 1s used to determine whether the
data element to be the search target is contained in the
first data subset contained 1n the first data set associated
with each of the plurality of first bit arrays,

the fourth Bloom filter 1s used to determine whether the

data element to be the search target is contained in the
second data subset contained 1n the first data set asso-
ciated with each of the plurality of first bit arrays.

6. The non-transitory computer-readable storage medium
according to claim 3, wherein the determination processing
includes:

when the first data element 1s inputted, determining

whether the same data element as the first data element
1s present 1n the first data subset contained in the first
data set associated with each of the plurality of first bat
arrays by using the third Bloom filter in a case where
the first data element matches the first classification
condition, and

when the same data element 1s determined to be present,

determining which of the first data sets associated with
cach of the plurality of first bit arrays has the same data

5

10

15

20

25

30

35

40

45

50

55

60

65

34

clement as the first data element by using the first
Bloom filter contained 1n each of the plurality of first bat
arrays.

7. The non-transitory computer-readable storage medium
according to claim 5, wherein the first classification condi-
tion and the second classification condition are conditions
based on a value or attribute of a data element.

8. The non-transitory computer-readable storage medium
according to claim 5, wherein

the first classification condition indicates that a bit value

at a specific position 1n a data element 1s a first value,
and

the second classification condition indicates the bit value

1s a second value.
9. A data processing method, comprising:
storing a first bit array including a first bloom filter and a
second bloom f{ilter, the first Bloom filter associating,
with a first data subset containing a data element that
matches a {first classification condition among data
elements contained 1n a first data set, the second Bloom
filter associating with a second data subset containing
a data element that matches a second classification
condition among the data elements contained in the first
data set, the first classification condition being different
from the second classification condition;
recetving a lirst data element to be a search target;
determiming whether the same data element as the first
data element 1s present 1n the first data subset by using
the first Bloom f{ilter in a case where the {first data
element matches the first classification condition;

determining whether the same data element as the first
data element 1s present in the second data subset by
using the second Bloom filter 1n a case where the first
data element matches the second classification condi-
tion; and
when all the data elements contained i1n the first data
subset are deleted, deleting the first Bloom filter from
the first bit array, the deleting includes:
when all data elements are deleted 1n the first data
subset contained 1n the first data set associated with
one bit array of the plurality of first bit arrays,
deleting the first Bloom filter from the one bit array,
and
determining whether the first Bloom filters have been
deleted 1n all the other bit arrays other than the one
bit array among the plurality of first bit arrays, and
when the first Bloom filters have been deleted 1n all the
other bit arrays, deleting the third Bloom filter {from
the second bit array, and
in the determining, when the first data element 1s received
and the first data element matches the first classification
condition, the first data element 1s determined to be not
present 1n the first data set 1n a case where the first
Bloom filter has been deleted,

the storing includes storing a plurality of first bit arrays
including the first bit arrays and stores a second bit
array containing a third Bloom filter and a fourth
Bloom filter,

the plurality of first bit arrays are associated with 1ndi-

vidual ones of the first data set,

the first Bloom filter contained in each of the plurality of

first bit arrays 1s used to determine whether a data
clement to be a search target 1s contained 1n the first
data subset contained in the corresponding first data set,
the second Bloom filter contained 1in each of the plurality
of first bit arrays 1s used to determine whether the data
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clement to be the search target is contained in the
second data subset contained 1n the corresponding first
data set,

the third Bloom filter 1s used to determine whether the
data element to be the search target is contained in the 5
first data subset contained 1n the first data set associated
with each of the plurality of first bit arrays,

the fourth Bloom filter 1s used to determine whether the
data element to be the search target 1s contained in the
second data subset contained 1n the first data set asso- 10
ciated with each of the plurality of first bit arrays.
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