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LEVERAGING LANGUAGE MODELS FOR
GENERATING COMMONSENSE
EXPLANATIONS

RELATED APPLICATIONS

This application claims priority to U.S. Provisional Patent
Application No. 62/813,697, filed Mar. 4, 2019, which 1s
incorporated by reference herein 1n 1ts entirety.

COPYRIGHT NOTICE

A portion of the disclosure of this patent document
contains material which 1s subject to copyright protection.
The copyright owner has no objection to the facsimile
reproduction by anyone of the patent document or the patent
disclosure, as 1t appears 1in the Patent and Trademark Oflice
patent file or records, but otherwise reserves all copyright
rights whatsoever.

TECHNICAL FIELD

The present disclosure relates generally to natural lan-
guage processing and more specifically to leveraging lan-
guage models for generating commonsense explanations of
reasoning or rationalization.

BACKGROUND

Artificial intelligence, implemented with neural networks
and deep learning models, has demonstrated great promise
as a techmque for automatically analyzing real-world infor-
mation with human-like accuracy. However, artificial intel-
ligence or deep learning models often cannot explain the
reasoning behind, or rationalization for, their predictions or
to what extent that reasoning or rationalization 1s based on
commonsense knowledge. This makes 1t difficult for humans
to understand and trust such models.

Accordingly, 1t would be advantageous to have systems
and methods that provide, implement, or improve common-
sense reasoning or rationalization in artificial intelligence or
deep learning models, and furthermore, generate or provide
explanations for that reasoning or rationalization.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a simplified diagram of a computing device
according to some embodiments.

FIG. 2 illustrates examples of questions, answers, and
human generated explanations that may be included in a
Common Sense Explanations (CoS-E) dataset, according to
some embodiments.

FIG. 3 1llustrates an example distribution of explanations
collected 1n the CoS-E dataset, according to some embodi-
ments.

FIG. 4 illustrates an example time-step of training a
Commonsense Auto-Generated Explanations (CAGE) lan-
guage model to generate explanations from CoS-E dataset,
according to some embodiments.

FIG. 5 1s a simplified diagram of a language module or
model, according to some embodiments.

FI1G. 6 illustrates an example time-step of a classification
model or module to generate a prediction, according to some
embodiments.

FI1G. 7 1s a simplified diagram of a classification model or
module, according to some embodiments.
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FIG. 8 1s a simplified diagram illustrating a system of
generating common sense explanations for reasoming by an
artificial intelligence or deep learning model, according to
some embodiments.

FIG. 9 1s a simplified diagram of a method of generating,
common sense explanations for reasoning by an artificial
intelligence or deep learning model, according to some
embodiments.

FIG. 10 1s a simplified diagram 1llustrating a system of
generating common sense explanations for rationalization
by an artificial intelligence or deep learning model, accord-
ing to some embodiments.

FIG. 11 15 a simplified diagram of a method of generating,
common sense explanations for rationalization by an artifi-
cial intelligence or deep learning model, according to some
embodiments.

FIG. 12 1illustrates a table showing a collection of
examples from CommonsenseQA, CoS-E, and CAGE
samples for reasoning and rationalization, according to some
embodiments.

FIG. 13 illustrates a table showing a comparison of
results.

In the figures, elements having the same designations
have the same or similar functions.

DETAILED DESCRIPTION

This description and the accompanying drawings that
illustrate aspects, embodiments, implementations, or appli-
cations should not be taken as limiting—the claims define
the protected mvention. Various mechanical, compositional,
structural, electrical, and operational changes may be made
without departing from the spirit and scope of this descrip-
tion and the claims. In some instances, well-known circuits,
structures, or techniques have not been shown or described
in detail as these are known to one skilled 1n the art. Like
numbers 1n two or more figures represent the same or similar
clements.

In this description, specific details are set forth describing
some embodiments consistent with the present disclosure.
Numerous specific details are set forth 1n order to provide a
thorough understanding of the embodiments. It will be
apparent, however, to one skilled in the art that some
embodiments may be practiced without some or all of these
specific details. The specific embodiments disclosed herein
are meant to be illustrative but not limiting. One skilled 1n
the art may realize other elements that, although not spe-
cifically described here, are within the scope and the spirit
of this disclosure. In addition, to avoid unnecessary repeti-
tion, one or more features shown and described 1n associa-
tion with one embodiment may be incorporated into other
embodiments unless specifically described otherwise or if
the one or more features would make an embodiment
non-functional.

Overview

Artificial intelligence, implemented with neural networks
and deep learning models, has demonstrated great promise
as a techmque for automatically analyzing real-world infor-
mation with human-like accuracy. In general, such neural
network and deep learning models receive input information
and make predictions based on the input information. How-
ever, these models may face challenges with applying com-
monsense reasoning or rationalization to develop or explain
their predictions. Commonsense reasoning or rationalization
1s a challenging task for modern machine learming methods.



US 11,366,969 B2

3

Artificial intelligence or deep learning models often cannot
explain the reasoning or rationalization (commonsense or

otherwise) behind their predictions, which makes 1t diflicult
for humans to understand and trust such models.

Applying commonsense reasoning or rationalization, and
explaining the same, would help to make deep neural
networks more transparent to humans and build trust.

According to some embodiments, the present disclosure
provides systems and methods that leverage a pretrained
language model to generate explanations that are useful for
commonsense reasoning or rationalization. In some embodi-
ments, a Commonsense Auto-Generated FExplanations
(CAGE) 1s provided as a framework for generating expla-
nations for Common sense Question Answering (Common-
senseQQA). CommonsenseQA 1s a multiple-choice question
answering dataset proposed for developing natural language
processing (NLP) models with commonsense reasoning
capabilities, as described 1n more detail in Talmor et al.,
“COMMONSENSEQA: A Question Answering Challenge
Targeting Commensense Knowledge,” arX1v:
1811.00937v2, Nov. 2, 2018, which 1s incorporated by
reference herem. There are multiple versions of Common-
senseQA (e.g., v1.0, vl.1), any of which can be used 1n one
or more embodiments. NLP 1s one class of problems to
which neural networks may be applied. NLP can be used to
instill new neural networks with an understanding of 1ndi-
vidual words and phrases.

In some embodiments, human explanations for common-
sense reasoning are generated and built on top of, or added
to, the corpus of CommonsenseQA as Common Sense
Explanations (CoS-E). In some embodiments, CoS-E con-
tains human explanations i1n the form of both open-ended
natural language explanations as well as highlighted span
annotations that represent words selected by humans as
important for predicting the right answer

According to some embodiments, the task of common-
sense reasoning 1s broken down into two phases. In the first
phase, systems and methods of the present disclosure pro-
vides a CommonsenseQA example alongside the corre-
sponding CoS-E explanation to a language model. The
language model conditions on the question and answer
choices from the example and i1s trained to generate the
CoS-E explanation. In the second phase, systems and meth-
ods of the present disclosure use the language model to
generate explanations for each example 1n the training and
validation sets of Commonsense(QA. These Commonsense
Auto-Generated Explanations (CAGE) are provided to a
second commonsense reasoning model by concatenating 1t
to the end of the original question, answer choices, and
output of the language model. The two-phase CAGE frame-
work obtains state-oi-the-art results outperforming the best
reported baseline by 10% and also produces explanations to
justily 1ts predictions Commonsense Auto-Generated Expla-
nations (CAGE).

In summary, the present disclosure introduces a new
Common Sense Explanations (CoS-E) dataset to study neu-
ral commonsense reasomng. The present disclosure provides
a new method (CAGE) for automatically generating expla-
nations that achieve a state-of-the-art accuracy of approxi-
mately 65% on CommonsenseQA

Computing Device

FI1G. 1 1s a simplified diagram of a computing device 100
according to some embodiments. As shown i FIG. 1,
computing device 100 includes a processor 110 coupled to
memory 120. Operation of computing device 100 15 con-
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trolled by processor 110. And although computing device
100 1s shown with only one processor 110, it 1s understood
that processor 110 may be representative of one or more
central processing units, multi-core processors, micropro-
cessors, microcontrollers, digital signal processors, field
programmable gate arrays (FPGAs), application specific
integrated circuits (ASICs), graphics processing units
(GPUs) and/or the like 1n computing device 100. Computing
device 100 may be implemented as a stand-alone subsystem,
as a board added to a computing device, and/or as a virtual
machine.

Memory 120 may be used to store software executed by
computing device 100 and/or one or more data structures
used during operation of computing device 100. Memory
120 may include one or more types of machine readable
media. Some common forms of machine readable media
may 1nclude floppy disk, flexible disk, hard disk, magnetic
tape, any other magnetic medium, CD-ROM, any other
optical medium, punch cards, paper tape, any other physical
medium with patterns of holes, RAM, PROM, EPROM,
FLASH-EPROM, any other memory chip or cartridge, and/
or any other medium from which a processor or computer 1s
adapted to read.

Processor 110 and/or memory 120 may be arranged 1n any
suitable physical arrangement. In some embodiments, pro-
cessor 110 and/or memory 120 may be implemented on a
same board, 1n a same package (e.g., system-in-package), on
a same chip (e.g., system-on-chip), and/or the like. In some
embodiments, processor 110 and/or memory 120 may
include distributed, virtualized, and/or containerized com-
puting resources. Consistent with such embodiments, pro-
cessor 110 and/or memory 120 may be located in one or
more data centers and/or cloud computing facilities.

As shown, memory 120 includes a commonsense expla-
nation module 130 that may be used to implement and/or
emulate the systems and models, and/or to implement any of
the methods described further heremn. In some examples,
commonsense explanation module 130 may be used to
develop, derive, or generate predictions, applying common-
sense reasoning or rationalization, and to generate or provide
explanations of the same as described further herein. In
some examples, commonsense explanation module 130 may
also handle the iterative training and/or evaluation of a
system or model used to generate predictions, applyving
commonsense reasoning or rationalization, and to generate
or provide explanations. In some examples, memory 120
may include non-transitory, tangible, machine readable
media that includes executable code that when run by one or
more processors (e.g., processor 110) may cause the one or
more processors to perform the methods described 1n further
detail herein. In some examples, commonsense explanation
module 130 may be implemented using hardware, soitware,
and/or a combination of hardware and software.

As shown, computing device 100 receives as mput data
140 and natural language explanations text 145, which are
provided to commonsense explanation module 130. The
input data 140 may relate to any situation, scenario, prob-
lem, etc. for which it 1s desirable to apply artificial intell:-
gence, neural network, or deep learning model to analyze
and make a prediction, e.g., for question answer (QA) or
some other NLP task. In some embodiments, the natural
language explanations text 145 can include human expla-
nations for common sense reasoning, which can be Common
Sense Explanations (CoS-E). The human explanations can
be 1n the form of open-ended natural language explanations
as well as highlighted annotations in the original nput
instances. In some embodiments, the natural language expla-
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nations text 145 can include explanations that are auto-
generated. The natural language explanations text 145 can
be used for fine-tuning or traiming of commonsense expla-
nation module 130. In some embodiments, this training may
occur over one or more 1terations executed or performed by
the commonsense explanation module 130.

Commonsense explanation module 130 operates on the
input data 140 to develop, derive, or generate predictions or
results, using natural language explanations text 145 to
support or apply commonsense reasomng 1n doing so. Mod-
ule 130 may also generate or provide explanations of its
reasoning or rationalization. In some embodiments, the
commonsense explanation module 130 implements or 1ncor-
porates a language model (LM) that can generate the expla-
nations. In some embodiments, the commonsense explana-
tion module 130 implements or incorporates a commonsense
reasoning model (CSRM) or classification model that devel-
ops or generates the predictions or results based, at least 1n
part, on the explanation from the language model (LM). In
some embodiments, the commonsense explanation module
130 uses or incorporates the Generative Pre-Trained Trans-
former (GPT) language model and fine-tunes it on the
Commonsense QA traiming data by conditioning on the
question, the answer choices and the human generated
explanation. The results and explanations are provided as
output 150 from computing device 100.

In some examples, commonsense explanation module 130
may include a single- or multi-layer neural network, with
suitable pre-processing, encoding, decoding, and output
layers. Neural networks have demonstrated great promise as
a technique for automatically analyzing real-world informa-
tion with human-like accuracy. In general, neural network
models recerve mput information and make predictions
based on the input mnformation. Whereas other approaches to
analyzing real-world information may involve hard-coded
processes, statistical analysis, and/or the like, neural net-
works learn to make predictions gradually, by a process of
trial and error, using a machine learning process. A given
neural network model may be trained using a large number
of traiming examples, proceeding iteratively until the neural
network model begins to consistently make similar infer-
ences from the training examples that a human might make.
Although commonsense explanation module 130 1s depicted
as a software module, 1t may be implemented using hard-

ware, software, and/or a combination of hardware and
software.

Common Sense Explanations (CoS-E)

According to some embodiments, the language model
systems and methods of the present disclosure may utilize or
leverage human explanations of commonsense reasoning,
which can be 1n a Common Sense Explanations (CoS-E)
dataset. In some embodiments, the CoS-E dataset 1s added
to, or built on top of, the existing CommonsenseQA dataset
for use 1n the language model systems and methods of the
present disclosure. The CommonsenseQA dataset consists of
two splits, as described i Talmor et al., “COMMON-
SENSEQA: A Question Answering Challenge Targeting
Commensense Knowledge,” arXi1v:1811.00937v2, Nov. 2,
2018, which 1s 1mcorporated herein by reference. In some
embodiments, the CoS-E dataset, and the language model of
the present disclosure, use the more diflicult random split,
which 1s the main evaluation split. Each example 1n Com-
monsenseQA consists of a question, g, three answer choices,
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c0, cl, ¢2, and a labeled answer a. The CoS-E dataset adds
a human explanation e, for why a 1s the most appropriate
choice.

In some embodiments, the human explanations of com-
monsense reasoning for the CoS-E dataset may be collected,
for example, using Amazon Mechanical Turk (MTurk). As
shown 1n the examples illustrated FIG. 2, the system pres-
ents or provides human participants with one or more
questions 210 (e.g., “While eating a hamburger with friends,
what are people trying to do?”) and answer choices 220
(e.g., “have fun, tasty, or indigestion”) along with the
ground-truth answer choice 230 (e.g., “have fun,” for
example, as indicated i bold). The system prompts the
human participants with the following question: “Why 1s the
predicted output the most appropriate answer?” The human
participants are instructed by the system to highlight 240
relevant words (e.g., “hamburger with friends™) 1n the ques-
tion 210 that justifies the ground-truth answer choice 230
and to provide a brief open-ended explanation 250 (e.g.,
“Usually a hamburger with friends indicates a good time.”)
based on the highlighted justification that could serve as the
commonsense reasoning behind the question. The system
collects these explanations to add to, or build on, the
CommonsenseQA train-random-split and dev-random-split,
which can have a size of 7610 and 950 examples, respec-
tively. The resultant CoS-E dataset includes questlons
answer choices, and both free-form explanations and . 11g_1-
lighted text for a ground-truth answer choice. The high-
lighted text or words 240 in the dataset may be referred to
as “CoS-E-selected,” and the free-form explanation 250 may
be referred to as “CoS-E-open-ended.”

With respect to collecting human-generated explanations

L ] ik ha

of commonsense reasoning, it may be dithicult to control the
quality of open-ended annotations (e.g., explanation 250)
provided by participants interacting with the system. As
such, 1 some embodiments, the system can perform in-
browser checks to avoid or reject obviously bad explana-
tions. In some embodiments, a human annotator 1s not
allowed to move forward in the system i1f she/he fails to
highlight 240 relevant words in the question 210 or if the
length of the explanation 250 1s less than four words. The
system can also check that the explanation 250 1s not a
sub-string of the question 20 or the answer choices 220
without any other extra words. In some embodiments, the
system collects these explanations 250 from one annotator
per example. The system can also perform one or more
post-collection checks to catch examples that are not caught
or 1dentified by the other filters. The system may filter out
explanations 250 that could be classified as a template. For
example, explanations of the form “<answer> 1s the only
option that 1s [correct obvious]” may be deleted by the
system and then re-presented for annotation by the same or
different human participant.

FIG. 3 illustrates an example distribution 300 of expla-
nations (e.g., open-ended explanation 2350 of FIG. 2) col-
lected 1n the CoS-E dataset, 1n some embodiments. As seen
in FIG. 3, 58% of the explanations from CoS-E dataset
contain the ground-truth answer choice (e.g., ground-truth
answer choice 230)—situation “A”. And 7% of the expla-
nations include a distractor (or incorrect choice for the
question)—situation “B”. 12% of the explanations include
both ground-truth and distractor (A and B), while 23% of the
explanations do not include either ground-truth or distractor
(neither A nor B). 42% of the explanations have a bigram
overlap with the question (e.g., question 210), while 22% of
the explanations have a trigram overlap with the question.
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In some embodiments, the human-generated explanations
(e.g., explanation 250 of FIG. 2) of the CoS-E dataset can be

provided, for example, as the natural language explanations
text 145 that 1s input to the computing device 100 (FIG. 1)
for use by the common sense and explanation module 130.
According to some embodiments, the CoS-E dataset 1s
added to the existing CommonsenseQA dataset for use 1n the
language model systems and methods, for example, as
implemented or incorporated in module 130. The effective-
ness of using the CoS-E dataset for the language model
(LM) 1s not constrained to those specific examples of the
dataset. In some embodiments, the language model obtains
state-of-the-art results by using the CoS-E dataset only
during training. Empirical results show that even when using
only those explanations that do not have any word overlap
with any of the answer choices, performance exceeds that of
baselines that do not use the CoS-E dataset at all. It has also
been observed that a significant proportion of the distractor
choices are also present in the CoS-E dataset and on further
analysis we found that for those examples, annotators
resorted to explaining by eliminating the wrong choices.
This indicates that 1t 1s diflicult even for humans to reason
about many of the examples 1n CommonsenseQA. CoS-E
also adds diversity of perspective and 1n particular diverse
reasoning on world knowledge to the CommonsenseQA
dataset. Even though many explanations remain noisy after
quality-control checks, the explanations of the CoS-E data-
set are of suflicient quality to train a language model that

generates COIMIMOINSCINSC T easoning.

Commonsense Auto-Generated Explanations
(CAGE)

Language model systems and methods may develop,
derive, or generate predictions or results for a NLP task,
such as, for example, question answering. According to
some embodiments, language model systems and methods
of the present disclosure generate or output explanations—
Commonsense Auto-Generated Explanations (CAGE)—of
their reasoning or rationale for their predictions or results. In
some embodiments, for example, the language model or
module—as 1mplemented or incorporated in the common-
sense explanation module 130—generates these explana-
tions 1n response to or using the mput data 140 and natural
language explanations text 145. The explanations are gen-
crated by a language model and are used as supplementary
inputs to a classification model or module.

In some embodiments, CAGE are provided and applied to
the CommonsenseQA task. As previously described, each
example in CommonsenseQA consists of a question, q, three
answer choices, c0, cl1, ¢2, and a labeled answer a; and the
CoS-E dataset adds a human explanation ¢, for why a 1s the
most appropriate choice. The output of CAGE 1s a language
model generated explanation e that 1s trained to be close to
c;.

According to some embodiments, 1n order to supply
CAGE to a classification model, a a language model (LM)
1s fine-tuned or modified to generate explanations from the
CoS-E dataset. In some embodiments, the language model
of the present disclosure can be implemented or incorporate
the pre-trained OpenAl Generative Pre-Trained Transformer
(GPT). GPT 1s a multi-layer, transformer (see Vaswani et al.,
2017, mcorporated by reference herein) decoder.

In some embodiments, the language model (LM) (e.g., of
GPT) 1s fine-tuned or trained on the combination of Com-
monsenseQA and CoS-E datasets. This shown, for example,
in FIGS. 4 and 5. FIG. 4 1llustrates one time-step of training
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a CAGE language model (LM) or module 405 to generate
explanations from CoS-E dataset. In some embodiments, the
language model can be implemented 1n or be part of the
commonsense explanation module 130 (FIG. 1). As 1llus-
trated, the language model 405 1s trained or conditioned on
the question tokens (Q 410 concatenated with the answer
choice tokens A,, A,, A, 420, and previously human-
generated explanation tokens E,, . . . E,_, 430. The language
model (LM) or module 4035 1s trained to generate explana-
tion token E; 440.

FIG. 5 1s a simplified diagram of a language module or
model 505 according to some embodiments. In some
embodiments, language model 505 may be consistent with
commonsense explanation module 130 and/or the language
model 405. In some examples, language model 505 1s a
multi-layer neural network. As shown in FIG. 5, 1n some
embodiments, this multi-layer neural network can be a
multi-layer transformer encoder comprising an embedding
module 510 and a transformer module 312. In some embodi-
ments, the embedding module 510 may comprise an embed-
ding layer (E,, E,, . . . E,/), and the transformer module 512
may comprise one or more layers of transformers (Irm). In
some embodiments, each transformer (Irm) can be imple-
mented with a long short-term memory (LSTM). The lan-
guage model or module 503 receives structured source text
X 1n the form of question (QQ) and answer choices, such as the
input data 140. In some embodiments, the structured source
text X 1s 1n natural language form. The structured source text
X 1s passed to an embedding layer (E,, E,, . . . E,), which
breaks the structured source text into tokens x,, where each
of the tokens x; may correspond to a word, a number, a tag,
and/or the like. In some embodiments, as shown, the lan-
guage model or module 505 uses constrained self-attention
at the transformer (1rm) layers, where every token can only
attend to context to i1ts left. These left-context-only trans-
former (Trm) layers collectively function as a transformer
decoder for text generation. The text (T, T,, ... T,,) thatis
generated 1s for a commonsense explanation E,. Such expla-
nation can be used, 1n some embodiments, to deduce which
of the answer choices 1s correct for the question.

(Given etther a human explanation from CoS-E or reason-
ing/explanation from a language model or module (e.g., 405
or 305), the systems and methods of the present disclosure
can learn to perform predictions on the CommonsenseQA
task. In some embodiments, a classification model or mod-
ule, as shown, for example, 1n FIGS. 6 and 7, generates or
derives predictions that are made for the mmput question-
answer sets. FIG. 6 1llustrates one time-step of a classifica-
tion model (CRSM) 6135 to generate a prediction. In some
embodiments, the classification model can be implemented
in or be part of the commonsense explanation module 130
(FIG. 1). As 1illustrated, the classification model or module
615 receives question tokens () 610 concatenated with the
answer choice tokens A,, A,, A; 620, and generates or
derives the prediction token A, 650.

In some embodiments, the classification model or module
615 may be implemented or adopt a language representa-
tional model, such as a Bidirectional Encoder Representa-
tions from Transformers (BERT) model, as described in
more detail in Devlin et al., “BERT: Pre-training of Deep
Bidirectional Transformers for Language Understanding,”
arXiv preprint arXi1v:1810.04805, Oct. 11, 2018, which 1s
incorporated by reference herein. In some embodiments, the
classification model 615 can be implemented or adopt the
BERT, ,~»~~ model, which can be fine-tuned for multiple
choice question answering by adding a simple binary clas-
sifier. This classifier takes as input the final state correspond-
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ing to the special [CLS] token placed at the start of all inputs
to BERT models. For each example in the dataset, the
classification model 6135 construct three input sequences for
fine-tuning BERT, ,, -~ model. The explanations share the
same 1nput representation as that of the questions.

FI1G. 7 1s a simplified diagram of a classification model or
module 715 according to some embodiments. In some
embodiments, classification model 715 may be consistent
with commonsense explanation module 130 and/or the clas-
sification model 615. In some examples, classification model
715 1s a multi-layer neural network. As shown i FIG. 7, 1n
some embodiments, this multi-layer neural network can be
a multi-layer transformer encoder comprising an embedding
module 710 and a transformer module 712. In some embodi-
ments, the embedding module 710 may comprise an embed-

ding layer (E,, E,, . . . E,,), and transformer module 712 may

comprise one or more layers of transformers (1rm). In some
embodiments, a long-term short-term memory (LSTM)
layer can be used instead of a transformer layer. The
classification model or module 7135 receives structured
source text x in the form of question (QQ) and answer choices,
such as the mput data 140. In some embodiments, the
structured text may also include an explanation, for
example, generated by a trained language model (e.g., 405
or 305). The question, answer choices, and explanation are
separated by separators [SEP] in the input data. In some
embodiments, each sequence i1s the concatenation of the
question, a separator token [SEP], and one of the answer
choices. If the approach requires explanation from either
CoS-E or automatically generated as i the CAGE, the
classification model or module 715 concatenates the ques-
tion, [SEP], the explanation, [SEP], and an answer choice.
The structured source text x 1s passed to the embedding layer
(E,, E,, ... E,), which breaks the structured source text into
tokens x,, where each of the tokens x, may correspond to a
word, a number, a tag, and/or the like. In some embodi-
ments, as shown, the classification model 715 uses bidirec-
tional self-attention at the transformer (Trm) layers, where
every token can attend to context to its left and right. These
transformer (Irm) layers collectively function as a trans-
former encoder. The classification model or module 7135
generates or derives a prediction for an answer choice for the
input question.

Two settings or possibilities for the generation of expla-
nations and predictions can be: (1) explain-and-then-predict
(“reasoning”); and (2) predict-and-then-explain (“rational-
1zation™).

Reasoning: Reasoning 1s 1llustrated with respect to FIGS.
8 and 9. FIG. 8 15 a simplified diagram illustrating a system
800 of generating common sense explanations for reasoning
by an artificial intelligence or deep learning model, accord-
ing to some embodiments. FIG. 9 1s a simplified diagram of
a corresponding method 900 for system 800. One or more of
the processes 910-940 of method 900 may be implemented,
at least 1n part, in the form of executable code stored on
non-transitory, tangible, machine-readable media that when
run by one or more processors may cause the one or more
processors to perform one or more of the processes 910-940.
In some embodiments, system 800 can be implemented 1n,
and method 900 can be performed by, computing device 100
(e.g., commonsense explanation module 130) of FIG. 1.

With reasoning, as illustrated in FIGS. 8 and 9, a trained
CAGE language model 805 (which may be consistent with
language models or modules 405 and 5035) 1s used to
generate explanations 840 for a downstream classification or
commonsense reasoning model (CSRM) 815.
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For training, at a process 910, the language model 805
receives natural language explanations text. In some
examples, the natural language explanations text (e.g., text
145) can include question q and answer choices c0, cl, c2,
and explanations ¢, collected from or developed by humans.

In some embodiments, the task of collection or develop-
ment of explanations from humans consists of two parts. In
the first part, human annotators are instructed to highlight
relevant words 1n the question that justifies the output. In the
second part, annotators are asked to provide a brief open-
ended explanation for why the predicted output 1s correct but
not the other choices. These 1nstructions encourage annota-
tors to provide explanations that actually provide the com-
monsense reasoning behind the question. In some embodi-
ments, the natural language explanations text 1s used to train,
test, and run the language model 805.

With reasoning, the language model (LM) 805 1s fine-
tuned conditioned on the question g, answer choices c0, cl1,
c¢2 and the human generated explanation e;, and not the
actual predicted label or answer a. So, the input context C,,.
during training 1s defined as follows:

Crz="q, cU, cl, or ¢27 commonsense says”

The language model 805 1s trained to generate explanations
¢ according to a conditional language modeling objective.

After the system 800 (e.g., language model 805) has been
trained, at a process 920, the language model 805 and a
classification model or module 815 receive input data (e.g.,
input data 140). The mnput data may relate to any situation,
scenario, problem, etc. for which 1t 1s desirable to apply
artificial intelligence, neural network, or deep learning
model to analyze and make a prediction. In some embodi-
ments, as shown, the input data may comprise a question Q)
810 and answer choice A, A,, A; 820.

At a process 930, language model 8035 generates or
develops an explanation E 840 of commonsense reasoning
for potential predictions or results for the mput data. This
can be accomplished, for example, as described with respect
to the language models 405 and 505 of FIGS. 4 and 5. The
machine-generated commonsense explanation 840 1s pro-
vided to the classification model 815.

At a process 940, the classification model or module 815
(which may be consistent with classification models or
modules 615 and 715) operates on the mput data (e.g., set of
question 810 and answer choices 820) to develop, derive, or
generate predictions or results 830. In some examples,
classification model 815 uses machine-generated explana-
tion 840 to support or apply commonsense reasoning in its
analysis. This can be accomplished, for example, as
described with respect to the classification models 615 and
715 of FIGS. 6 and 7.

In some embodiments, the objective 1s to maximize:

Z logP(e; | ik, ... ,ei—1, Crg; ©)

where k 1s the size of the context window (1n our case k 1s
always greater than the length of ¢ so that the entire
explanation 1s within the context). The conditional probabil-
ity P 1s modeled by a neural network with parameters &
conditioned on C,, and previous explanation tokens. This
kind of explanation may be referred to as “reasoning”
because it can be automatically generated during inference
to provide additional context for commonsense question
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answering. It 1s shown below that this approach outperforms
the reported state-of-the-art on CommonsenseQA by 10%.

The results and explanation of commonsense reasoning
are provided as output (e.g., output 150 from commonsense
explanation module 130).

Rationalization: The reverse approach to reasoning 1s
rationalization. Rationalization 1s 1llustrated with respect to
FIGS. 10 and 11. FIG. 10 1s a simplified diagram 1llustrating
a system 1000 of generating common sense explanations for
rationalization by an artificial intelligence or deep learning
model, according to some embodiments. FIG. 11 1s a sim-
plified diagram of a corresponding method 1100 for system
1000. One or more of the processes 1110-1140 of method
1100 may be implemented, at least in part, in the form of
executable code stored on non-transitory, tangible, machine-
readable media that when run by one or more processors
may cause the one or more processors to perform one or
more ol the processes 1110-1140. In some embodiments,
system 1000 can be implemented 1n, and method 1100 can
be performed by, computing device 100 (e.g., commonsense
explanation module 130) of FIG. 1.

With rationalization, as illustrated 1n FIGS. 10 and 11, a
classification model or module 1015 (which may be consis-
tent with classification models or modules 615 and 715) first
makes the predictions a, and then a language model or
module 1005 (which may be consistent with language
models or modules 405 and 505) generates explanations
based on those labels.

For traiming, at a process 1110, classification model 1015
operates on the imput data (e.g., set of question 1010 and
answer choices 1020) to develop, derive, or generate pre-
dictions or results 1050. The language model or module
1005 receives natural language explanations text. In some
examples, the natural language explanations text (e.g., text
145) can include question q and answer choices c0, cl, c2,
and explanations ¢, collected from or developed by humans,
as previously described.

At a process 1120, the language model 1005 and the
classification model 1015 receive mput data (e.g., input data
140). The input data may relate to any situation, scenario,
problem, etc. for which it 1s desirable to apply artificial
intelligence, neural network, or deep learning model to
analyze and make a prediction. In some embodiments, as
shown, the mput data may comprise a question (Q 1010 and
answer choice A, A,, A; 1020.

At a process 1130, the classification model or module
1015 operates on the mput data to develop, derive, or
generate predictions or results 1050. This can be accom-
plished, for example, consistent with the description of the
classification models or modules 615 and 715 of FIGS. 6 and
7. The results 1050 are provided to language model 1005.

In rationalization, the language model 1013 conditions on
the predicted labels a along with the mput to generate
post-hoc rationalizations or, 1n other words, the explanation
for reasoning used to develop predictions, at a process 1140.
During the fine-tuning step of the language model 1003, the
input context C, , contains the output label a and 1s con-
structed as follows:

Cr,="q, c0, cl, or ¢27 a because”

The training objective for the language model 1015 1n
rationalization 1s similar to that in reasoning except that in
this case, the model 1015 has access to the ground truth
labels to the mput questions during training.

Because the language model or module 1005 1s condi-
tioned on the predicted label, the explanations are not

considered commonsense reasoning. Instead, they offer a
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“rationalization” that makes the model more accessible and
interpretable. It has been found that this approach of ratio-

nalization outperforms the state-of-the-art model by 6% as
discussed below.

With respect to the systems and methods of FIGS. 8-11,
some examples of computing devices, such as computing
device 100 may include non-transitory, tangible, machine
readable media that include executable code that when run
by one or more processors (e.g., processor 110) may cause
the one or more processors to perform the processes of
methods 900 and 1100. Some common forms of machine
readable media that may include the processes of methods
900 and 1100 are, for example, floppy disk, flexible disk,
hard disk, magnetic tape, any other magnetic medium,
CD-ROM, any other optical medium, punch cards, paper
tape, any other physical medium with patterns of holes,
RAM, PROM, EPROM, FLASH-EPROM, any other
memory chip or cartridge, and/or any other medium from
which a processor or computer 1s adapted to read.

Results

Results on the Commonsense(QA dataset using variations
of the proposed Commonsense Auto-Generated Explana-
tions (CAGE) are presented. The BERT; , - model serves
as a baseline without any CoS-E or CAGE.

FIG. 12 illustrates a table 1200 showing a collection of
examples from CommonsenseQA, CoS-E, and CAGE
samples (for reason and rationale). It 1s observed that 1n
some embodiments the CAGE-reasoning typically employs
a simpler construction than CoS-E-open-ended. Nonethe-
less, this simple declarative mode can sometimes be more
informative than CoS-E-open-ended. The systems and meth-
ods of the present disclosure implementing CAGE achieve
this by etther providing more explicit guidance (as 1n the
final example 1202 of Table 1200) or by adding meaningiul
context (as 1n the third example 1204 by introducing the
word ‘Iriends’). It 1s observed from table 1200 that CAGE-
reasoning, 1 some embodiments, contains at least one of the
answer choices 43% of the time, out of which 1t contains the
model’s actual predicted answer choice 21% of the time.
This suggests that there 1s more to the effectiveness of
CAGE-reasoning than directly pointing to the answer.

From Table 1200, 1t 1s observed that CAGE-rationaliza-
tion and CAGE-reasoning were often identical or differed
only 1n word ordering or by replacing one of the answer
choices with another. Humans could predict the answer
based on just CAGE-rationalization 42% of the time, same
as CAGE-reasoning. Although CAGE-rationalizations seem
to be better than CAGE reasoning, we find that it does not
drastically improve the model’s language generating behav-
ior which 1s what humans judge while trying to guess the
right answer without the actual question.

An additional experimental setting only used open-ended
explanations that did not contain any word from any answer
choices. These explanations may be referred to as “CoS-E-
limited-open-ended” explanations because they are limited
in the choice of words allowed. It 1s observed that even using
these limited kind of explanations improves over the BERT
baseline, which suggests that the explanations are providing
useiul miormation beyond just mentioning the correct or
incorrect answers.

FIG. 13 1llustrates a table 1300 showing a comparison of
results achieved with a BERT baseline that uses only the
Commonsense(QA 1puts against systems and methods,
according to embodiments of the present disclosure, trained
using 1nputs that contain explanations from CoS-E. As seen
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in table 1300, the BERT baseline model reaches 64%
accuracy. Adding open-ended human explanations (CoS-E-
open-ended) alongside the questions during training results
in a 2% boost 1n accuracy by the question-answering model.
When the model 1s further provided with explanations
generated with CAGE-reasoning (not conditioned on the
ground truth) during both training and validation, the accu-
racy of the model increases to 72%.

This description and the accompanying drawings that
illustrate inventive aspects, embodiments, implementations,
or applications should not be taken as limiting. Various
mechanical, compositional, structural, electrical, and opera-
tional changes may be made without departing from the
spirit and scope of this description and the claims. In some
instances, well-known circuits, structures, or techniques
have not been shown or described 1n detail 1n order not to
obscure the embodiments of this disclosure. Like numbers 1n
two or more figures represent the same or similar elements.

In this description, specific details are set forth describing
some embodiments consistent with the present disclosure.
Numerous specific details are set forth 1n order to provide a
thorough understanding of the embodiments. It will be
apparent, however, to one skilled in the art that some
embodiments may be practiced without some or all of these
specific details. The specific embodiments disclosed herein
are meant to be illustrative but not limiting. One skilled 1n
the art may realize other elements that, although not spe-
cifically described here, are within the scope and the spirit
of this disclosure. In addition, to avoid unnecessary repeti-
tion, one or more features shown and described 1n associa-
tion with one embodiment may be mncorporated into other
embodiments unless specifically described otherwise or 1f
the one or more features would make an embodiment
non-functional.

Although illustrative embodiments have been shown and
described, a wide range of modification, change and substi-
tution 1s contemplated in the foregoing disclosure and in
some 1nstances, some features of the embodiments may be
employed without a corresponding use of other features.
One of ordinary skill in the art would recognize many
variations, alternatives, and modifications. Thus, the scope
of the invention should be limited only by the following
claims, and 1t 1s appropriate that the claims be construed
broadly and 1n a manner consistent with the scope of the
embodiments disclosed herein.

What 1s claimed 1s:

1. A method comprising:

encoding and embedding, by an embedding module, an
input text that 1s a concatenation of a structured source
text for a question-answer set and a structured expla-
nation text by breaking the mput text into a plurality of
tokens, the question-answer set comprising a question
and a plurality of answer choices, wherein the struc-
tured explanation text 1s obtained based on a natural
language response received from a human annotator 1n
response to a training question-answer text;

iteratively decoding output of the embedding module, by
a multi-layer transformer module, based on a subset of
the plurality of tokens that are related to the structured
explanation text, wherein each token from the subset of
the plurality of tokens attends to context to a left of the
cach token 1n the structured source text, to generate an
updated explanation text for deducing which of the
answer choices 1s correct for the question;

providing the generated updated explanation text to a
classification module; and
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using the generated explanation text, generating, at the
classification module, a prediction for which one of the
answer choices 1s correct for the question.

2. The method of claim 1, wherein the structured source
text for the question-answer set comprises text in natural
language form.

3. The method of claam 1, comprising providing the
question-answer set to the classification module, wherein the
question, the plurality of answer choices, and the generated

explanation text are separated by separators when provided
to the classification module.

4. The method of claim 1, wherein the embedding module
and the multi-layer transformer module comprise at least a
part of a natural language model.

5. The method of claam 1, wherein the classification
module comprises a multi-layer transtormer encoder.

6. A system comprising:

a memory storing a plurality of processor-executable

instructions; and
a processor reading the plurality of processor-executable
istructions to perform operations comprising:

encoding and embedding, by an embedding module, an
input text that 1s a concatenation of a structured source
text for a question-answer set and a structured expla-
nation text by breaking the input text into a plurality of
tokens, the question-answer set comprising a question
and a plurality of answer choices, wherein the struc-
tured explanation text 1s obtained based on a natural
language response received from a human annotator 1n
response to a training question-answer text;

iteratively decoding output of the embedding module, by
a multi-layer transformer module, based on a subset of
the plurality of tokens that are related to the structured
explanation text, wherein each token from the plurality
of tokens attends to context to a left of the each token
in the structured source text, to generate an updated
explanation text for deducing which of the answer
choices 1s correct for the question; and

generating, using the generated explanation text, a pre-

diction for which one of the answer choices 1s correct
for the question.

7. The system of claim 6, wherein the structured source
text for the question-answer set comprises text in natural
language form.

8. The system of claim 6, wherein the memory further
stores at least a part a neural network.

9. The system of claim 6, wherein the question, the
plurality of answer choices, and the generated explanation
text are separated by separators.

10. The system of claim 6, wherein the memory further
stores at least a part of a natural language model.

11. The system of claim 6, wherein the prediction 1s
generated via a multi-layer transformer encoder.

12. A non-transitory machine-readable medium compris-
ing executable code which when executed by one or more
processors associated with a computer are adapted to cause
the one or more processors to perform a method comprising;

encoding and embedding, by an embedding module, an

input text that 1s a concatenation of a structured source
text for a question-answer set and a structured expla-
nation text by breaking the input text into a plurality of
tokens, the question-answer set comprising a question
and a plurality of answer choices, wherein the struc-
tured explanation text 1s obtained based on a natural
language response received from a human annotator 1n
response to a training question-answer text;
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iteratively decoding output of the embedding module, by
a multi-layer transformer module, based on a subset of
the plurality of tokens that are related to the structured
explanation text, wherein each token from the plurality
of tokens only attends to context to a left of the each
token 1n the structured source text, to generate an
updated explanation text for deducing which of the
answer choices 1s correct for the question;

providing the generated explanation text to a classification
module; and using the generated explanation text,
generating, at the classification module, a prediction for
which one of the answer choices 1s correct for the
question.

13. The non-transitory machine-readable medium of
claim 12, wherein the structured source text for the question-
answer set comprises text in natural language form.

14. The non-transitory machine-readable medium of
claim 12, comprising executable code which when executed
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by the one or more processors are adapted to cause the one
or more processors to collect the structured explanation text
from the human annotator.

15. The non-transitory machine-readable medium of
claim 12, comprising executable code which when executed
by the one or more processors are adapted to cause the one
or more processors to provide the question-answer set to the
classification module, wherein the question, the plurality of
answer choices, and the generated explanation text are
separated by separators when provided to the classification
module.

16. The non-transitory machine-readable medium of
claam 12, wherein the embedding module and the multi-
layer transformer module comprise at least a part of a natural
language model.

17. The non-transitory machine-readable medium of
claam 12, wherein the classification module comprises a
multi-layer transformer encoder.
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