12 United States Patent

Asonye et al.

USO011363101B2

US 11,363,101 B2
Jun. 14, 2022

(10) Patent No.:
45) Date of Patent:

(54)

(71)

(72)

(73)

(%)

(21)

(22)

(86)

(87)

(65)

(1)

(52)

USING EXISTING SERVERS IN A
WELLBORE ENVIRONMENT AS DATA
SOURCES FOR STREAMING SERVERS

Applicant: Landmark Graphics Corporation,
Houston, TX (US)

Inventors: Donald Chinwe Asonye, Houston, IX
(US); Tarkan Karadayi, Tomball, TX
(US); Trey Joseph Elliott, Houston, TX
(US); Wilbert J. Chenevert, Cypress,
TX (US)

Assignee: Landmark Graphics Corporation,
Houston, TX (US)

Notice: Subject to any disclaimer, the term of this
patent 1s extended or adjusted under 35
U.S.C. 1534(b) by 0 days.

Appl. No.: 16/954,621

PCT Filed: Mar. 8, 2018

PCT No.: PCT/US2018/021617

§ 371 (c)(1),

(2) Date: Jun. 17, 2020

PCT Pub. No.:. W02019/172917

PCT Pub. Date: Sep. 12, 2019

Prior Publication Data

US 2020/0382600 Al Dec. 3, 2020
Int. CL
HO4L 67/12 (2022.01)
GO6F 16/2455 (2019.01)
(Continued)
U.S. CL
CPC .............. HO4L 67712 (2013.01); E21B 41/00

(2013.01); GO6F 9/547 (2013.01);
(Continued)

Pratabase Sorver
T8

Client Devige
102

| Sir2smmg herver

b\\.‘l- .lﬂ'h N
116

(38) Field of Classification Search
CPC ... HO4L 67/12; HO4L 67/40; HO4L 67/42;
HO4L 67/02; HO4L 69/08; HO4L 69/26;

(Continued)

(36) References Cited

U.S. PATENT DOCUMENTS

81997 Willhhams et al.
10/1997 Kapoor et al.

(Continued)

5,659,685 A
5,682,534 A

FOREIGN PATENT DOCUMENTS

1/2005
7/2009

(Continued)

EP 1494417
GB 2456232

OTHER PUBLICATTIONS

McKenzie et al, A New Communication Protocol for Real-Time
Decision Making, Sep. 6, 2016, Society of Petroleum Engineers
Intelligent Energy International Conference and Exhibition, SPE-
181088-MS (Year: 2016).*

(Continued)

Primary Examiner — Blake ] Rubin

(74) Attorney, Agent, or Firm — Kilpatrick Townsend &
Stockton LLP

(57) ABSTRACT

A streaming server can receive a request from a client device
to access data about a wellbore environment 1n a database
server. The database server can be communicatively coupled
to a server, which can be communicatively coupled to the
streaming server. The streaming server can communicate
data 1n a standardized format with the server using a request
and response protocol. The streaming server can communi-
cate the wellbore environment data from the database server
in a streaming format with the client device.

20 Claims, 6 Drawing Sheets

Systasn
1t




US 11,363,101 B2

Page 2

(51) Int. CL 2012/0274664 Al* 11/2012 Fagnou ............... GO6F 3/04855
GO6l 16725 (2019.01) 345/173
E21B 41/00 (2006.01) 2013/0083031 Al* 4/2013 Lehnherr .............. G06Q 10/06
“ 345/440
gggi 2/7‘?;2 E%ggggg 2013/0254416 Al1* 9/2013 Abraham .......... HO41. 29/08756
D 709/230
ggjﬁ g;ﬁ)_;_% 883%8% 2014/0070956 Al* 3/2014 Winkler .................. E21B 44/00
D 340/870.01
HO4L 69/08 (2022.01) 2014/0083688 Al*  3/2014 ROJAS .oovrevrvervrren, E21B 44/00
HO041l 69/00 (2022.01) 340/853 2
(52) U.S. CL 2014/0156806 Al* 6/2014 Karpistsenko ......... G06Q 50/28
CPC ..... GO6I' 1624568 (2019.01); GO6F 16/258 709/219
(2019.01); HO4L 67/02 (2013.01); HO4L 67/40 2015/0089021 Al1* 3/2015 Bergbauer .......... HO4L 67/1097
. . 700/217
(2013‘01)5 Ho{;glg76‘i2)(§)ol 4?};0(%;}25‘;%1(;)]%96?? 2016/0053605 Al1* 2/2016 Abbassian ............. GO5SB 15/02
‘ j ‘ 702/6

(58) Field of Classification Search 2017/0034311 A1 2/2017 Govind et al.
CPC .. GO6F 16/24568; GO6F 16/258; GO6F 9/547: 2017/0342808 Al* 11/2017 Dykstra .......c.c........ E21B 41/00
E21R 41/00 2017/0352169 Al* 12/2017 Flanagan .............. GO6T 11/206
ot - 2018/0171774 Al* 6/2018 Ringer .................. E21B 47/024
See application file for complete search history. 2018/0298746 AL* 10/2018 ShOTt eoooveovoooeoooo E21B 41/00
2019/0170898 Al1l* 6/2019 Cont Otalvora ..........ovvvvennn.
(56) References Cited RS Vot EY 1R 47/00

o .
U S PATENT DOCUMENTS 2019/0347590 Al* 11/2019 Rajasekaran ...... G06Q 10/0635

FOREIGN PATENT DOCUMENTS

5,953,340 A 9/1999 Scott et al.
0,519,568 Bl 2/2003 Harvey et al,

7,519,601 B2 4/2009 Dittmar e S e 3o
7,546,613 B2 6/2009 Ikeda et al.
8,121,971 B2 2/2012 Edwards et al.
8,356,100 B2  1/2013 Zhu et al. OTHER PUBILICATIONS
8,429,288 B2 4/2013 Wang
8,802,760 Bl  10/2014 Fox “WITSML Overview Guide”, Energistics Energy Standard, Mar.
8,892,891 Bl 11/2014 Audebert et al. 18. 2016. 23 pages.
g’?;;l’g?g EZ " 1?/382 }S)eiﬁla’n tl “““““““ E21B 47/13 International Application No. PCT/US2018/021617, “International
933613303 ny 67016 Te't 0?; al Search Report and Written Opinion™, dated Nov. 27, 2018, 12 pages.
( Oj 590’7 61 BL*  3/2000 Baelmfu de'z Martine: “ETP vl1.1 for WITSML v1.4.1.1 Implementation Specification”,
S EZIB47/26 Energistics, Available Online at: https://www.energistics.org/wp-
2004/0225704 A1 11/2004 Pavlik et al content/uploads/2018/01/ETP_v1.1_for WITSML_vl1411_Imp_
2007/0047279 Al*  3/2007 Evans ... Go6F 97541 Spec VL0 Doc v1.0.pdl, Oct. 2017, 24 pages. N
365/1 “WITSML V2.0 Release Candidate Overview Webinar”, Energistics
2009/0132458 Al*  5/20090 FEdwards ... . GO6N 5/075 Organization, Available Online at: https://www.youtube.com/watch?
702/9 v=ptb501-KoUg, Jul. 2016, 17 pages.
2009/0182472 Al*  7/2009 Singh .....ccocvvvennnn... E21B 47/12 GB Application No. GB2011520.0 , “First Examination Report™,
701/50 dated Feb. 21, 2022, 3 pages.
2010/0235101 Al1* 9/2010 Aamodt .................. E21B 44/00

702/9 * cited by examiner



U.S. Patent Jun. 14, 2022 Sheet 1 of 6 US 11,363,101 B2

Copsiiion

% A S |
SYeryer 106

RealTime A

&
o
&4
53
(835
-
&
G
¥
o
p

Datahase Server

931

i

Ciient Devi




¢ Dl

US 11,363,101 B2

917 74 ¥4

RAMPOIN anpony |
WIS EIALIOT 2B ESERIN JSRISG |

Sheet 2 of 6

— —
oo o
SBIPUBH UDISERS

FUHUBRRIG
-}BULEYD

Jun. 14, 2022

POt
SIS BURUERNS

U.S. Patent

G0
3404
SUOHRILINLIIGD

4374
HIESH0I4




U.S. Patent

Jun. 14, 2022 Sheet 3 of 6

\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\

Streaming Server State Machine |

302

LISTENING

N SESSION

PROTOCOL O

CHANNEL-STREAMING

STANDARD SERVER
PROTOCOL

PROTOCOL n

Glelntuielelniaieleieiaieleelaluleielniuleleintulelelaiatels niateleletalulelelnluleeintuleleintalele niuleleletalulelelnlule elnlulele ututele utuls

US 11,363,101 B2

D I ) .
I-F* B
-
r

. E .-
L. ' d '
e 3Qb
o : .
}'
A
F
]
A
F
r
L)
II

o 308
L 310
o 332

IR ¥ 1!



U.S. Patent Jun. 14, 2022 Sheet 4 of 6

CONVERT STREAMING SERVER MESSAGE INTO

STANDARDIZED DATA FORMAT

CONVERT SERVER DATA INTO STREAMING DATA
FORMAT

SEND CONVERTED SERVER DATA TO CUENT

FG. 4

US 11,363,101 B2

40z

404

406

408

410



U.S. Patent Jun. 14, 2022 Sheet 5 of 6 US 11,363,101 B2

534
gieiniainielaieieleleeleieielulelululalnleleleleleleleeulu o u}ululnlulnlnleleln e eleule a0 u unlunlulnlnlnlelnle n e u e a0 u ik u n n u n u e n 0 0 u u m 0w n n e e e 0 n u e e e e e e n n e e w m m m m m n n n e e n e e e e

AP REQUESTED CHANNEL TO CORRESPOMNDING

-----------------------------------------------------------------




U.S. Patent Jun. 14, 2022 Sheet 6 of 6 US 11,363,101 B2

SHS

SEND SERVER REQUEST T SERVER

alelalnlalelalnlalalalalalalelalalalalnlelalnlelalnlululn e uln u u n u u u u u n n u n n n n n n n n nnnmn e e e e e e e e e e e e e e e e e e e e e

RECEIVE SERVER BESPONSE FROM SERVER

CLIENT

......................................................................................................................................

. 612

END POLLING UF"{}N RECEIPT OF E?REAM ING SERVER
MESSAGE REQUESTING STOP POLLING SERVER

FlG. 6



US 11,363,101 B2

1

USING EXISTING SERVERS IN A
WELLBORE ENVIRONMENT AS DATA
SOURCES FOR STREAMING SERVERS

TECHNICAL FIELD

The present disclosure relates generally to systems and
methods for use 1 a wellbore environment. More specifi-
cally, but not by way of limitation, this disclosure relates to
using existing servers as data sources for streaming servers
to provide access to data about a wellbore environment.

BACKGROUND

Data from a wellbore environment can be used to monitor
the environment, make decisions with respect to the envi-
ronment, and plan for further wellbores, among other pur-
poses. A data source, such as a data server, at a wellbore
environment can store data obtained from various sensors
and the data can be accessible by other devices. Data can be
accessed remotely through a request and response protocol
by which the client outputs a request for certain types of data
and the data source responds to the request with the data.
The device 1s often located great distances from the data

source and the data exchange 1s often over a Wide Area
Network (WAN) for which there may be delays 1n accessing,
the data.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a schematic of an example of a network
environment used to provide access to data about a wellbore
environment according to one aspect of the disclosure.

FIG. 2 1s a block diagram of an example of a streaming
server usable for executing program code for using existing
servers as data sources according to one aspect of the
disclosure.

FIG. 3 1s a state diagram of a streaming server state
machine according to one aspect of the disclosure.

FIG. 4 1s a flowchart of a process for using existing
servers as data sources for streaming servers according to
one aspect of the disclosure.

FIG. 5 1s a flowchart of a process for mitiating a data-
streaming configuration between a streaming server and an
existing server according to one aspect of the disclosure.

FIG. 6 1s a flowchart of a data polling process between a
streaming server and an existing server according to one
aspect of the disclosure.

DETAILED DESCRIPTION

Certain aspects and features of the present disclosure
relate to using an existing server as a data source for a
streaming server to provide access to data about a wellbore
environment. A client device can send a request across a
Wide Area Network (WAN) 1n a streaming data format to a
streaming server for accessing wellbore environment data 1n
a database server. The streaming server, using a request and
response protocol, can communicate data 1n a standardized
format over a Local Area Network (LAN) with an existing
server, which can use a different request and response
protocol. The existing server can request and retrieve data
relating to a wellbore environment from a database server.
The streaming server can communicate the wellbore envi-
ronment data, relayed by the existing server, in a streaming,
format with the client device. Transceiving data via the
request and response protocols of an existing server over a
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WAN can be time consuming, increasing the time for a client
device to receive requested data. Comparatively, streaming
data over the WAN wvia a streaming server while executing
the slower existing server request and response protocols
across a LAN can reduce overall latency within the com-
munication pathway. Additionally, implementing a stream-
ing server can provide an efliciency gain on the aggregate
amount of data traversing the network: a request and
response protocol typically requires state information to be
sent on each request so that the server can return the proper
data, requiring more bandwidth.

In certain examples, the streaming server can be an
adaptor between client devices and existing servers that do
not employ the latest industry standard protocols. The
streaming server can bridge communication between two
different protocols to allow client devices to obtain data from
existing servers. The intermediary streaming server can
cnable continued use of existing servers without having to
develop an entirely new server or refactor an existing server
to communicate via the latest protocols. Without the stream-
ing server exchanging information across various protocols,
clients may consume considerable resources to restructure
and rebuild data flows through existing servers to commu-
nicate with servers employing the latest protocol. Employ-
Ing streaming servers using existing servers as data sources
can allow data to be automatically forwarded to client
devices, as opposed to a client device requesting and receiv-
ing data directly from existing servers, which can be a
slower process.

In certain examples, the streaming server and the existing
server can be communicatively coupled through a LAN, and
the streaming server and the client device can be commu-
nicatively coupled through a WAN. Communicatively cou-
pling a streaming server to an existing server through a
LLAN, as compared to a WAN, can reduce time to transfer
data to a client device. The request and response protocol of
the existing server, which operates less efliciently than a
streaming protocol, 1s performed locally across a LAN and
the streaming protocol 1s performed across a WAN. Client
devices are typically connected to data sources via a WAN,
which 1s generally slower than a LAN, out of necessity (e.g.,
remote or oil-site location). It can be desirable 1n the context
of overall system performance to implement more time
consuming request and response protocols across a LAN,
while faster streaming server protocols can be implemented
across the slower, necessary WAN. In some examples, the
client device may be located within the same LAN as the
streaming server and existing server. In other examples, the
request and response protocols may be performed across a
WAN, losing the reduced latency benelfit of the previous
examples but retaiming the ability to bridge communication
protocols between the client device and the existing server.
For example, the client device 1s communicatively coupled
to the streaming server viaa WAN or LAN and the streaming
server 1s communicatively coupled to the existing server via
a WAN.

In some examples, versions of Well Information Transfer
Standard Markup Language (WITSML) can be employed.
WITSML 1s a data exchange standard for specilying and
exchanging data for wells and well-related operations and
objects, such as dnlling, logging and mud logging.
WITSML can provide right-time, seamless flow of well data
between operators and service companies to hasten and
enhance decision making. WITSML 2.0 was developed to
improve data communications within the petroleum indus-
try. The underlying protocol of WITSML 2.0 1s Energistics
Transter Protocol (ETP), which can operate at faster data
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exchange speeds than prior versions of WITSML. ETP
defines a streaming mechanism so that data receivers do not
have to poll for data and can receive new data as soon as they
are available from a data provider.

An example of a streaming server can be a server employ-
ing WITSML 2.0 using ETP. The streaming server can allow
for data Streammg such that data 1s communicated to a client
device in response to the data being available, without
requiring the client device to specifically requesting the data
(1.e., data 1s automatically forward to the client device by the
streaming server when the data 1s available from a data
source).

An example of an existing server can be a WITSML 1.x
server, where “1.xX” represents any version of WITSML 1.0
prior to WITSML 2.0 (e.g., WITSML 1.0, WITSML 1.3.1,
WITSML 1.4.1.1, etc.). A client device or streaming server
can 1nitiate a request for data via a request and response
protocol to obtain mnformation from an existing server.

In some examples, the request and response protocol used
by the streaming server to communicate with an existing
server can include Simple Object Access Protocols (SOAP).
SOARP 1s a protocol specification for exchanging structured
information 1n the implementation of web services 1 com-
puter networks. SOAP employs an XML Information Set
message format, and relies on application layer protocols,
such as Hypertext Transter Protocol (HTTP) or Simple Mail
Transfer Protocol (SMTP), for message negotiation and
transmission. SOAP can allow processes running on dispa-
rate operating systems (such as Windows and Linux) to
communicate using Extensible Markup Language (XML),
and can allow clients to 1nvoke web services and receive
responses independent of language and platforms. In some
examples, the request and response protocol used by the
existing server can be based on Remote Procedure Protocol
(RPC), which 1s distinct from SOAP. An RPC can execute a
procedure 1n a different address space, commonly on another
computer on a shared network, which 1s coded as 11 1t were
a local procedure call.

In some examples, the streaming server can generate a
polling task corresponding to a specific channel of the
existing server. The polling task of the streaming server can
transmit instructions to the existing server. The polling task
can 1nclude instructions to direct the existing server to relay
data within a database server to the streaming server. In
response to recerving the polling task instructions via con-
secutive data request from the streaming server, the existing
server can relay data within the database server to the
streaming server as 1t becomes available. In response to
receiving data within the database server from the existing,
server, the streaming server can determine 1f any data 1s new
or changed.

In some examples, the streaming server can convert data
received from a client device into a standardized data
format. An example of a standardized data format 1s a
WITSML 1.x format. The streaming server can convert data
received from an existing server into a streaming data
format. The streaming data format can be a WITSML 1.x
format using ETP. Conversions between a streaming data
format and a standardized data format can allow the stream-
ing server to communicate data 1n an understandable format
from the client device to the existing server and from the
existing server to the client device.

These 1llustrative examples are given to introduce the
reader to the general subject matter discussed here and are
not intended to limait the scope of the disclosed concepts. The
tollowing sections describe various additional features and
examples with reference to the drawings in which like
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numerals indicate like elements, and directional descriptions
are used to describe the illustrative aspects but, like the
illustrative aspects, should not be used to limit the present
disclosure.

FIG. 1 depicts a schematic of a network environment used
to provide access to data about a wellbore environment
according to one example. A client device 102 can be
communicatively coupled via a WAN 116 to a streaming
server 104, which can be communicatively coupled to the
server 106 through a LAN 114. A server 106 can be an
“existing server” as described 1n any of the aforementioned
examples. The client device 102, the streaming server 104,
and the server 106 can be communicatively coupled in a
network configuration as described 1n any of the atoremen-
tioned examples.

The server 106 can be communicatively coupled to a
database server 108, which can be communicatively coupled
to a realtime acquisition system 110. In some examples, the

server 106 can be located near the database server 108,
connected to the database server via the LAN 114. In other
examples, the server 106 can be located remotely from the
database server 108 and connected via a WAN. The realtime
acquisition system 110 can be communicatively coupled to
a well system 112. The realtime acquisition system 110 can
be located near or within the well system 112 environment,
or located remotely and communicatively coupled to devices
within the well system 112 via a network. Data relating to
the well system 112 can be received by the realtime acqui-
sition system 110 from the well system 112. The database
server 108 can receive data pertaiming to the well system 112
from the realtime acqusition system 110. The database
server 108 can store new or update existing data 1n response
to recerving data from the realtime acquisition system 110.
In some examples, the database server 108 can be located
near the realtime acquisition system 110, connected to the
realtime acquisition system 110 via the LAN 114. In other
examples, the database server 108 can be located remotely
from the realtime acquisition system 110 and connected via
a WAN.

The client device 102 can issue a request and receive
responses from the streaming server 104 1n a streaming data
format. The streaming server 104 can interpret the request
from the client device 102, convert the request and associ-
ated data into a standardized data format, and forward the
request to the server 106. The server 106 can receive the
request 1n a standardized data format from the streaming
server 104. The request can direct the server 106 to request
data from the database server 108. The database server 108
can transmit any data to the server 106 1n response to the
request recerved from the server 106. In response to receiv-
ing the requested data from the database server 108, the
server 106 can format the data into a standardized data
format and transmit the data to the streaming server 104. In
response to receiving the data 1n a standardized data format
from the server 106, the streaming server 104 can convert
the data 1nto a streaming data format and transmit the data
to the client device 102. Through the previously described
connections, the client device 102, making initial requests 1n
a format not interpretable by a standardized data format
server (e.g., server 106), can request and indirectly receive
data from a database server 108 via streaming server 104 and
server 106. The streaming server 104 can act as an inter-
mediary between the client device 102 and the server 106,
communicating to the client device 102 and the server 106
via separate communications protocols and converting data
and requests into the proper data formats.
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FIG. 2 1s a block diagram of an example of a streaming
server 104 usable for executing program code for using
existing servers as data sources according to one example.
The streaming server 104 can include a processor 202, a bus
204, a communications port 206, and a memory 208. In
some examples, the components shown 1n FIG. 2 (e.g., the
processor 202, the bus 204, the communications port 206,
and the memory 208) can be mntegrated into a single struc-
ture. For example, the components can be within a single
housing. In other examples, the components shown in FIG.
2 can be distributed (e.g., 1n separate housings) and 1n
clectrical communication with each other.

The processor 202 can execute one or more operations for
implementing some examples. The processor 202 can
execute instructions stored in the memory 208 to perform
the operations. The processor 202 can include one process-
ing device or multiple processing devices. Non-limiting
examples of the processor 202 include a Field-Program-
mable Gate Array (“FPGA”), an application-specific inte-
grated circuit (“ASIC”), a microprocessor, etc.

The processor 202 can be communicatively coupled to the
memory 208 via the bus 204. The non-volatile memory 208
may 1nclude any type of memory device that retains stored
information when powered off. Non-limiting examples of
the memory 208 include electrically erasable and program-
mable read-only memory (“EEPROM™), flash memory, or
any other type of non-volatile memory. In some examples,
at least some of the memory 208 can include a medium from
which the processor 202 can read instructions. A computer-
readable medium can 1nclude electronic, optical, magnetic,
or other storage devices capable of providing the processor
202 with computer-readable instructions or other program
code. Non-limiting examples of a computer-readable
medium include (but are not limited to) magnetic disk(s),
memory chip(s), ROM, random-access memory (“RAM™),
an ASIC, a configured processor, optical storage, or any
other medium from which a computer processor can read
instructions. The mstructions can include processor-specific
instructions generated by a compiler or an interpreter from
code written 1in any suitable computer-programming lan-
guage, including, for example, C, C++, C#, efc.

The memory 208 can include program code for a session
handler module 210, a channel-streaming module 212, a
server message module 214, and a conversion module 216.
The session handler module 210, in response to receiving a
communication request via the communications port 206,
can set up and configure communication channels 1n prepa-
ration for communicating data by implementing any neces-
sary handshaking protocols. The session handler module
210 can mitiate communications channels between the
streaming server 104 and the client device 102 and the
streaming server 104 and the server 106. The channel-
streaming module 212 can configure communications chan-
nels for streaming data between the streaming server 104
and the server 106 by transmitting start poll and stop poll
requests to the server 106 via the communications port 206.
The server message module 214 can handle request and
response protocols used by the streaming server 104 to
communicate with the server 106. The request and response
protocol used by the streaming server 104 to communicate
with the server 106 may include SOAP requests and
responses. The server message module 214 can send a
request to and receive a response from the server 106 via the
communications port 206. The conversion module 216 can
convert requests 1n a streaming data format, received from
the client device 102, into requests 1n a standardized data
format. The conversion module 216 can convert responses
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and data 1n a standardized data format, received from the
server 106 1n response to the request by the client device
102, 1into a streaming data format.

FIG. 3 1s a state diagram of a streaming server state
machine 302 according to one example. At block 304, the
streaming server 104 1s actively listening for devices within
a network, which can be performed on a well-known URL.
At block 306, a client (e.g., client device 102) capable of
communicating via streaming messages 1n a streaming data
format connects to the streaming server 104 and 1ssues an
open session message, which may be an Open Session ETP
message. The communications channel between the client
and the streaming server 104 1s set up and configured by the
session handler module 210, which can implement ETP
Protocol 0 1 block 310 to handle imtial handshaking
procedures. Once connected, shown 1n block 308, the client
can 1ssue messages within a given session.

Multiple protocols are defined within the streaming server
state machine 302: Protocol 0 1n block 310, channel stream-
ing protocol 1n block 312, standard server protocol 1n block
314, and any other protocol delineated as protocol n 1n block
316. Messages 1n a streaming data format received by the
streaming server 104 are relayed to the channel-streaming
module 212 for processing by the channel streaming proto-
col 1n block 312. Messages 1n a standardized data format
received by the streaming server 104 are relayed to the
server message module 214 for processing by the standard
server protocol 1n block 314.

FIG. 4 1s a flowchart describing a process for using
existing servers as data sources for streaming servers
according to one example.

In block 402, the streaming server 104 receives a stream-
Ing server message requesting data from an existing server.
After establishing a communications pathway via the ses-
sion handler module 210, a client (e.g., client device 102)
can send a request message to the streaming server 104 1n a
streaming data format, which may be a WITSML 2.0 format.
The streaming server 104 can receive the request message
via communications port 206. The request message can
include instructions to direct the streaming server 104 to
establish a streaming communications channel with the
client device 102 and to generate a polling task for continu-
ously requesting data from an existing server (e.g., server
106) without further request by the client device 102.

In block 404, the streaming server 104 converts the
streaming server message received into a standardized data
format. The conversion module 216 of the streaming server
104 can convert the request message received 1 block 402
from a streaming data format into a standardized data
format, which may be a WITSML 1.x format. Converting
the request message from a streaming data format into a
standardized data format can allow the request message data
to be transformed into a format understood by the server
106, which uses different protocols than the client device
102.

In block 406, the streaming server 104 transmits the
converted request message to the server 106. The commu-
nications port 206 of the streaming server 104 can transmit
the request message in a standardized data format to the
server 106. The converted request message can instruct the
server 106 to receive the requested data from the database
server 108, which can then be transmitted to the streaming
server 104. The converted request message may be trans-
mitted by the streaming server 104 using a SOAP request
generated by the server message module 214, and then
received by the server 106 that can implement WITSML 1.x
protocol based on a RPC. The converted request message
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can 1nclude 1nstructions for polling the server 106 generated
by channel streaming module 212.

Still referring to block 406, a channel of the server
message module 214 can be locked, such that the streaming
server 104 will take no further action with respect to the
server 106 that received the converted request message, until
an appropriate response 1s received from the server 106.
Once an appropriate response 1s received from the server
106, the server message module 214 can unlock that specific
channel to allow for further action by the streaming server
104. The streaming server 104 can still establish and operate
additional independent communication channels controlled
by the server message module 214—the server message
module 214 can establish and lock/unlock separate channels
for communicating with multiple existing servers indepen-
dent of the status of other channels.

In block 408, the streaming server 104 receives a response
message from the server 106 containing the requested data
in a standardized data format. In response to the request
message 1 a standardized data format transmitted by the
streaming server 106, the server 106 can communicate with
the database server 108 to receive the requested data from
the database server 108, convert the received data into a
standardized data format if necessary, and transmit the
requested data to the streaming server 104. This process can
occur indefinitely until otherwise instructed, as further
described 1n FIG. 6, allowing the server 106 to continuously
transmit data to the streaming server 104. The streaming
server 104 may receive the requested data using a SOAP
response 1nterpretable by the server message module 214.
Further, in block 408, the streaming server 104 can deter-
mine if any of the data received from the server 106 1s new
or changed from previous versions of the data.

In block 410, the streaming server 104 converts the
response message received from the server 106 mnto a
streaming data format. The conversion module 216 of the
streaming server 104 can convert the response message
received at block 408 from a standardized data format 1nto
a streaming data format, which may be a WITSML 2.0
format. Converting the request message from a streaming
data format into a standardized data format can allow the
response message data to be transformed into a format
understood by the client device 102, which uses different
protocols than the server 106.

In block 412, the streaming server 104 transmits the
response message 1n a streaming data format to the client
device 102. The response message transmitted by the
streaming server 104 1n a streaming data format can include
any data originating from the database server 108 that the
client device 102 requested 1n block 402.

FIG. 5 1s a flowchart describing a process for mitiating a
data-streaming configuration between a streaming server
and an existing server according to one example.

In block 502, the streaming server 104 receives a stream-
Ing server message requesting data from the server 106 via
a specific channel. The client device 102 may request
streaming of any channel that the streaming server 104
communicates as available for streaming.

In block 504, the streaming server 104 maps the requested
channel to a corresponding object and channel within the
server 106. In response to receiving the streaming server
message 1n block 502, the channel-streaming module 212 of
the streaming server 104 can determine an approprate
object and channel of the server 106 corresponding to the
data 1n the request message recerved from the client device
102. The streaming server 104 can map a channel dedicated
to the client device 102 with the determined object and
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channel of the server 106. Mapping the client device 102
channel with the server 106 channel can allow the streaming
server 104 to establish a streamlined communications path-
way prior to transceiving requested data from the server 106
to the client device 102. The channel of the server 106 can
be mapped to specific data or data channels within the
database server 108 at the instruction of the streaming server
104, or by default prior to any communications with the
streaming server 104.

In block 506, the streaming server 104 generates a task to
poll the server 106 for changes within the requested channel.
The channel-streaming module 212 can generate a task to
poll the requested channel of the server 106, which can be
mapped to specific data within the database server 108. The
polling task instructions can be included in the request
message 1n a standardized data format as described 1n block
406 of FIG. 4. The polling task can be generated in response
to receiving a “channelstreamingstart” message. Once gen-
erated, the polling task can be mnitiated allowing the stream-
ing server 104 to continuously request real-time data from
the server 106 via consecutive request messages until the
streaming server 104 receives a cease polling 1nstruction.

In block 508, the streaming server 104 receives a stream-
ing server message from the client device 102 requesting the
streaming server 104 to stop polling the server 106. Upon
receiving a cease polling instruction from the client device
102, the streaming server can stop generating request mes-
sages for real-time data across a channel corresponding to a
specific server 106 and database server 108. The cease
polling instructions may be a “channelstreamingstop™ mes-
sage. A client device 102 can remnitiate the polling process by
transmitting a new streaming server request message to the
streaming server 104 as described in block 402.

FIG. 6 1s a flowchart describing a data polling process
between a streaming server and an existing server according
to one example. The following description of blocks 602,
604, 606, 608, and 610 provides fturther detail to the example
described 1n block 506 of FIG. 5 for generating a polling task
to poll changes within a requested channel.

In block 602, the streaming server 104 generates a server
request for new or changed data from the server 106. As part
of generating a polling task in block 506 at the request of the
client device 102, the streaming server 104 can generate a

server request to transmit to the server 106. The server
request (as described 1 block 406 of FIG. 4) can be 1n a

standardized data format, which may be a WITSML 1.x
format. The server request to the server 106 can include
instructions allowing the server 106 to monitor data 1n a
given channel of the database server 108, and forward the
data to the streaming server 104.

In block 604, the streaming server 104 transmits the
server request to the server 106. The server request may be
transmitted by the streaming server 104 using a SOAP
request, and then received by the server 106, which may
employ WITSML 1.x based on a RPC.

In block 606, the streaming server 104 receives a server
response from the server 106. The polling task as depicted
in FIG. 6 can halt polling processes until the server 106
returns a response to the server request transmitted in block
604. The streaming server 104 can determine 1f any of the
data received in the server response from the server 106 1s
new or changed as compared to prior versions of the data.

In block 608, the streaming server 104 transmits new or
changed data 1n the server response to the client device 102.
The new or changed data can be converted into a streaming
data format for transmission to the client device 102. If the
streaming server 104 determines that the server response




US 11,363,101 B2

9

contains no new or changed data, the streaming server 104
may not send any information to the client device 102, and
can proceed to block 610.

In block 610, the polling task waits for a predetermined
poll interval time. The poll interval time can be any prede-
termined time set by a user. The poll interval time can also
be any time capable of both minimizing bandwidth usage
caused by repetitive server request and response messages
and minimizing the time for the client device 102 to receive
new or changed data upon the 1nitial storage of the data in
the database server 108. After waiting the duration of the
poll interval time, the streaming server 104 polling task can
begin a new cycle of requesting data from the server 106 by
reimtiating the process described 1n blocks 602, 604, 606,

608, and 610, beginning 1n block 602.

In block 612, the streaming server 104 terminates polling
alter receiving a streaming server message from the client
device 102 requesting the streaming server 104 to stop
polling the server 106. Unless otherwise instructed via a
cease polling request message from the client device 102,
the streaming server 104 can indefinitely perform the looped
polling operations as depicted mn FIG. 6 and described in
blocks 602, 604, 606, 608, and 610.

In some aspects, systems, devices, and methods for using
existing servers as data sources for streaming servers
according to one or more of the following examples:

Example 1 1s a system comprising: a server communica-
tively couplable to a database server and comprising code
stored 1n a non-transitory computer-readable medium and
executable by a processor to communicate data about a
wellbore environment with the database server and a stream-
ing server using a request and response protocol; and the
streaming server comprising: a network communications
port; a processor; and a non-transitory computer-readable
medium including code that 1s executable by the processor
to cause the streaming server to provide a client device with
access to data in the database server as streaming data by:
communicating, via the network communications port, data
in a standardized data format with the server; and commu-
nicating, via the network communications port, data in a
streaming data format with a client device.

Example 2 1s the system ol example 1, wherein the

streaming server 1s an Energistics Transier Protocol (E'TP)

server, wherein the server 1s a Well Information Transfer
Standard Markup Language (WITSML) server.

Example 3 i1s the system of example 2, wherein the
standardized data format 1s a WITSML version 1 format and
the streaming data format 1s an ETP format such that data 1s
able to be communicated to the client device 1n response to
the data being available without requiring data polling by the
client device.

Example 4 1s the system ol example 1, wherein the
streaming server and the server are communicatively cou-
plable through a Local Area Network, and the streaming
server and the client device are communicatively couplable
through a Wide Area Network.

Example 5 1s the system of example 1, the non-transitory
computer-readable medium further including code that is
executable by the processor to cause the streaming server to
receive data from the server by: generating a polling task
corresponding to a channel of the server, the polling task
including polling task instructions to direct the server to
relay new or changing data within the database server to the
streaming server; transmitting, via the network communi-
cations port, the polling task instructions to the server; and
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receiving, via the network communications port, new or
changed data of the channel from the server in response to
the polling task instructions.

Example 6 1s the system of example 1, the non-transitory
computer-readable medium further including code that 1is
executable by the processor to cause the streaming server to
provide a client device with access to data in the database
server as streaming data by: converting data received from
the client device into the standardized data format; and

converting data recerved from the server into the streaming
data format.

Example 7 1s the system of example 1, wherein the
request and response protocol usable by the streaming server
to communicate data with the server includes Simple Object
Access Protocols, and the request and response protocol of
the server includes Remote Procedure Calls.

Example 8 1s a streaming server comprising: a network
communications port communicatively couplable to a server
that 1s communicatively couplable to a database server; a
processor; and a non-transitory computer-readable medium
including code that 1s executable by the processor to cause
the streaming server to provide a client device with access
to data about a wellbore environment in the database server
as streaming data by: communicating, via the network
communications port, data in a standardized data format
with the server using a request and response protocol; and
communicating, via the network communications port, data
in a streaming data format with a client device.

Example 9 1s the streaming server of example 8, wherein
the streaming server 1s an FEnergistics Transier Protocol
(E'TP) server, wherein the server 1s a Well Information

Transier Standard Markup Language (WITSML) server.

Example 10 1s the streaming server of example 9, wherein
the standardized data format 1s a WITSML version 1 format
and the streaming data format 1s an ETP format such that
data 1s able to be commumicated to the client device 1n
response to the data being available without requiring data
polling by the client device.

Example 11 1s the streaming server of example 8, wherein
the streaming server and the server are communicatively
couplable through a Local Area Network, and the streaming
server and the client device are communicatively couplable
through a Wide Area Network.

Example 12 1s the streaming server of example 8, the
non-transitory computer-readable medium further including
code that 1s executable by the processor to cause the stream-
ing server to receive data from the server by: generating a
polling task corresponding to a channel of the server, the
polling task including polling task instructions to direct the
server to relay new or changing data within the database
server to the streaming server; transmitting, via the network
communications port, the polling task instructions to the
server; and receiving, via the network communications port,
new or changed data of the channel from the server in
response to the polling task instructions.

Example 13 1s the streaming server of example 8, the
non-transitory computer-readable medium further including
code that 1s executable by the processor to cause the stream-
ing server to provide a client device with access to data 1n
the database server as streaming data by: converting data
received from the client device into the standardized data
format; and converting data received from the server into the
streaming data format.

Example 14 1s the streaming server of example 8, wherein
the request and response protocol usable by the streaming
server to communicate data with the server includes Simple
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Object Access Protocols, and the request and response
protocol of the server includes Remote Procedure Calls.
Example 15 1s a method comprising: receiving, by a
streaming server, a request from a client device to access
data about a wellbore environment in a database server that
1s commumnicatively coupled to a server that 1s communica-
tively coupled to the streaming server; communicating, via
the streaming server, data 1n a standardized data format with
the server using a request and response protocol; and com-

municating, via the streaming server and 1n a streaming data
format, data from the database server with a client device.

Example 16 1s the method of example 15, wherein the

streaming server 1s an Energistics Transier Protocol (E'TP)
server, wherein the server 1s a Well Information Transfer

Standard Markup Language (WITSML) server.

Example 17 1s the method of example 16, wherein the
standardized data format 1s a WITSML version 1 format and
the streaming data format 1s an ETP format such that data 1s
communicated to the client device in response to the data
being available without requiring data polling by the client
device.

Example 18 1s the method of example 15, wherein the
streaming server and the server are communicatively
coupled through a Local Area Network, and the streaming
server and the client device are communicatively coupled
through a Wide Area Network.

Example 19 1s the method of example 15, further com-
prising: converting data received from the client device into
the standardized data format; generating, via the streaming
server, a polling task corresponding to a channel of the
server 1n response to receiving data from the client device,
the polling task including polling task instructions to direct
the server to relay new or changing data within the database
server to the streaming server; transmitting, via the network
communications port, the polling task instructions to the
server 1n the standardized data format; receiving, via the
network communications port, new or changed data of the
channel from the server in response to the polling task
instructions; and converting data received from the server
into the streaming data format.

Example 20 1s the method of example 15, wherein the
request and response protocol usable by the streaming server
to communicate data with the server includes Simple Object
Access Protocols, and the request and response protocol of
the server includes Remote Procedure Calls.

Example 21 1s a streaming server comprising: a network
communications port communicatively couplable to a server
that 1s communicatively couplable to a database server; a
processor; and a non-transitory computer-readable medium
including code that 1s executable by the processor to cause
the streaming server to provide a client device with access
to data about a wellbore environment 1n the database server
as streaming data by: communicating, via the network
communications port, data in a standardized data format
with the server using a request and response protocol; and
communicating, via the network communications port, data
in a streaming data format with a client device.

Example 22 1s the streaming server of example 21,
wherein the streaming server 1s an Energistics Transier
Protocol (ETP) server, wherein the server 1s a Well Infor-

mation Transfer Standard Markup Language (WITSML)
Server.

Example 23 is the streaming server of any of example(s)
21 to 22, wherein the standardized data format 1s a WITSML
version 1 format and the streaming data format 1s an E'TP
format such that data i1s able to be communicated to the
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client device in response to the data being available without
requiring data polling by the client device.

Example 24 1s the streaming server of any of example(s)
21 to 23, wherein the streaming server and the server are
communicatively couplable through a Local Area Network,
and the streaming server and the client device are commu-
nicatively couplable through a Wide Area Network.

Example 25 1s the streaming server of any of example(s)
21 to 24, the non-transitory computer-readable medium
turther including code that 1s executable by the processor to
cause the streaming server to receive data from the server
by: generating a polling task corresponding to a channel of
the server, the polling task including polling task instruc-
tions to direct the server to relay new or changing data
within the database server to the streaming server; transmit-
ting, via the network communications port, the polling task
mstructions to the server; and receiving, via the network
communications port, new or changed data of the channel
from the server in response to the polling task instructions.

Example 26 1s the streaming server of any of example(s)
21 to 25, the non-transitory computer-readable medium
turther including code that 1s executable by the processor to
cause the streaming server to provide a client device with
access to data in the database server as streaming data by:
converting data received from the client device into the
standardized data format; and converting data received from
the server into the streaming data format.

Example 27 1s the streaming server ol any of example(s)
21 to 26, wherein the request and response protocol usable
by the streaming server to commumnicate data with the server
includes Simple Object Access Protocols, and the request
and response protocol of the server includes Remote Pro-
cedure Calls.

Example 28 1s the streaming server of any of example(s)
21 to 27, wherein the streaming server 1s 1n a system that
comprises: the server communicatively couplable to the
database server and comprising code stored mm a non-
transitory computer-readable medium and executable by a
processor to communicate data about the wellbore environ-
ment with the database server and the streaming server using
a request and response protocol.

Example 29 1s a method comprising: receiving, by a
streaming server, a request from a client device to access
data about a wellbore environment in a database server that
1s communicatively coupled to a server that 1s communica-
tively coupled to the streaming server; communicating, via
the streammg server, data 1n a standardized data format with
the server using a request and response protocol; and com-
municating, via the streaming server and 1n a streaming data
format, data from the database server with a client device.

Example 30 1s the method of example 29, wherein the
streaming server 1s an Jnerglstlcs Transier Protocol (E'TP)
server, wherein the server 1s a Well Information Transfer
Standard Markup Language (WITSML) server.

Example 31 1s the method of any of example(s) 29 to 30,
wherein the standardized data format 1s a WITSML version
1 format and the streaming data format 1s an ETP format
such that data 1s commumicated to the client device 1n
response to the data being available without requiring data
polling by the client device.

Example 32 1s the method of any of example(s) 29 to 31,
wherein the streaming server and the server are communi-
catively coupled through a Local Area Network, and the
streaming server and the client device are communicatively
coupled through a Wide Area Network.

Example 33 1s the method of any of example(s) 29 to 32,
further comprising: generating, via the streaming server, a
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polling task corresponding to a channel of the server, the
polling task including polling task mstructions to direct the
server to relay new or changing data within the database
server to the streaming server; transmitting, via the network
communications port, the polling task instructions to the
server; and receiving, via the network communications port,
new or changed data of the channel from the server in
response to the polling task instructions.

Example 34 1s the method of any of example(s) 29 to 33,
turther comprising: converting data receirved from the client
device into the standardized data format; and converting
data recerved from the server into the streaming data format.

Example 35 1s the method of any of example(s) 29 to 34,
wherein the request and response protocol usable by the
streaming server to communicate data with the server
includes Simple Object Access Protocols, and the request
and response protocol of the server includes Remote Pro-
cedure Calls.

The foregoing description of certain examples, including
illustrated examples, has been presented only for the pur-
pose of 1llustration and description and 1s not intended to be
exhaustive or to limit the disclosure to the precise forms
disclosed. Numerous modifications, adaptations, and uses
thereol will be apparent to those skilled 1n the art without
departing from the scope of the disclosure.

What 1s claimed 1s:

1. A system comprising;:

a first server communicatively couplable to a database
server and comprising code stored 1n a non-transitory
computer-readable medium and executable by a pro-
cessor to communicate data about a wellbore environ-
ment with the database server and a streaming server
that 1s an Energistics Transfer Protocol (ETP) server
using a request and response protocol; and

the streaming server comprising:

a network communications port;
a processor; and
a non-transitory computer-readable medium including
code that 1s executable by the processor to cause the
streaming server to provide a client device with
access to data in the database server as streaming
data by:
communicating, via the network communications
port and via a local area network (LAN), data 1n
a standardized data format with the first server:
and
communicating, via the network communications
port and via a wide area network (WAN), data in
a streaming data format with a client device, the
streaming data format being an ETP format such
that data 1s able to be communicated to the client
device 1n response to the data being available
without requiring data polling by the client device.

2. The system of claim 1, wherein the first server 1s a Well
Information  Transfer Standard Markup Language
(WITSML) server.

3. The system of claim 2, wherein the standardized data
format 1s a WITSML version 1 format.

4. The system of claim 1, the non-transitory computer-
readable medium further including code that 1s executable
by the processor to cause the streaming server to receive data
from the first server by:

generating a polling task corresponding to a channel of
the first server, the polling task including polling task
istructions to direct the first server to relay new or
changing data within the database server to the stream-
INg server;
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transmitting, via the network communications port, the
polling task instructions to the first server; and
recerving, via the network communications port, new or
changed data of the channel from the first server in
response to the polling task instructions.
5. The system of claim 1, the non-transitory computer-
readable medium further including code that 1s executable
by the processor to cause the streaming server to provide a
client device with access to data in the database server as
streaming data by:
converting data received from the client device into the
standardized data format; and
converting data received from the first server into the
streaming data format.
6. The system of claim 1, wherein the request and
response protocol usable by the streaming server to com-
municate data with the first server includes Simple Object
Access Protocols, and the request and response protocol of
the first server includes Remote Procedure Calls.
7. A streaming server comprising:
a network communications port communicatively cou-
plable to a first server that 1s communicatively cou-
plable to a database server;
a processor; and
a non-transitory computer-readable medium including
code that 1s executable by the processor to cause the
streaming server that 1s an Energistics Transier Proto-
col (ETP) server to provide a client device with access
to data about a wellbore environment 1n the database
server as streaming data by:
communicating, via the network communications port
and via a local area network (LAN), data in a
standardized data format with the first server using a
request and response protocol; and

communicating, via the network communications port
and via a wide area network (WAN), data i a
streaming data format with a client device, the
streaming data format being an E'TP format such that
data 1s able to be communicated to the client device
in response to the data being available without
requiring data polling by the client device.

8. The streaming server of claim 7, wherein the first server
1s a Well Information Transfer Standard Markup Language
(WITSML) server.

9. The streaming server of claim 8, wherein the standard-
1zed data format 1s a WITSML version 1 format.

10. The streaming server of claim 7, the non-transitory
computer-readable medium further including code that is
executable by the processor to cause the streaming server to
receive data from the first server by:

generating a polling task corresponding to a channel of
the first server, the polling task including polling task
istructions to direct the first server to relay new or
changing data within the database server to the stream-
INg Sserver;

transmitting, via the network communications port, the
polling task instructions to the first server; and

receiving, via the network communications port, new or
changed data of the channel from the first server in
response to the polling task instructions.

11. The streaming server of claim 7, the non-transitory
computer-readable medium further including code that is
executable by the processor to cause the streaming server to
provide a client device with access to data in the database
server as streaming data by:

converting data received from the client device into the
standardized data format:; and
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converting data received from the first server into the

streaming data format.

12. The streaming server of claim 7, wherein the request
and response protocol usable by the streaming server to
communicate data with the first server includes Simple
Object Access Protocols, and the request and response
protocol of the first server includes Remote Procedure Calls.

13. A method comprising;:

receiving, by a streaming server that 1s an Energistics

Transier Protocol (ETP) server, a request from a client
device to access data about a wellbore environment 1n
a database server that 1s communicatively coupled to a

first server that 1s communicatively coupled to the
streaming server;

communicating, via the streaming server over a local area
network (LAN), data 1n a standardized data format with
the first server using a request and response protocol;
and

communicating, via the streaming server over a wide area

network (WAN), and 1n a streaming data format, data
from the database server with a client device, the
streaming data format being an ETP format such that
data 1s communicated to the client device in response to
the data being available without requiring data polling
by the client device.

14. The method of claim 13, wherein the first server 1s a
Well Information Transfer Standard Markup Language
(WITSML) server.

15. The method of claim 14, wherein the standardized
data format 1s a WITSML version 1 format.

16. The method of claim 13, further comprising:

converting data received from the client device into the

standardized data format;

generating, via the streaming server, a polling task cor-

responding to a channel of the first server 1n response
to recerving data from the client device, the polling task
including polling task instructions to direct the first
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server to relay new or changing data within the data-
base server to the streaming server;

transmitting, via a network communications port, the
polling task instructions to the first server in the stan-
dardized data format;

receiving, via the network communications port, new or
changed data of the channel from the first server in
response to the polling task instructions; and

converting data received from the first server mnto the
streaming data format.

17. The method of claam 13, wherein the request and
response protocol usable by the streaming server to com-
municate data with the first server includes Simple Object
Access Protocols, and the request and response protocol of
the first server includes Remote Procedure Calls.

18. The system of claim 4, the non-transitory computer-
readable medium further including code that 1s executable
by the processor to cause the streaming server to:

transmit a request for the data in the standardized format

to the first server via the channel; and

subsequent to transmitting the request, lock the channel

until a response to the request 1s recerved from the first
Server.

19. The streaming server of claim 10, the non-transitory
computer-readable medium further including code that is
executable by the processor to cause the streaming server to:

transmit a request for the data in the standardized format

to the first server via the channel; and

subsequent to transmitting the request, lock the channel

until a response to the request 1s received from the first
Server.
20. The method of claim 16, further comprising:
transmitting a request for the data in the standardized
format to the first server via the channel; and

subsequent to transmitting the request, locking the chan-
nel until a response to the request 1s received from the
first server.
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