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MACHINE LEARNING DRIVEN CHEMICAL
COMPOUND REPLACEMENT
TECHNOLOGY

TECHNICAL FIELD

One technical field of the present disclosure 1s artificial
intelligence and machine learning, as applied to food.
Another techmical field 1s food science. The disclosure

relates, 1n particular, to use of machine learning to suggest
alternative chemical compounds that can be used to recreate
functional properties of chemical compounds that are pres-
ent 1n products, such as food items.

BACKGROUND

The approaches described 1n this section are approaches
that could be pursued, but not necessarily approaches that
have been previously conceirved or pursued. Therelore,
unless otherwise indicated, 1t should not be assumed that any
of the approaches described in this section qualify as prior
art merely by virtue of their inclusion 1n this section.

Today, many negative consequences of use of animals 1n
the food industry are known, such as deforestation, pollu-
tion, human health conditions, and allergies, among others.
In contrast, a plant-based diet 1s associated with improved
health and well-being and reduces risk of diseases. Not only
1s a plant-based diet only good for human health but 1t 1s also
good for the Earth’s health. Research has shown that pro-
duction of plant-based food 1tems generates less greenhouse
emissions and require less energy, water, and land than
production of animal-based food items. There are plant
alternatives to amimal-based food items. For example, plant
alternatives to meat include veggie burgers and other vegan
meat food 1tems. However, these alternatives do not match
the taste and texture ol meat.

Accordingly, there 1s a need for improved techmques to
mimic a food item, such as an animal-based food 1tem, by
matching sensory attributes as much as possible. Unfortu-
nately, many techniques for development of new foods rely
upon time-consuming, inaccurate, manual laboratory work
in which different ingredients are combined in different
ways and tested. These approaches are ineflicient, mnvolve
extensive time to develop a single successtul food formula,
and waste physical resources.

SUMMARY

The appended claims may serve as a summary of the
invention.

BRIEF DESCRIPTION OF THE FIGURES

The present invention is illustrated by way of example,
and not by way of limitation, in the figures of the accom-
panying drawings and 1n which like reference numerals refer
to similar elements and 1n which:

FIG. 1 illustrates an example networked computer system
with which various embodiments may be practiced.

FIG. 2 1llustrates an architecture of an example artificial
intelligence model 1n accordance with some embodiments.

FIG. 3 illustrates an example diagram of a data flow in
accordance with some embodiments.

FI1G. 4 1llustrates an example method to suggest chemical
compounds as substitutes for a chemical compound that 1s
present 1n a product, in accordance with some embodiments.
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FIG. § illustrates a block diagram of a computing device
in which the example embodiment(s) of the present inven-
tion may be embodied.

FIG. 6 illustrates a block diagram of a basic software
system for controlling the operation of a computing device.

DETAILED DESCRIPTION

In the following description, for the purposes of expla-
nation, numerous specific details are set forth 1n order to
provide a thorough understanding of the present invention.
It will be apparent, however, that the present invention may
be practiced without these specific details. In other
instances, well-known structures and devices are shown 1n
block diagram form 1n order to avoid unnecessarily obscur-
ing the present mvention.

Embodiments are described herein in sections according,

to the following outline:
1.0 GENERAL OVERVIEW

2.0 STRUCTURAL OVERVIEW
3.0 FUNCTIONAL OVERVIEW
3.1 COMPOUND EMBEDDING GENERATOR
3.1.1 GRAPH NEURAL NETWORK
3.1.2 FEED FORWARD NETWORK
3.1.3 COMPOUND EMBEDDINGS
3.2 COMPOUND SEARCHER
4.0 EXAMPLE SEARCH FLOW
>.0 PROCEDURAL OVERVIEW
6.0 HARDWARE OVERVIEW
7.0 SOFTWARE OVERVIEW
3.0 OTHER ASPECTS OF DISCLOSURE

1.0 General Overview

Computer-implemented techniques for generating alter-
native chemical compounds that can be used to recreate or
mimic flavors of target chemical compounds using artificial
intelligence are disclosed.

In some embodiments, a neural network based model 1s
trained on source chemical compounds and their corre-
sponding flavors and odors. The trained neural network
based model generates source compound embeddings of the
source chemical compounds. The trained neural network
based model generates a target compound embedding of a
target chemical compound that 1s present 1n a food item.
From the source compound embeddings, one or more alter-
native chemical compounds of the source chemical com-
pounds that are closest to the target chemical compound,
based on a distance metric, may be determined. Each
alternative chemical compound may be used to recreate the
flavor of the target chemical compound.

In an embodiment, a computer-implemented method of
suggesting chemical compounds as substitutes for a chemi-
cal compound that 1s present in a food i1tem, comprising:
training an artificial intelligence model based on first digital
data representing plurality of source chemical compounds
and second digital data representing tlavors and odors of the
plurality of source chemical compounds; applying the
trained artificial intelligence model to the plurality of source
chemical compounds to generate a plurality of source com-
pound embeddings for the plurality of source chemical
compounds; applying the trained artificial intelligence
model to a target chemical compound to generate a target
compound embedding for the target chemical compound,
the target chemical compound 1s a chemical compound that
1s present 1n a particular food item; determiming, from the
plurality of source chemical compounds, one or more alter-
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native chemical compounds for which corresponding source
compounding embeddings are closest to the target com-
pound embedding for the target chemical compound.

All embodiments disclosed and claimed herein are
directed to a computer-implemented programmed processes
that interact with digital data to provide a practical applica-
tion of computing technology to the problem of generating,
alternative chemical compounds that can be used to recreate
functional (e.g., sensorial) properties, such as tlavor, texture,
etc., of target chemical compounds that may be expensive or
can only be found from an animal source. The disclosure 1s
not intended to encompass techmques for organizing human
activity, for performing mental processes, or for performing
a mathematical concept, and any interpretation of the claims
to encompass such techniques would be unreasonable based
upon the disclosure as a whole.

Other embodiments, aspects, and features will become
apparent from the reminder of the disclosure as a whole.

2.0 Structural Overview

FIG. 1 illustrates an example networked computer system
100 with which various embodiments may be practiced.
FIG. 1 1s shown 1n simplified, schematic format for purposes
of illustrating a clear example and other embodiments may
include more, fewer, or different elements. FIG. 1, and the
other drawing figures and all of the description and claims
in this disclosure, are intended to present, disclose, and
claim a technical system and technical methods comprising
specially programmed computers, using a special-purpose
distributed computer system design and instructions that are
programmed to execute the functions that are described.
These elements execute functions that have not been avail-
able before to provide a practical application of computing
technology to the problem of generating alternative chemi-
cal compounds that can be used to recreate functional (e.g.,
sensorial) properties, such as flavor, texture, etc., of target
chemical compounds in food items. In this manner, the
disclosure presents a technical solution to a technical prob-
lem, and any interpretation of the disclosure or claims to
cover any judicial exception to patent eligibility, such as an
abstract 1dea, mental process, method of organizing human
activity or mathematical algorithm, has no support in this
disclosure and 1s erroneous.

In the example FIG. 1, the networked computer system
100 comprises a client computer(s) 104, a server computer
106, a data repository(ies) 120, which are communicatively
coupled directly or indirectly via one or more networks 102.
In an embodiment, the server computer 106 broadly repre-
sents one or more computers, such as one or more desktop

computers, server computers, a server farm, a cloud com-
puting plattorm (like AMAZON EC2® cloud computing

plattorm, GOOGLE CLOUD® cloud computing platform,
container orchestration (KUBERNETES® container orches-
tration, DOCKER® container orchestration, etc.)), or a
parallel computer, virtual computing instances 1n public or
private datacenters, and/or 1instances of a server-based appli-
cation.

The server computer 106 1includes one or more computer
programs or sequences ol program instructions that is orga-
nized to implement compound embedding generating func-
tions and compound searching functions. Programs or
sequences of instructions orgamized to implement the com-
pound embedding generating functions may be referred to
herein as a compound embedding generator 108. Programs

10

15

20

25

30

35

40

45

50

55

60

65

4

or sequences ol instructions organized to implement the
compound generating functions may be referred to herein as
a compound searcher 110.

In an embodiment, the compound embedding generator
108 1s programmed to generate a compound embedding for
a chemical compound. A compound embedding i1s an
encoded representation of a chemical compound and pro-
vides information regarding similarities between the struc-
ture of the chemical compound and odors and flavors of the
chemical compound. As further discussed below, the com-
pound embedding generator 108 may be applied to each
source chemical compound from a source compound data-
base and to any of the chemical compounds present in a food
item.

In an embodiment, the compound searcher 110 1s pro-
grammed to suggest (determine, generate, predict) one or
more alternative chemical compounds for a food item based
on a particular chemical compound present 1n the food 1tem
that has been selected for replacement. Each alternative
chemical compound recreates functional properties, such as
flavor, smell, texture, etc., of that particular chemical com-
pound.

In some embodiments, to provide modularity and sepa-
ration of function, the compound embedding generator 108
and the compound searcher 110 are implemented as a
logically separate program, process or library.

The server computer 106 also includes receiving instruc-
tions (not 1llustrated) and displaying instructions (not 1llus-
trated). The receiving instructions are programmed to
receive data from a client computer 104 and/or a data
repository 120 for further processing. For example, the
receiving instructions may be programmed for receiving
user 1nput, such as user mput specilying food items, chemi-
cal compounds, a number of suggested alternative com-
pounds to be generated, etc. The displaying instructions are
programmed to cause one or more computing devices, such
as a client computer 104 to display a graphical user interface
(GUI) including content, such as content from data reposi-
tory 120 and/or generated by the compound embedding
generator 108 and the compound searcher 110. Other sets of
instructions may be included to form a complete system
such as an operating system, utility libraries, a presentation
layer, database interface layer and so forth.

Computer executable instructions described herein may
be 1n machine executable code in the instruction set of a
CPU and may have been compiled based upon source code
written 1 Python, JAVA, C, C++, OBIECTIVE-C, or any
other human-readable programming language or environ-
ment, alone or in combination with scripts in JAVASCRIPT,
other scripting languages and other programming source
text. In another embodiment, the programmed 1nstructions
also may represent one or more files or projects of source
code that are digitally stored 1n a mass storage device such
as non-volatile RAM or disk storage, in the systems of FIG.
1 or a separate repository system, which when compiled or
interpreted cause generating executable instructions which
when executed cause the computer to perform the functions
or operations that are described herein with reference to
those instructions. In other words, the figure may represent
the manner 1 which programmers or software developers
organize and arrange source code for later compilation into
an executable, or interpretation into bytecode or the equiva-
lent, for execution by the server computer 106.

The server computer 106 may be coupled to the data
repository 120 that includes a food item database 122, a
source compound database 124, and an embedding database
126. As used herein, the term “database”™ refers to a corpus
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of data, organized or unorganized, in any format, with or
without a particular interface for accessing the corpus of
data. Fach database 122, 124, 126 may be implemented
using memory, e.g., RAM, EEPROM, flash memory, hard
disk drives, optical disc drives, solid state memory, or any
type of memory suitable for database storage.

The food 1tem database 122 includes a plurality of food
items and information about the plurality of food item. A
food 1item 1n the food item database 122 may be plant-based
or amimal-based. An example plant-based food item 1s tofu.
An example animal-based food 1tem 1s pulled pork.

Each food 1item 1n the food item database 122 1s associated
with gas chromatography mass spectrometry (GCMS) data
obtained using GCMS techniques. GCMS techniques may
be used to perform a GCMS analysis on a food item to
determine the molecular composition of a food 1tem. GCMS
data may include one or more readouts, with each of the one
or more readouts including a list of chemical compounds of
the food item. For example, a first readout may include a
human-verified list of chemical compounds, and a second
readout may include a software-produced list of chemical
compounds.

In an embodiment, the human-verified list of chemical
compounds for the food 1tem may include compound data,
odor threshold data, and concentration data. The human-
verified list of chemical compounds may stem from a
predetermined list of chemical compounds with known odor
thresholds. An odor threshold represents the lowest concen-
tration of a chemical compound required for a human to be
able to detect 1t within a solution, such as water with parts
per billion as the unit. (It 1s noted that odors are relevant
when creating a flavor. Studies suggest that odor is the
dominant role in our experience of food.) A lab technician
may check the existence of each chemical compound from
the predetermined list by analyzing the retention time of the
compound and the presence of 1ts 1ons within the corre-
sponding GCMS spectrum, and may determine the concen-
tration of each of those chemical compounds 1n the food
item by comparing 1t with the spectrum of an added baseline
sample.

In an embodiment, the software-produced list of chemical
compounds for the food item may include compound data,
concentration data, and confidence data. The compound data
and concentration data in the software-produced list are
similarly configured as the compound data and concentra-
tion data in the human-verified list, in that the compound
data includes chemical compounds that are present 1n the
food item and the concentration data includes the concen-
tration of each of those chemical compounds that are present
in the food item. The confidence data in the software-
produced list includes a score for each chemical compound
indicating the likelihood of that chemical compound being
present in the food item. The chemical compounds are
automatically found by a GCMS software.

The readouts from the GCMS analysis are combined into
a compound list for the food 1tem, with chemical compounds
from the first readout (e.g., human-verified list of com-
pounds) weighted higher than chemical compounds from the
second readout (e.g., software produced list of compounds)
as odor thresholds of the chemical compounds from the
second readout may be unknown and/or the confidence may
be lower. The compound list also 1includes the concentration
of each of the chemical compounds 1n the list.

In an embodiment, the compound list 1s presented, for
example, 1n a GUI, to a user to select therefrom a target
chemical compound for replacement. In an embodiment,
cach chemical compound 1n the list may be ranked by 1ts
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ratio between odor threshold and concentration of that
chemical compound. As such, since the second readout 1s
not associated with odor thresholds, and as such the impor-
tance of each chemical compound from the second readout
1s unknown, chemical compounds from the second readout
are ranked lower than chemical compounds from the first
readout and are at the end of the combined compound list.

Each chemical compound 1n the combined compound list
may be associated with a simplified molecular-input line-
entry system (SMILES) based notation describing its cor-
responding structure, although other suitable notations that
allow for chemical information processing are also contem-
plated. For example, the compound structure of vanillin may
be represented as O=Cclcec(O)c(OC)c1COclcc(C=0)
ccclO.

The combined compound list associated with each food
item 1s stored in the food item database 122.

The source compound database 124 includes a plurality of
source chemical compounds and information about the
plurality of source chemical compounds, including struc-
tural and organoleptic information. The source compound
database 124 also includes associations between the plural-
ity of source chemical compounds and ingredients that
contain them. In an embodiment, the ingredients associated
with the plurality of source chemical compounds are natural
ingredients. Associations with natural ingredients are useful
for multiple reasons. First, using natural ingredients rather
than tlavorings are preferable for consumer transparency and
provides potential for novel ingredient combinations. Sec-
ondly, compounds used i1n flavorings must be able to be
extracted from natural ingredients to be considered a “Natu-
ral Flavor.” Theretfore, associations with natural ingredients
can help flavorists select potential natural sources from
which to extract flavorings. In an embodiment, the mgredi-
ents associated with the plurality of source chemical com-
pounds are plant-based ingredients.

In an embodiment, data in the source compound database
124 may be obtained from different sources of knowledge,
including open source databases such as the FlavorDB
database, the FooDB database, the Good Scents Company
database, or the like. Table 1 shows example information

associated with each source chemical compound stored 1n
the source compound database 124.

TABLE 1

Compound

Information Description

Properties Structural information, class, category

Databases Database i1dentifier 1n various databases (web sources)
SYNONYMms Set of synonyms

Flavors Tags, descriptions, type

Odors Tags, descriptions, type, strength, substantivity
Ingredients Natural ingredients the compound is found in

The source chemical compound may be compounds cer-
tified by the Flavor & Extract Manufacturers Association
(FEMA) and, as such, may be used by flavor houses to
recreate flavors, as these source chemical compounds are
certified GRAS (generally regarded as safe). Each source
chemical compound 1n the source compound database 124
may be associated with a SMILES based notation describing
its corresponding structure, although other suitable notations
that allow for chemical information processing are also
contemplated. A training dataset, for traiming the compound
embedding generator 108, includes compound structures
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and corresponding flavor tags and/or odor tags of at least a
subset of the source chemical compounds from the source

compound database 124.

In an embodiment, the embedding database 126 includes
compound embeddings generated by the compound embed-
ding generator 108. The compound embeddings include
source compound embeddings that correspond with source
chemical compounds 1n the training dataset. The source
compound embeddings that correspond with the source
chemical compounds 1n the training dataset are used by the
compound searcher 110 to suggest (determine, generate,
predict) one or more alternative chemical compounds for a
food item, where each of the alternative chemical com-
pounds can be a substitute or replacement of a particular
chemical compound that i1s present 1n the food 1tem.

The network 102 broadly represents a combination of one
or more local area networks (LANs), wide area networks
(WANSs), metropolitan area networks (MANs), global inter-
connected internetworks, such as the public iternet, or a
combination thereof. Each such network may use or execute
stored programs that implement internetworking protocols
according to standards such as the Open Systems Intercon-
nect (OSI) multi-layer networking model, including but not
limited to Transmission Control Protocol (TCP) or User
Datagram Protocol (UDP), Internet Protocol (IP), Hypertext
Transter Protocol (HTTP), and so forth. All computers
described herein may be configured to connect to the net-
work 102 and the disclosure presumes that all elements of
FIG. 1 are communicatively coupled via the network 102.
The various elements depicted in FIG. 1 may also commu-
nicate with each other via direct communications links that
are not depicted i FIG. 1 for purposes of explanation.

The server computer 106 1s accessible over the network
102 by a client computer 104 to request alternative chemical
compounds for a particular chemical compound that 1is
present a food 1tem to recreate functional properties of that
particular chemical compound. The client computer 104
may comprise a desktop computer, laptop computer, tablet
computer, smartphone, or any other type ol computing
device that allows access to the server computer 106. The
clements 1n FIG. 1 are itended to represent one workable
embodiment but are not intended to constrain or limit the
number of elements that could be used 1in other embodi-
ments.

3.0 Functional Overview

The server computer 106, including the compound
embedding generator 108 and the compound searcher 110,
and the data repository 120 interoperate programmatically 1in
an unconventional manner to generate alternative chemaical
compounds for a particular chemical compound that 1is
present a food item to recreate functional properties of that
particular chemical compound.

3.1 Compound Embedding Generator

In an embodiment, the compound embedding generator
108 includes an artificial intelligence model that 1s trained to
learn representations of chemical compounds (compound
embeddings) 1n a continuous space where distances between
chemical compounds can be determined. An example arti-
ficial intelligence model 1s a neural network based model.
FIG. 2 illustrates the architecture of artificial intelligence
model 200 1n accordance with some embodiments. The
training dataset for training the artificial intelligence model
200 includes compound structures and corresponding flavor
tags and/or odor tags of at least a subset of source chemical
compounds from the source compound database 124. The
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artificial intelligence model 200 includes two parts: a graph
neural network 202 and a feed forward network 204. The
feed forward network 204 1ncludes dense layers of varying
sizes. By traiming the artificial intelligence model 200 to
predict flavors and odors, intermediate layers of the feed
forward network 204 will contain information that pertains
both to compound structures and associated flavors and
odors.

3.1.1 Graph Neural Network

During training, a notation suitable for processing, such as
the SMILES notation, of the molecular structure of each
molecule (chemical compound) 206 from the training data-
set 1s transformed into a graph. A graph 1s a data structure
comprising nodes and edges connected together to represent
information. Each node in the graph represents an atom 1n
the molecule. Each of the nodes 1n the graph 1s 1nitialized
with a set of one or more features defining an atom, such as
atomic weight, valence, and hybridization type, that corre-
sponds with the node. The features may be obtained from an
open source cheminformatics software package, such as
RDKit, that contains basic information about atoms and
chemical compounds. An edge between two nodes 1n the
graph represent a bond between the atoms corresponding
with the nodes.

The graph neural network 202 operates on the graph after
the nodes in the graph are mmitialized. The graph neural
network 202 performs message passing (neighborhood
aggregation) between the nodes. Message passing involves
pushing weights from each node to neighboring nodes that
are connected via edges to that node, thus updating the
internal representation for that node. Message passing 1s
performed, 1n parallel, on all nodes 1n the graph, as infor-
mation in layer L+1 depend on information in layer L.
Through N iterations (e.g., N=5), the nodes know more
about their own features and that of their neighboring nodes,
which creates a more accurate or fuller representation of the
graph (e.g., each node has more information about its
neighboring nodes), where N 1s a hyperparameter. At the end
of the message passing, each node will have a unique
representation that 1s informed by the unique structure of the
molecule.

After N 1terations, a representation of the graph 1s an input
to the feed forward network 204. A computation on all node
representations 1s performed to obtain a vector V that
represents the graph. In an embodiment, the mean of all node
representations 1s calculated as the output of the graph
neural network 202, which 1s mput to the feed forward
network 204.

3.1.2 Feed Forward Network

The feed forward network 204 includes layers of varying
sizes. In the feed forward network 204, information, such as
vector V associated with a source chemical compound,
moves 1 a forward direction between the layers. During
training, the feed forward network 204 uses a learning
algorithm, such as gradient descent, to modily parameters
(e.g., a set of weights, bias thresholds) of the feed forward
network 204. The gradient descent may be based on batch
gradient descent, stochastic gradient descent, or mini-batch
gradient descent.

The feed forward network 204 receives vector V associ-
ated with the source chemical compound as input data and
predicts flavors and odors as output data 208. In an embodi-
ment, the feed forward network 204 1s programmed to have
an iput layer, one or more intermediate layers, and an
output layer. The size of the input data 1s the same as the size
of the mput layer. The mput layer of the feed forward
network 1s programmed to receive and pass the input data to
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the next layer of the feed forward network. The intermediate
layers are programmed to perform intermediate processing
or computation and transfer the weights from one layer to
the next layer. Information generated at the last intermediate
layer 210 1s passed to the output layer for classification. The
output layer uses a softmax function that maps the output of
the mtermediate layer immediately preceding it to the output
data 208 of the feed forward network 204.

In an embodiment, the learning algorithm of the feed
torward network 204 may be programmed as a supervised
learning algorithm. As described above, the training data
includes compound structures and corresponding tlavor tags
and/or odor tags of at least a subset of source chemical
compounds from the source compound database 124. Vector
V associated with the structure of a source chemical com-
pound, as an mput during training, 1s associated with a
known target. The known target includes tagged flavors and
tagged odors. The feed forward network 204 1s traimned by
re-adjusting the set of weights and bias thresholds such that
the output data of the feed forward network 204, given the
input data, matches the known target. Cross-entropy or mean
squared error may be used as a loss function of the feed
torward network 204.

3.1.3 Compound Embeddings

After the compound embedding generator 108 1s trained,
the compound embedding generator 108 1s applied to each
of the source chemical compound in the training dataset.
Since the mtermediate layers of the feed forward network
204 include a distillation of structural information that are
pertinent to compound flavor, compound embeddings may
be retrieved or extracted from an intermediate layer of the
feed forward network 204. Compound embeddings provide

CAS
No.

Compound
Name

Methyl
salicylate

119-
36-8 O3
Ortho-

dimethyl h . . .
2,6-
dimethoxypl . . .

91-
16-7
91-
10-1

02
03

Ortho-
anisaldehyde

135-
02-4

Ortho-methyl
ani . . .

578-
58-5 O

information regarding similarities between compound struc-
tures and compound flavors. It 1s noted that the closer an
intermediate layer 1s to the output layer, the more accurate
that intermediate layer 1s with regards to classification. In an
embodiment, source compound embeddings generated by
the last intermediate layer (shown 1n thicker lines in FIG. 2)
betore the output layer are retrieved. However, source
compound embeddings generated by any intermediate layer
may be retrieved. Source compound embeddings corre-
sponding with the source chemical compounds 1n the train-
ing dataset are stored in the embedding database 126.
Similarly, the compound embedding generator 108 1is
applied to a particular chemical compound of a food 1tem
that 1s to be replaced. The particular chemical compound
may selected from a combined compound list for the food
item. Compound embedding corresponding to the particular
chemical compound of the food item generated by the last

intermediate layer before the output layer 1s retrieved.
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3.2 Compound Searcher

To find alternative chemical compounds that can be used
to recreate the flavors of the particular chemical compound
of the food item, the compound searcher 110 searches from
all source compound embeddings 1n the embedding database
126 to find top-K chemical compounds that are most similar
(closest) to compound embedding of the particular chemical
compound using a distance metric. Example distance metric
1s cosine similarity or Fuclidean similarity. Each of the
top-K chemical compounds 1s similar to the particular
chemical compound with regards to structural and functional
teatures. This 1s useful if the particular compound 1n the food

item 1s expensive or can only be found from an animal
source.

For illustration purposes, assume a user selects ortho-
gualacol, shown 1n Table 2, as a target chemical compound
to find alternatives for. Table 3 shows top 5 alternative
chemical compounds that found to be the closest to the
embedding for ortho-gualacol by cosine similarity.

TABLE 2
Com- Odor/
pound CAS Flavor  Odor Flavor
Name No. Formula Kingdom Type Type Tags
Ortho- 90- C7 H8 Organic Woody Phenolic [*phenolic™,
gualacol  05-1 O2 compounds “meaty”’,
“vanilla™,
iﬂspj—cyﬂ!‘:
oy
TABLE 3
Flavor Odor
Kingdom Type Type Odor/Flavor Tags
Organic Minty Minty [“aromatic™,
compounds “balsamic”,
“caramellic”, . . . ]
Organic — Vanilla [“woody”, “musty”,
compounds “phenolic”, “earthy™, . .. ]
Organic Medicinal Smoky [“balsamic”,
compounds “woody”, “smoky”,
“medicmal™, . . . ]
Carbonyls,  Anisic Anisic [“musty”, “gualacol”,
aldehydes “powdery”’,
“hawthorn™, . . . |
Phenols Camphoreous  Naphthyl [*wood™”, “warm”,
“nutty”, “naphthyl”, . .. ]

After the alternative chemical compounds are suggested,
plant-based ingredients that contain the alternative chemical
compounds may be found by referencing the source com-
pound database 124. In an embodiment, the alternative
chemical compounds and/or corresponding plant-based
ingredients may be returned as a result to the user.

4.0 Example Data Flow

FIG. 3 illustrates an example diagram of a data flow 300
that may represent an algorithm to form the basis of pro-
gramming a computer to implement a method to find alter-
native chemical compounds with structural and functional

properties similar to that of a particular (target) chemical

compound, according to an embodiment.
GCMS techniques are used to perform GCMS analysis on
food 1tems (e.g., food 1tems 1n the food item database 122)
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to determine molecular compositions of these food items, at
302. A combined compound list, generated from the GCMS

analysis, for each food item 1s stored in the food item
database 122.

A particular chemical compound 1s 1dentified for replace-
ment, at 304. In an embodiment, the particular chemical
compound 1s 1dentified from a combined compound list of a
food 1tem that 1s selected from the food item database 122.
The particular chemical compound 1s a chemical compound
to be replaced. In an embodiment, the particular chemical
compound 1s received from the client computer 104 and
transmitted to the server computer 106.

A search 1s performed, by the server computer 106, to
suggest one or more alternative chemical compounds based
on the particular chemical compound of the food 1tem that
1s to be replaced, at 306. Each alternative chemical com-
pound recreates functional properties, such as tlavor, smell,
texture, etc., of the particular chemical compound that 1s
present 1n the food item. In an embodiment, each of the
source compound embeddings 1n the embedding database
126 1s compared with the compound embedding for the
particular chemical compound to find those that are closest
to the compound embedding for the particular chemical
compound using a distance metric, such cosine similarity.

One or more alternative chemical compounds that may be
used as a replacement or substitute of the particular chemical
compound are output, at 310. In an embodiment, the one or
more alternative chemical components, with or without
plant-based ingredients that contain the alternative chemical
compounds, may be transmitted to the client computer 104
for display.

5.0 Procedural Overview

FIG. 4 illustrates an example method 400 to suggest
chemical compounds as substitutes for a chemical com-
pound that 1s present 1n a food 1tem, in accordance with some
embodiments. FIG. 4 may be used as a basis to code the
method 400 as one or more computer programs or other
soltware elements that a server computer can execute or
host.

At step 402, an artificial intelligence model i1s trained
based on first digital data representing plurality of source
chemical compounds and second digital data representing
flavors and odors of the plurality of source chemical com-
pounds. For example, the artificial intelligence model 1s the
neural network based model that includes two parts: the
graph neural network 202 and the feed forward network 204.
The plurality of source chemical compounds 1s at least a
subset of the source chemical compounds in the source
compound database 124. The source compound database
124 includes associations between the plurality of source
chemical compounds and their flavors and odors and asso-
ciations between the plurality of source compounds and
natural ingredients that contain them.

In an embodiment, the artificial intelligence model 1s
trained by transforming each of the plurality of source
chemical compounds into a graph that includes nodes and
edges. Each node 1n the graph represents an atom in the
molecule. Each edge 1n the graph represents a bond between
two atoms 1n the molecule. Each of the nodes 1n the graph
1s mitialized with a set of one or more features defimng an
atom, such as atomic weight, that 1s corresponds with the
node. The features may be obtained from an open source
cheminformatics soltware package, such as RDKit, that
contains basic information about atoms and chemical com-
pounds.
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A graph neural network 1s applied on the graph. Multiple
iterations of message passing between the nodes 1s per-
formed on the graph so that the nodes understand more about
their own features and that of their neighboring nodes, which
creates a more accurate and fuller representation of the
graph.

After the graph neural network performs multiple itera-
tions ol message passing, layers of the graph neural network
are processed through dense layers of a feed forward net-
work. In an embodiment, a representation of a graph 1s
generated, and the representation of the graph 1s matched
with the second digital data. For example, the representation
of the graph may be generated by performing a computation
on node representations of the nodes in the graph, and the
representation 1s subsequently matched with flavors and
odors of the source chemical compound associated with the
graph.

At step 404, the trained artificial intelligence model 1s
applied to the plurality of source chemical compounds to
generate a plurality of source compound embeddings for the
plurality of source chemical compounds. In an embodiment,
the plurality of source compound embeddings 1s retrieved
from the dense layers of the feed forward network. For
example, the plurality of source compound embeddings
generated or output by the second to last dense layer (e.g.,
by last intermediate layer) of the feed forward network may
be retrieved.

At step 406, the trained artificial intelligence model 1s
applied to a target chemical compound to generate a target
compound embedding for the target chemical compound.
The target chemical compound 1s a chemical compound that
1s present 1n a particular food i1tem. In an embodiment, the
target compound embedding is retrieved from the dense
layers of the feed forward network. In an embodiment, the
target compound embedding generated or output by the
second to last dense layer (e.g., by last intermediate layer) of
the feed forward network may be retrieved.

In an embodiment, the target chemical compound may be
identified from a list of chemical compounds associated with
the particular food 1tem. The list of chemical compounds
may be generated from an GCMS analysis on the particular
food i1tem. Each of the chemical compounds in the list of
chemical compounds 1s a chemical compound that 1s present
in the particular food item.

At step 408, one or more alternative chemical compounds
for which corresponding source compounding embeddings
that are closest to the target compound embedding for the
target chemical compound, are determined from the plural-
ity ol source chemical compounds. Each of the one or more
alternative chemical compounds determined at step 408 1s a
suitable chemical compound to can be used to replace the
target chemical compound as 1t recreates functional proper-
ties of the target chemical compound. In an embodiment, the
number of alternative chemical compounds determined at
step 408 may be specified by a user.

In an embodiment, one or more plant-based ingredients
containing the one or more alternative chemical compounds
may be determined such as by referencing the source
compound database 124. Each chemical compound 1n the
source compound database 124 1s associated with one or
more plant-based ingredients that contain that chemical
compound.

Techniques described herein speeds up research and
development by suggesting alternative compounds that can
be used to recreate functional properties, such as flavor,
smell, texture, etc., of target compounds 1n food items, on
which to experiment and eliminates human bias 1n experi-
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mentation by relying only on data for suggestions. A super-
vised neural network based model 1s trained to learn repre-
sentations of compounds 1n a continuous space where
distances between them can be determined (calculated) to
suggest similar compounds.

While the techniques have been discussed with regards to
compound replacement 1n food 1tems, embodiments are not
limited to this example. The techniques may be applied to
compound replacement 1n fragrances, drugs, supplements,
and other suitable products.

6.0 Hardware Overview

According to one embodiment, the techniques described
herein are implemented by at least one computing device.
The techniques may be implemented 1n whole or 1n part
using a combination of at least one server computer and/or
other computing devices that are coupled using a network,
such as a packet data network. The computing devices may
be hard-wired to perform the techniques or may include
digital electronic devices such as at least one application-
specific integrated circuit (ASIC) or field programmable
gate array (FPGA) that 1s persistently programmed to per-
form the techniques or may include at least one general
purpose hardware processor programmed to perform the
techniques pursuant to program instructions in firmware,
memory, other storage, or a combination. Such computing
devices may also combine custom hard-wired logic, ASICs,
or FPGAs with custom programming to accomplish the
described techniques. The computing devices may be server
computers, workstations, personal computers, portable com-
puter systems, handheld devices, mobile computing devices,
wearable devices, body mounted or implantable devices,
smartphones, smart appliances, internetworking devices,
autonomous or semi-autonomous devices such as robots or
unmanned ground or aerial vehicles, any other electronic
device that incorporates hard-wired and/or program logic to
implement the described techniques, one or more virtual
computing machines or instances in a data center, and/or a
network of server computers and/or personal computers.

FIG. 5 1s a block diagram that illustrates an example
computer system with which an embodiment may be imple-
mented. In the example of FIG. 5, a computer system 500
and instructions for implementing the disclosed technolo-
gies 1n hardware, software, or a combination of hardware
and software, are represented schematically, for example as
boxes and circles, at the same level of detail that 1s com-
monly used by persons of ordinary skill 1n the art to which
this disclosure pertains for communicating about computer
architecture and computer systems implementations.

Computer system 300 includes an input/output (I/O)
subsystem 502 which may include a bus and/or other
communication mechanism(s) for communicating informa-
tion and/or instructions between the components of the
computer system 500 over electronic signal paths. The 1/0
subsystem 302 may include an I/O controller, a memory
controller and at least one 1/O port. The electronic signal
paths are represented schematically 1in the drawings, for
example as lines, unidirectional arrows, or bidirectional
arrows.

At least one hardware processor 504 1s coupled to I/O
subsystem 302 for processing mformation and instructions.
Hardware processor 504 may include, for example, a gen-
eral-purpose microprocessor or microcontroller and/or a
special-purpose microprocessor such as an embedded sys-
tem or a graphics processing unit (GPU) or a digital signal
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processor or ARM processor. Processor 504 may comprise
an integrated arithmetic logic unit (ALU) or may be coupled
to a separate ALU.

Computer system 500 includes one or more units of
memory 506, such as a main memory, which 1s coupled to
I/O subsystem 502 for electronically digitally storing data
and 1nstructions to be executed by processor 504. Memory
506 may 1nclude volatile memory such as various forms of
random-access memory (RAM) or other dynamic storage
device. Memory 306 also may be used for storing temporary
variables or other intermediate information during execution
of 1instructions to be executed by processor 504. Such
instructions, when stored in non-transitory computer-read-
able storage media accessible to processor 504, can render
computer system 500 into a special-purpose machine that 1s
customized to perform the operations specified in the
instructions.

Computer system 500 further includes non-volatile
memory such as read only memory (ROM) 308 or other
static storage device coupled to I/O subsystem 502 for
storing information and instructions for processor 5304. The

ROM 508 may include various forms of programmable
ROM (PROM) such as erasable PROM (EPROM) or elec-

trically erasable PROM (EEPROM). A unit of persistent
storage 5310 may include various forms of non-volatile RAM
(NVRAM), such as FLASH memory, or solid-state storage,
magnetic disk, or optical disk such as CD-ROM or DVD-
ROM and may be coupled to I/O subsystem 502 for storing
information and instructions. Storage 510 1s an example of
a non-transitory computer-readable medium that may be
used to store instructions and data which when executed by
the processor 504 cause performing computer-implemented
methods to execute the techniques herein.

The mstructions in memory 506, ROM 308 or storage 510
may comprise one or more sets of instructions that are
organized as modules, methods, objects, functions, routines,
or calls. The instructions may be organized as one or more
computer programs, operating system services, or applica-
tion programs including mobile apps. The mstructions may
comprise an operating system and/or system soltware; one
or more libraries to support multimedia, programming or
other functions; data protocol instructions or stacks to 1imple-
ment TCP/IP, HTTP or other communication protocols; file
format processing instructions to parse or render files coded
using HTML, XML, JPEG, MPEG or PNG; user interface
instructions to render or interpret commands for a graphical
user iterface (GUI), command-line interface or text user
interface; application soitware such as an oflice suite, inter-
net access applications, design and manufacturing applica-
tions, graphics applications, audio applications, software
engineering applications, educational applications, games or
miscellaneous applications. The instructions may implement
a web server, web application server or web client. The
instructions may be organized as a presentation layer, appli-
cation layer and data storage layer such as a relational
database system using structured query language (SQL) or
no SQL, an object store, a graph database, a flat file system
or other data storage.

Computer system 500 may be coupled via I/O subsystem
502 to at least one output device 512. In one embodiment,
output device 512 1s a digital computer display. Examples of
a display that may be used in various embodiments include
a touch screen display or a light-emitting diode (LED)
display or a liquid crystal display (LCD) or an e-paper
display. Computer system 500 may include other type(s) of
output devices 512, alternatively or 1n addition to a display
device. Examples of other output devices 512 include print-
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ers, ticket printers, plotters, projectors, sound cards or video
cards, speakers, buzzers or piezoelectric devices or other
audible devices, lamps or LED or LCD indicators, haptic
devices, actuators, or servos.

At least one mput device 514 1s coupled to 1/0 subsystem
502 for communicating signals, data, command selections or
gestures to processor 504. Examples of mput devices 514
include touch screens, microphones, still and video digital
cameras, alphanumeric and other keys, keypads, keyboards,
graphics tablets, image scanners, joysticks, clocks, switches,
buttons, dials, slides, and/or various types of sensors such as
force sensors, motion sensors, heat sensors, accelerometers,
gyroscopes, and inertial measurement unit (IMU) sensors
and/or various types of transcervers such as wireless, such as
cellular or Wi-F1, radio frequency (RF) or infrared (IR)
transceivers and Global Positioning System (GPS) trans-
celvers.

Another type of input device 1s a control device 516,
which may perform cursor control or other automated con-
trol functions such as navigation 1n a graphical interface on
a display screen, alternatively or in addition to mput func-
tions. Control device 516 may be a touchpad, a mouse, a
trackball, or cursor direction keys for communicating direc-
tion information and command selections to processor 504
and for controlling cursor movement on display. The mput
device may have at least two degrees of freedom 1n two axes,
a first axis (e.g., X) and a second axis (e.g., v), that allows the
device to specily positions 1n a plane. Another type of input
device 1s a wired, wireless, or optical control device such as
a joystick, wand, console, steering wheel, pedal, gearshiit
mechanism or other type of control device. An input device
514 may include a combination of multiple different 1nput
devices, such as a video camera and a depth sensor.

In another embodiment, computer system 300 may com-
prise an internet of things (IoT) device 1n which one or more
of the output device 512, mput device 514, and control
device 516 are omitted. Or, 1n such an embodiment, the input
device 514 may comprise one or more cameras, motion
detectors, thermometers, microphones, seismic detectors,
other sensors or detectors, measurement devices or encoders
and the output device 512 may comprise a special-purpose
display such as a single-line LED or LCD display, one or
more indicators, a display panel, a meter, a valve, a solenoid,
an actuator or a servo.

When computer system 500 1s a mobile computing
device, input device 514 may comprise a global positioning
system (GPS) receiver coupled to a GPS module that 1s
capable of triangulating to a plurality of GPS satellites,
determining and generating geo-location or position data
such as latitude-longitude values for a geophysical location
of the computer system 500. Output device 512 may include
hardware, software, firmware and interfaces for generating,
position reporting packets, notifications, pulse or heartbeat
signals, or other recurring data transmissions that specily a
position of the computer system 500, alone or 1n combina-
tion with other application-specific data, directed toward
host 524 or server 330.

Computer system 3500 may implement the techniques
described herein using customized hard-wired logic, at least
one ASIC or FPGA, firmware and/or program instructions or
logic which when loaded and used or executed 1n combi-
nation with the computer system causes or programs the
computer system to operate as a special-purpose machine.
According to one embodiment, the techniques herein are
performed by computer system 300 in response to processor
504 executing at least one sequence of at least one 1nstruc-
tion contained 1n main memory 306. Such instructions may
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be read into main memory 306 from another storage
medium, such as storage 510. Execution of the sequences of
instructions contained 1n main memory 306 causes processor
504 to perform the process steps described herein. In alter-
native embodiments, hard-wired circuitry may be used in
place of or in combination with soiftware instructions.

The term “‘storage media” as used herein refers to any
non-transitory media that store data and/or instructions that
cause a machine to operation 1n a specific fashion. Such
storage media may comprise non-volatile media and/or
volatile media. Non-volatile media includes, for example,
optical or magnetic disks, such as storage 510. Volatile
media includes dynamic memory, such as memory 506.
Common forms of storage media include, for example, a
hard disk, solid state drive, flash drive, magnetic data storage
medium, any optical or physical data storage medium,
memory chip, or the like.

Storage media 1s distinct from but may be used 1n con-
junction with transmission media. Transmission media par-
ticipates 1n transferring information between storage media.
For example, transmission media includes coaxial cables,
copper wire and fiber optics, including the wires that com-
prise a bus of I/O subsystem 3502. Transmission media can
also take the form of acoustic or light waves, such as those
generated during radio-wave and infra-red data communi-
cations.

Various forms of media may be mvolved in carrying at
least one sequence of at least one instruction to processor
504 for execution. For example, the instructions may 1ini-
tially be carried on a magnetic disk or solid-state drive of a
remote computer. The remote computer can load the mnstruc-
tions 1nto 1ts dynamic memory and send the 1nstructions over
a communication link such as a fiber optic or coaxial cable
or telephone line using a modem. A modem or router local
to computer system 500 can receive the data on the com-
munication link and convert the data to a format that can be
read by computer system 3500. For instance, a receiver such
as a radio frequency antenna or an inirared detector can
receive the data carried 1 a wireless or optical signal and
appropriate circuitry can provide the data to I/O subsystem
502 such as place the data on a bus. I/O subsystem 502
carries the data to memory 506, from which processor 504
retrieves and executes the instructions. The instructions
received by memory 506 may optionally be stored on
storage 510 either before or after execution by processor
504.

Computer system 500 also includes a communication
interface 518 coupled to bus 502. Communication 1nterface
518 provides a two-way data communication coupling to
network link(s) 520 that are directly or indirectly connected
to at least one communication networks, such as a network
522 or a public or private cloud on the Internet. For example,
communication interface 518 may be an Ethernet network-
ing 1interface, integrated-services digital network (ISDN)
card, cable modem, satellite modem, or a modem to provide
a data communication connection to a corresponding type of
communications line, for example an Ethernet cable or a
metal cable of any kind or a fiber-optic line or a telephone
line. Network 522 broadly represents a local area network
(LAN), wide-area network (WAN), campus network, inter-
network, or any combination thereof. Communication inter-
face 518 may comprise a LAN card to provide a data
communication connection to a compatible LAN, or a
cellular radiotelephone interface that 1s wired to send or
receive cellular data according to cellular radiotelephone
wireless networking standards, or a satellite radio interface
that 1s wired to send or receive digital data according to
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satellite wireless networking standards. In any such imple-
mentation, communication interface 518 sends and receives
clectrical, electromagnetic, or optical signals over signal
paths that carry digital data streams representing various
types of information.

Network link 520 typically provides electrical, electro-
magnetic, or optical data communication directly or through
at least one network to other data devices, using, for
example, satellite, cellular, Wi-Fi, or BLUETOOTH tech-
nology. For example, network link 520 may provide a
connection through a network 522 to a host computer 524.

Furthermore, network link 520 may provide a connection
through network 522 or to other computing devices via
internetworking devices and/or computers that are operated
by an Internet Service Provider (ISP) 526. ISP 526 provides
data communication services through a world-wide packet
data communication network represented as internet 528. A
server computer 330 may be coupled to internet 528. Server
530 broadly represents any computer, data center, virtual
machine, or virtual computing instance with or without a
hypervisor, or computer executing a containerized program
system such as DOCKER or KUBERNETES. Server 330
may represent an electronic digital service that 1s 1mple-
mented using more than one computer or mstance and that
1s accessed and used by transmitting web services requests,
uniform resource locator (URL) strings with parameters in
HTTP payloads, API calls, app services calls, or other
service calls. Computer system 500 and server 530 may
form elements of a distibuted computing system that
includes other computers, a processing cluster, server farm
or other organization of computers that cooperate to perform
tasks or execute applications or services. Server 530 may
comprise one or more sets of nstructions that are organized
as modules, methods, objects, functions, routines, or calls.
The 1nstructions may be organized as one or more computer
programs, operating system services, or application pro-
grams 1ncluding mobile apps. The instructions may com-
prise an operating system and/or system software; one or
more libraries to support multimedia, programming or other
functions; data protocol instructions or stacks to implement
TCP/IP, HI'TP or other communication protocols; file for-
mat processing instructions to parse or render files coded
using HTML, XML, JPEG, MPEG or PNG; user interface
instructions to render or interpret commands for a graphical
user iterface (GUI), command-line interface or text user
interface; application soitware such as an oflice suite, 1nter-
net access applications, design and manufacturing applica-
tions, graphics applications, audio applications, software
engineering applications, educational applications, games or
miscellaneous applications. Server 530 may comprise a web
application server that hosts a presentation layer, application
layer and data storage layer such as a relational database
system using structured query language (SQL) or no SQL,
an object store, a graph database, a flat file system or other
data storage.

Computer system 500 can send messages and receive data
and 1nstructions, including program code, through the net-
work(s), network link 520 and communication interface 518.
In the Internet example, a server 330 might transmit a
requested code for an application program through Internet
528, ISP 526, local network 522 and communication inter-
tace 518. The received code may be executed by processor
504 as 1t 1s received, and/or stored in storage 510, or other
non-volatile storage for later execution.

The execution of instructions as described 1n this section
may 1mplement a process 1n the form of an instance of a
computer program that 1s being executed and consisting of
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program code and its current activity. Depending on the
operating system (OS), a process may be made up of

multiple threads of execution that execute nstructions con-
currently. In this context, a computer program 1s a passive
collection of instructions, while a process may be the actual
execution of those instructions. Several processes may be
associated with the same program; for example, opening up
several instances of the same program often means more
than one process 1s being executed. Multitasking may be
implemented to allow multiple processes to share processor
504. While each processor 504 or core of the processor
executes a single task at a time, computer system 500 may
be programmed to implement multitasking to allow each
processor to switch between tasks that are being executed
without having to wait for each task to finish. In an embodi-
ment, switches may be performed when tasks perform
input/output operations, when a task indicates that 1t can be
switched, or on hardware interrupts. Time-sharing may be
implemented to allow fast response for interactive user
applications by rapidly performing context switches to pro-
vide the appearance ol concurrent execution of multiple
processes simultancously. In an embodiment, for security
and reliability, an operating system may prevent direct
communication between independent processes, providing
strictly mediated and controlled inter-process communica-
tion functionality.

7.0 Software Overview

FIG. 6 15 a block diagram of a basic software system 600
that may be employed for controlling the operation of
computing device 300. Software system 600 and 1ts com-
ponents, including their connections, relationships, and
functions, 1s meant to be exemplary only, and not meant to
limit implementations of the example embodiment(s). Other
soltware systems suitable for implementing the example
embodiment(s) may have different components, including
components with different connections, relationships, and
functions.

Software system 600 1s provided for directing the opera-
tion of computing device 500. Software system 600, which
may be stored in system memory (RAM) 506 and on fixed
storage (e.g., hard disk or flash memory) 510, includes a
kernel or operating system (OS) 610.

The OS 610 manages low-level aspects of computer
operation, 1ncluding managing execution ol processes,
memory allocation, file input and output (I/0), and device
I/O. One or more application programs, represented as
602A, 602B, 602C . . . 602N, may be “loaded” (e.g.,
transierred from fixed storage 510 into memory 506) for
execution by the system 600. The applications or other
software intended for use on device 600 may also be stored
as a set of downloadable computer-executable instructions,
for example, for downloading and installation from an
Internet location (e.g., a Web server, an app store, or other
online service).

Software system 600 includes a graphical user interface
(GUI) 6135, for receiving user commands and data in a
graphical (e.g., “point-and-click™ or *“touch gesture™) fash-
ion. These inputs, 1n turn, may be acted upon by the system
600 1n accordance with mnstructions from operating system
610 and/or application(s) 602. The GUI 6135 also serves to
display the results of operation from the OS 610 and
application(s) 602, whereupon the user may supply addi-
tional inputs or terminate the session (e.g., log ofl).

OS 610 can execute directly on the bare hardware 620

(e.g., processor(s) 504) of device 500. Alternatively, a hyper-
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visor or virtual machine monitor (VMM) 630 may be
interposed between the bare hardware 620 and the OS 610.

In this configuration, VMM 630 acts as a software “cushion”
or virtualization layer between the OS 610 and the bare
hardware 620 of the device 500.

VMM 630 instantiates and runs one or more virtual
machine instances (“‘guest machines”). Each guest machine
comprises a “‘guest” operating system, such as OS 610, and
one or more applications, such as application(s) 602,
designed to execute on the guest operating system. The
VMM 630 presents the guest operating systems with a
virtual operating platform and manages the execution of the
guest operating systems.

In some instances, the VMM 630 may allow a guest
operating system to run as if 1t 1s running on the bare
hardware 620 of device 500 directly. In these instances, the
same version of the guest operating system configured to
execute on the bare hardware 620 directly may also execute
on VMM 630 without modification or reconfiguration. In
other words, VMM 630 may provide tull hardware and CPU
virtualization to a guest operating system 1n some instances.

In other instances, a guest operating system may be
specially designed or configured to execute on VMM 630 for
ciliciency. In these instances, the guest operating system 1s
“aware” that 1t executes on a virtual machine monitor. In
other words, VMM 630 may provide para-virtualization to a
guest operating system 1n some instances.

The above-described basic computer hardware and soft-
ware 1s presented for purpose of illustrating the basic
underlying computer components that may be employed for
implementing the example embodiment(s). The example
embodiment(s), however, are not necessarily limited to any
particular computing environment or computing device con-
figuration. Instead, the example embodiment(s) may be
implemented 1n any type of system architecture or process-
ing environment that one skilled i the art, in light of this
disclosure, would understand as capable of supporting the
features and functions of the example embodiment(s) pre-
sented herein.

8.0 Other Aspects of Disclosure

Although some of the figures described 1n the foregoing
specification include flow diagrams with steps that are
shown 1n an order, the steps may be performed 1n any order,
and are not limited to the order shown in those flowcharts.
Additionally, some steps may be optional, may be performed
multiple times, and/or may be performed by different com-
ponents. All steps, operations and functions of a flow
diagram that are described herein are intended to indicate
operations that are performed using programming in a
special-purpose computer or general-purpose computer, 1n
various embodiments. In other words, each tlow diagram in
this disclosure, in combination with the related text herein,
1s a guide, plan or specification of all or part of an algorithm
for programming a computer to execute the functions that
are described. The level of skill in the field associated with
this disclosure 1s known to be high, and therefore the flow
diagrams and related text in this disclosure have been
prepared to convey iformation at a level of sufliciency and
detail that 1s normally expected 1n the field when skilled
persons communicate among themselves with respect to
programs, algorithms and their implementation.

In the foregoing specification, the example embodi-
ment(s) of the present invention have been described with
reference to numerous specific details. However, the details
may vary from implementation to implementation according,
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to the requirements of the particular implement at hand. The
example embodiment(s) are, accordingly, to be regarded 1n
an 1llustrative rather than a restrictive sense.

What 1s claimed 1s:

1. A computer-implemented method of suggesting chemi-
cal compounds as substitutes for a chemical compound that
1s present 1n a food item, comprising:

training an artificial intelligence model based on first

digital data representing plurality of source chemical
compounds and second digital data representing tlavors
and odors of the plurality of source chemical com-
pounds, the first digital data including a structural
representation of each source chemical compound of
the plurality of source chemical compounds;

applying the trained artificial intelligence model to the

plurality of source chemical compounds to generate a
plurality of source compound embeddings for the plu-
rality of source chemical compounds, each of the
plurality of source chemical embeddings includes
information relating to a chemical structure and flavor
of a corresponding source chemical compound, the
trained artificial intelligence model 1s based on struc-
tures and flavors of the plurality of source chemical
compounds; wherein modeling of flavors of the plural-
ity of source chemical compounds 1s based on the
structures of the plurality of source chemical com-
pounds;

applying the tramned artificial intelligence model to a

target chemical compound to generate a target com-
pound embedding for the target chemical compound,
the target chemical compound 1s a chemical compound
that 1s present 1n a particular food 1tem, the target
chemical embedding includes information relating to a
chemical structure and flavor of the target chemical
compound; and

determining, for each source chemical compound of the

plurality of source chemical compounds, a closeness
value between the target compound embedding for the
target chemical compound and the source compound
embedding for a respective source chemical compound,
and 1dentilying a particular source chemical compound
that has the greatest closeness value among all close-
ness values of the plurality of source chemical com-
pounds as an alternative chemical compound.

2. The method of claim 1, wherein training the artificial
intelligence model comprises:

transforming each of the plurality of source chemical

compounds 1nto a graph that includes nodes represent-
ing atoms of a respective source chemical compound
and edges representing bonds between the atoms of the
respective source chemical compound;

applying a graph neural network on the graph;

processing an output from layers of the graph neural

network through dense layers of a feed forward net-
work.

3. The method of claim 2, wherein processing the output
from the layers of the graph neural network comprises:

generating a representation of the graph;

matching the representation of the graph with the second

digital data.

4. The method of claim 3, wherein generating the repre-
sentation of the graph comprises performing a computation
on node representations of the nodes in the graph.

5. The method of claim 2, wherein the plurality of source
compound embeddings for the plurality of source chemical
compounds and the target compound embedding for the
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target chemical compound are retrieved from the dense
layers of the feed forward network.
6. The method of claim 1, wherein the alternative chemi-
cal compound 1s determined using a distance metric.
7. The method of claim 1, further comprising;:
performing gas chromatography mass spectrometry
(GCMS) analysis on the particular food 1tem;

generating, from the GCMS analysis, a list of chemical
compounds, wherein each of the chemical compounds
in the list of chemical compounds 1s a chemical com-
pound present 1n the particular food item;

wherein the target chemical compound 1s 1dentified from

the list of chemical compounds.

8. The method of claim 1, further comprising determining,
one or more plant-based ingredients containing the alterna-
tive chemical compounds.

9. One or more non-transitory computer-readable storage
media storing one or more 1nstructions programmed for
suggesting chemical compounds as substitutes for a chemi-
cal compound that 1s present 1n a product, when executed by
one or more computing devices, cause:

tramning an artificial intelligence model based on first

digital data representing plurality of source chemical
compounds and second digital data representing func-
tional properties of the plurality of source chemical
compounds, the first digital data including a structural
representation of each source chemical compound of
the plurality of source chemical compounds;

applying the trained artificial intelligence model to the
plurality of source chemical compounds to generate a
plurality of source compound embeddings for the plu-

rality of source chemical compounds, each of the
plurality of source chemical embeddings includes
information relating to a chemical structure and flavor
of a corresponding source chemical compound, the
trained artificial intelligence model 1s based on struc-
tures and flavors of the plurality of source chemical
compounds; wherein modeling of flavors of the plural-
ity of source chemical compounds 1s based on the
structures of the plurality of source chemical com-
pounds;

applying the trained artificial itelligence model to a

target chemical compound to generate a target com-
pound embedding for the target chemical compound,
the target chemical compound 1s a chemical compound
that 1s present in a particular product, the target chemi-
cal embedding includes information relating to a
chemical structure and flavor of the target chemical
compound; and

determining, for each source chemical compound of the

plurality of source chemical compounds, a closeness
value between the target compound embedding for the
target chemical compound and the source compound
embedding for a respective source chemical compound,
and 1dentilying a particular source chemical compound
that has the greatest closeness value among all close-
ness values of the plurality of source chemical com-
pounds as an alternative chemical compound.

10. The one or more non-transitory computer-readable
storage media of claam 9, wherein tramning the artificial
intelligence model comprises:

transforming each of the plurality of source chemical

compounds 1nto a graph that includes nodes represent-
ing atoms of a respective source chemical compound
and edges representing bonds between the atoms of the
respective source chemical compound;

applying a graph neural network on the graph;
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processing an output from layers of the graph neural
network through dense layers of a feed forward net-
work.

11. The one or more non-transitory computer-readable
storage media of claim 10, wherein processing the output
from the layers of the graph neural network comprises:

generating a representation of the graph;

matching the representation of the graph with the second

digital data.
12. The one or more non-transitory computer-readable
storage media of claim 11, wherein generating the represen-
tation of the graph comprises performing a computation on
node representations of the nodes in the graph.
13. The one or more non-transitory computer-readable
storage media of claim 10, wherein the plurality of source
compound embeddings for the plurality of source chemical
compounds and the target compound embedding for the
target chemical compound are retrieved from the dense
layers of the feed forward network.
14. The one or more non-transitory computer-readable
storage media of claim 9, wherein the alternative chemical
compound 1s determined using a distance metric.
15. The one or more non-transitory computer-readable
storage media of claim 9, wherein the one or more instruc-
tions, when executed by the one or more computing devices,
further cause:
performing gas chromatography mass spectrometry
(GCMS) analysis on the particular product;

generating, from the GCMS analysis, a list of chemical
compounds, wherein each of the chemical compounds
in the list of chemical compounds 1s a chemical com-
pound present 1n the particular product;

wherein the target chemical compound 1s 1dentified from

the list of chemical compounds.

16. A computing system comprising:

one or more computer systems comprising one or more

hardware processors and storage media; and

instructions stored in the storage media and which, when

executed by the computing system, cause the comput-

ing system to perform:

training an artificial intelligence model based on first
digital data representing plurality of source chemical
compounds and second digital data representing
functional properties of the plurality of source
chemical compounds, the first digital data including
a structural representation of each source chemical
compound of the plurality of source chemical com-
pounds;

applying the trained artificial intelligence model to the
plurality of source chemical compounds to generate
a plurality of source compound embeddings for the
plurality of source chemical compounds, each of the
plurality of source chemical embeddings includes
information relating to a chemical structure and
flavor of a corresponding source chemical com-
pound, the trained artificial intelligence model 1s
based on structures and flavors of the plurality of
source chemical compounds; wherein modeling of
flavors of the plurality of source chemical com-
pounds 1s based on the structures of the plurality of
source chemical compounds;

applying the trained artificial intelligence model to a
target chemical compound to generate a target com-
pound embedding for the target chemical compound,
the target chemical compound 1s a chemical com-
pound that 1s present 1 a particular product, the
target chemical embedding includes information
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relating to a chemical structure and flavor of the
target chemical compound; and

determining, for each source chemical compound of the
plurality of source chemical compounds, a closeness

24

processing an output from layers of the graph neural
network through dense layers of a feed forward net-
work.

18. The computing system of claim 17, wherein process-

value between the target compound embedding for 5 jng the output from the layers of the graph neural network

the target chemical compound and the source com-
pound embedding for a respective source chemical
compound, and identifying a particular source
chemical compound that has the greatest closeness

value among all closeness values of the plurality of 10

source chemical compounds as an alternative chemi-
cal compound.
17. The computing system of claim 16, wherein training
the artificial intelligence model comprises:

transforming each of the plurality of source chemical 15

compounds 1nto a graph that includes nodes represent-
ing atoms of a respective source chemical compound
and edges representing bonds between the atoms of the
respective source chemical compound;

applying a graph neural network on the graph;

COmprises:
generating a representation of the graph;
matching the representation of the graph with the second
digital data.

19. The computing system of claim 18, wherein generat-
ing the representation of the graph comprises performing a
computation on node representations of the nodes in the
graph.

20. The computing system of claim 17, wherein the

plurality of source compound embeddings for the plurality
of source chemical compounds and the target compound

embedding for the target chemical compound are retrieved
from the dense layers of the feed forward network.

x x * x x
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