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SYSTEM FOR PRESENTING SIMPLIFIED
USER INTERFACE

BACKGROUND

A user may acquire 1tems such as goods or services online
using various interfaces presented using various devices
such as smartphones, tablets, voice activated devices, and so

forth.

BRIEF DESCRIPTION OF FIGURES

The detailed description 1s set forth with reference to the
accompanying figures. In the figures, the left-most digit(s) of
a reference number 1dentifies the figure 1n which the refer-
ence number {irst appears. The use of the same reference
numbers 1 different figures indicates similar or i1dentical
items or features.

FIG. 1 depicts an implementation of a system for deter-
mimng captions that describe concise reasons as to why a
particular option 1s beneficial to a user and presenting those
captions 1n a user interface, according to one 1implementa-
tion.

FIGS. 2 and 3 depict various types of data associated with
determining the captions, according to one implementation.

FI1G. 4 15 a block diagram of a computing device that may
implement the system for determining and presenting cap-
tions, according to one implementation.

FIG. 5 15 a flow diagram of a method for determining and
presenting captions, according to one implementation.

FIG. 6 1s a flow diagram of a method for an application
programming interface (API) to provide caption output data,
according to one 1mplementation.

FIG. 7 depicts a user iterface with a plurality of acqui-
sition options that include captions, according to one imple-
mentation.

FIG. 8 depicts a user mtertace with a plurality of acqui-
sition options that include captions presented using a car-
ousel, according to one implementation.

FIGS. 9-11 depict user interfaces that may include cap-
tions, according to some 1implementations.

While implementations are described 1n this disclosure by
way ol example, those skilled 1n the art will recognize that
the 1mplementations are not limited to the examples or
figures described. It should be understood that the figures
and detailed description thereto are not intended to limat
implementations to the particular form disclosed but, on the
contrary, the intention 1s to cover all modifications, equiva-
lents, and alternatives falling within the spirit and scope as
defined by the appended claims. The headings used 1n this
disclosure are for organizational purposes only and are not
meant to be used to limit the scope of the description or the
claims. As used throughout this application, the word “may”™
1s used 1n a permissive sense (1.e., meaning having the
potential to) rather than the mandatory sense (1.e., meaning,
must). Similarly, the words “include”, “including”, and
“includes” mean “including, but not limited to™.

DETAILED DESCRIPTION

A user may use a computing device to present a user
interface through which the user 1s able to view 1tems such
as goods or services that are available for acquisition. The
user may enter search terms, select various categories, view
recommended i1tems, and so forth. After a user selects a
particular item for acquisition, the user may have many
different acquisition options available. An acquisition option
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2

may be a particular combination of various attributes that
describe the fulfillment of that acquisition for that particular
item. For example, after picking a specific item for acqui-
sition, the 1item may be available with different combinations
of merchant from which to acquire the item, price, delivery
speed, whether the item 1s new or used, and so forth.

In order to complete the acquisition, the user may need to
select one of the acquisition options. However, a user may
find 1t dithicult to find how one acquisition option varies from
another. The problem becomes acute as more than two
acquisition options are available. The user may not be able
to easily determine the benefit a particular acquisition option
provides with respect to a default acquisition option. For
example, to determine how one acquisition option differs
from another, traditionally the user would need to caretully
inspect the acquisition options while keeping track of this
information, such as in their own memory, by taking notes,
and so forth. This significantly increases the difliculty asso-
ciated with the user making a selection of an acquisition
option. As a result, the user may use the default acquisition
option without considering the other acquisition options, or
may select an acquisition option which 1s less than optimal
to that user due to a misunderstanding. While trying to
compare the various acquisition options, the user may navi-
gate back-and-forth between the various options, which
results 1n additional network calls and increase computa-
tional load. For example, the user may navigate to a first
acquisition option, use the *“back™ control in their web
browser, navigate to a second acquisition option, use the
“back” control again, and so forth, with each of these
resulting in various network calls that consume network
bandwidth and computational resources that are used to
respond to those calls.

Additionally, some user interfaces are constrained. For
example, a user may use a graphical user interface (GUI)
provided by a smartphone or tablet with limited display
screen space. Continuing this example, the display screen 1s
limited 1n space, and as a result there may be insuflicient
display space to present all information about the acquisition
options simultaneously to allow the user to make a com-
parison and selection. In another example, the user may use
a voice user interface (VUI) provided by a voice activated
device that provides audio output and accepts audio 1nput
such as the user’s speech. Continuing this example, the
volice user interface 1s only able to present a single piece of
information as a stream of audio, and lacks the ability to
present several diflerent acquisition options simultaneously
for comparison. These constraints may significantly increase
the difhiculty associated with the selection of the acquisition
option.

As a result of these drawbacks, presenting additional
acquisition options using traditional techniques may result
in a decrease 1 completion of acquisitions. For example, 1f
the user 1s unable to keep track of the various acquisition
options and their respective benefits, the user may become
frustrated. As described above, this may result in either
selection of a less than optimal acquisition option by the
user, may result in the user abandoning the acquisition
altogether, or could produce a negative user experience.

Described 1n this disclosure 1s a system that, based on the
acquisition options available, determines captions that may
then be presented to the user that describe pertinent differ-
ences ol those acquisition options to assist the user 1n
selection of an acquisition option. Initially, an 1tem for a
good or service has been determined. For example, the user
may have searched for the item and 1s viewing a detail page
in a GUI or listening to details about the 1tem 1n a VUI. A
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set of acquisition options are determined, including a default
or reference acquisition option. Attributes of the remaining
(non-default) acquisition options are then compared to deter-
mine differences with respect to the reference acquisition
option. For example, the first acquisition option 1s the
reference acquisition option and has a sale price of $15 with
two day delivery. The second acquisition option may have a
sale price of $13 with five day delivery. The second acqui-
sition option, with respect to the first acquisition option,
exhibits differences of a $2 saving and an increase in the
delivery time from two days to five days.

The differences are then used to determine an associated
caption identifier that 1s indicative of a particular caption
associated with a particular acquisition option. A caption
may comprise a string of text, icon, logo, audio, or other
information. The caption provides clear and concise infor-
mation about differences between acquisition options, and
may describe why a particular option 1s beneficial to the
user. Continuing the earlier example, the second acquisition
option may be associated with caption text such as “Willing
to wait”, “No hurry”, or “Lower price”.

In one implementation, a particular attribute and corre-
sponding benefit may be prioritized. For example, a lower
price may be prioritized as more advantageous than a
decrease 1n shipment time. Prioritization may be predeter-
mined, or may be specified based on user preference for a
particular user, acquisition history data for a particular user,
and so forth. Given the differences, a single acquisition
option may have more than one possible caption which may
be associated with different benefits. For example, one
benefit may be reduced price while another benefit 1s a
particular delivery method. The prioritization may be used to
determine which caption to provide for a given acquisition
option. For example, if a first caption and a second caption
are both associated with a single acquisition option, the
highest priority caption may be selected.

Caption output data 1s then used to generate user interface
data. The user interface data 1s then used to present a user
interface. For example, the caption output data may be used
to generate a hypertext markup language (HTML) web page
that, when rendered, presents on a display device a GUI that
includes user interface elements such as acquisition option
clements showing the available acquisition options and
caption elements that present the captions associated with
those acquisition options. In another example, the caption
output data may be presented as a spoken description as the
acquisition options are available. Continuing the example,
the spoken description may be “get 1t faster for only three
dollars more”.

The determination of captions may be implemented by a
caption server with a caption module that provides an
application programming interface (API). Other servers,
such as a server generating dynamic web content, may send
an API request to the caption server. The API request may
include a list of acquisition options, context data, and so
forth. The caption server may respond with caption output
data that includes caption text associated with each of the
acquisition options.

With the presentation of the captions in the user interface,
the user 1s able to quckly and effectively choose the
acquisition option which offers the best benefit to them at
that point 1n time. The generation and presentation of
captions significantly improve the functionality and usabil-
ity of making acquisitions from a constrained user interface,
such as one with limited display area of a GUI or serial
presentation such as with a VUI. By presenting the captions,
the user does not need to navigate back-and-forth between
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several different user interfaces or pages to assess the
various acquisition options. By removing this back-and-
forth navigation, the amount of network traflic 1s reduced
and computing resources are conserved.

FIG. 1 depicts an implementation of a system 100 for
determining and presenting captions, according to one
implementation. A user device 102 may comprise a smart-
phone, tablet, laptop, desktop computer, in-vehicle system,
voice activated device, home automation system, and so
forth. The user device 102 1s capable of presenting a user
interface 104. The user interface 104 may comprise a
graphical user interface (GUI) comprising images presented
on a display device and input from an input device such as
a touch sensor or mouse, a voice user interface (VUI) that
uses output from a speaker and input from a microphone, or
combinations thereof.

A first server 106 1s in communication with the user
device 102. For example, the user device 102 may use a
network such as the internet to communicate with the first
server 106. The first server 106 provides functionality that
allows a user of the user device 102 to acquire an 1tem. An
item may comprise a good or service. For example, the item
may comprise a kitchen appliance that 1s physically deliv-
ered, a service to install the kitchen appliance, an ebook that
1s electronically delivered, and so forth. By way of 1llustra-
tion and not necessarily as a limitation, the examples 1n this
disclosure describe acquisition of an 1tem. It 1s understood
that other acquisitions may include, but are not limited to
purchases, rentals, leases, trade, barter, and so forth.

The first server 106 may receive mput data 108 from the
user device 102. For example, the user device 102 may send
iput data 108 that 1s representative of the user selecting
detailed information about an item that a user of the user
device 102 may want to acquire. The first server 106 may
comprise an acquisition option module 110. The acquisition
option module 110 may accept as mput at least a portion of
the mput data 108 and access fulfillment data 112.

The mput data 108 may indicate a particular 1tem 1den-
tifier (item ID). For example, the mput data 108 may
comprise user mput to a search control, data indicative of
selection of a particular item from a list, and so forth. In
some 1implementations the input data 108 may comprise data
from another module. For example, the mnput data 108 may
comprise information that 1s indicative of a detail page
providing information associated with a particular 1tem ID.

The fulfillment data 112 may comprise data associated
with fulfillment of an acquisition. For example, the fulfill-
ment data 112 may comprise information indicative of a
warehouse 1n which the item ID 1s available, stock level at
the warehouse 1ndicative of the quantity on hand, delivery
types, and so forth.

The acquisition option module 110 uses the input data 108
and the fulfillment data 112 to determine acquisition option
data 114. The acquisition option data 114 comprises a set of
one or more acquisition options. For example, the input data
108 may 1ndicate a particular item identifier (item ID). The
acquisition option module 110 may then use the fulfillment
data 112 to determine one or more merchants selling that
particular 1tem ID, price, stock levels, delivery types, deliv-
cery time, and so forth. This information 1s then used to
determine an acquisition option.

Each of the acquisition options in the acquisition option
data 114 1s a particular combination of one or more attri-
butes, such as seller, price, delivery type, delivery time, and
so forth for acquisition of that item ID. In some implemen-
tations the acquisition option module 110 may rank the
acquisition options 1n the acquisition option data 114. For
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example, the acquisition option module 110 may rank or sort
the acquisition options based on one or more attributes,
promotional consideration, delivery address, acquisition his-
tory, or other factors.

Depending upon various factors, such as the availability
of the item, delivery address, and so forth, the acquisition
option data 114 may include a plurality of acquisition
options. For example, a given item ID may be available for
acquisition from ten vendors, each vendor oflering several
possible delivery types, with diflerent prices for the items,
costs for shipping, and so forth. A single item ID may be
associated with many different acquisition options. Presen-
tation of the entire list would be infeasible and inadvisable.
Infeasible as such a list, even in compact form, would use a
significant amount of space on a display device 1n a GUI or
require a tedious verbal recitation in a VUI. Such a presen-
tation would be inadvisable as 1t would likely confuse the
user, and may deter the user from completing the acquisi-
tion, or have the user complete the acquisition with an
acquisition option that 1s not what they would have preferred
had the presentation been simpler.

The first server 106 may send a caption request 116 to a
second server 118. A caption module 120 at the second
server 118 processes the caption request 116. The caption
request 116 may include at least a portion of the acquisition
option data 114. The caption request 116 1s described 1n
more detail with regard to FIG. 2.

The caption module 120 determines difference data 122
from the acquisition option data 114 1n the caption request
116. One of the acquisition options may be designated as a
reference acquisition option. For example, 1f the acquisition
options are ranked, the first ranked acquisition option may
be described as the reference acquisition option while the
remaining acquisition options may be described as candidate
acquisition options. The caption module 120 determines
differences 1n the same types of attributes of the candidate
acquisition options with respect to the reference acquisition
option. For example, 11 the reference acquisition option has
a delivery time of 2 days and a first candidate acquisition
option has a delivery time of 5.5 days, the difference for the
attribute “delivery time” of the candidate acquisition option
would be “-3.5 days”. Dafference data 122 for several
different attributes may be determined. Continuing the
example, the reference acquisition option may have a price
of $15 while the first candidate acquisition option has a price
of $13, resulting in a difference for the attribute “price” of
the first candidate acquisition option of $-2, indicating the
first candidate acquisition option 1s less expensive than the
reference acquisition option. The various attributes are dis-
cussed 1n more detail with regard to FIG. 2.

The caption module 120 may use threshold data 124 to
determine when a difference 1s deemed to be significant. For
example, a difference 1n cost that 1s greater than a threshold
value of $1 may be deemed significant. In some implemen-
tations the threshold data 124 may specily a threshold of
zero. For example, a difference in delivery time for a
candidate acquisition option that 1s less than zero, that
indicates a longer delivery time than the reference acquisi-
tion option, may be deemed less significant or not indicative
of a benefit to the user 1 and of itself. In comparison, a
difference 1n price that 1s less than zero, indicating a lower
price, may be deemed more significant and indicative of a
benelit to the user.

The caption module 120 accesses a caption library 126.
The caption library 126 associates particular caption i1den-
tifiers (IDs) with other information such as benefit type,
language, caption text, and so forth. For example, the
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caption module 120 may use the difference data 122 as
compared using the threshold data 124 to determine that the
first candidate acquisition option has a longer delivery time
(not necessarily a benefit to the user) with a lower price (a
benellt to the user). The caption library 126 1s discussed in
more detail with regard to FIG. 2.

The caption module 120 may prioritize the benefits to be
presented 1n a caption. For example, a reduced price may be
prioritized over an increased delivery time for the purposes
of selecting a caption. The priorities may be specified at a
global or system-wide level, for a particular region, group of
users, individual user, and so forth.

In some 1implementations, other information such as user
preference data 128 may be used by the caption module 120.
The user preference data 128 may specily that a particular
user 1dentifier associated with a user has a preterred benefit
type, preferred language, and so forth. For example, user
“Bob” may have a preference for a shorter delivery time
while user ““led” has a preference for lower price. The user
preference data 128 1s discussed 1in more detail with regard
to FIG. 3.

The caption module 120 may also use acquisition history
data 130. The acqusition history data 130 may provide
information mdicative of previous selections of acquisition
options by a particular user. For example, user “Bob™ may
typically select the benefit type “shorter delivery time™ 95%
of the time and “lower price” 5% of the time. The caption
module 120 may use the acquisition history data 130 to
select a caption which 1s relevant to the user. In some
implementations the acquisition history data 130 may be
associated with a particular item ID, category of 1item, and so
forth. For example, a particular user may historically choose
a benefit type of “lower price” but an item such as an
appliance repair part which 1s associated with more time
sensitive activity may be associated with the benefit type of
“shorter delivery time”. The acquisition history data 130 1s
discussed in more detail with regard to FIG. 3.

Output from the caption module 120 1s caption output
data 132. The caption output data 132 provides caption
output, such as caption text, for one or more of the acqui-
sition options provided in the caption request 116. For
example, the caption text “Willing to wait” may be provided
for the first candidate acquisition option that involves a
longer delivery time but lower price. The caption output data
132 1s discussed in more detail with regard to FIG. 3.

The caption output data 132, or at least a portion thereof,
1s provided to the first server 106. A user iterface module
150 of the first server 106 generates user interface data 152
from the acquisition option data 114 and the caption output
data 132. In some 1mplementations the user interface data
152 may comprise hypertext markup language (HTML),
extensible markup language (XML), or other information
that 1s processed to produce the user interface 104. In some
implementations the user device 102 may generate at least a
portion of the user interface data 152.

An example of the user interface 104 1s depicted. The user
interface 104 may comprise a detail element 154. The detail
clement 154 may present information such as details about
a particular 1item ID, features of the item, pictures of the
item, and so forth. An acquisition element 156 that presents
information and controls associated with an acquisition 1s
also shown. The acquisition element 156 may 1include one or
more acquisition option elements 158. The acquisition
option elements 158 present information about a particular
acquisition option, such as present in the acquisition option
data 114. For example, the acquisition option elements 158
may present information such as price, delivery time, and so
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forth. Also shown are control elements 160 to select a
particular acquisition option. Each acquisition option ele-
ment 158 may have a control element 160. For example, the
control elements 160 may be implemented as a radio button
control, allowing the user to select one of the acquisition
options presented 1n the acquisition option elements 158. In
some 1mplementations the control element 160 may be
non-visible or omitted. For example, the control element 160
may comprise a region within which an mput such as a touch
or click results 1n the selection of the associated acquisition
options.

An acquisition option element 158 may include a caption
clement 162. In this illustration, the acquisition option
clement 158(1) presents the reference acquisition option
from the acquisition option data 114. As this 1s the reference
acquisition option as used by the caption module 120, no
caption clement 162 i1s present. The acquisition option
clement 158(2) depicts a first candidate acquisition option
and the associated caption element 162 of “Get 1t faster”.
The user interface 104 thus simplifies the differences
described 1n the diflerence data 122 and consolidates those
differences down to a more concise and simpler user inter-
tace that may be accessed without the user changing screens,
scrolling for more data, and so forth. As a result, the user
interface 104 may be presented on a relatively small form
tactor display device, such as a wearable device, smart-
phone, tablet, laptop, and so forth.

Also shown are acquisition control elements 164. For
example, button controls for “add to cart” and “buy now”™ are
shown. Activation of either of these controls would 1nitiate
an acquisition of the 1item ID currently presented 1n the detail
clement 154 using the acquisition option selected by the
control element 160(1) for a particular one of the acquisition
option elements 158.

In some implementations, the second server 118 may
implement an application programming interface (API). For
example, the first server 106 may send the caption request
116 as an API request and respond with the caption output
data 132.

While the first server 106 and the second server 118 are
depicted as individual computing devices, it 1s understood
that they each may comprise a plurality of computing
devices, other computing devices (not shown) may also be
used during operation of the system 100, and so forth. The
various modules described herein may be implemented by
one or more computing devices other than those shown. For
example, the acquisition option module 110 may execute on
a server diflerent from that executing the user interface
module 150.

The system 100 and examples in this disclosure are
described with respect to a graphical user interface (GUI). It
1s understood that the system 100 may also be used to
provide captions in the context of a voice user interface
(VUI).

By using the system described 1n this disclosure, caption
output data 132 1s generated that may then be used to
provide an mmproved user interface 104. A user may be
informed as to the benefits that the different acquisition
options provide relative to the reference acquisition option
and select a particular acquisition option from the user
interface 104 that best suits their needs. As a result, the user
experience 1s improved.

The system also results 1n 1improved performance of the
servers by reducing the computational resources associated
with an acquisition. For example, by providing the captions
which clearly and concisely summarize benefits to the user,
the user 1s less likely to navigate to a different web page,
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query the system for more details about the acquisition
options, and so forth. As a result, the system 1s able to
SErvice more users.

A reduction 1n the computational resources that are asso-
cliated with an acquisition of a particular item may be
achieved by selectively computing the acquisition options.
For example, N acquisition options may be available for a
particular 1item. The computations involved in determining
cach of the possible combinations of delivery information,
pricing, and so forth, are computationally expensive and
may result 1n a significant increase in network trathic, calls
to other servers, and so forth. In some implementations,
rather an determining the actual output for each of these
possible combinations, the acquisition option module 110
may use approximations of this information to rank the
acquisition options in the acquisition option data 114. Com-
pared to the actual determination of the information for these
combinations, the approximations are relatively lightweight
with regard to use of computational resources. For example,
the approximations may use one or more ol heuristics,
Monte Carlo methods, and so forth.

The caption module 120 may then determine, such as by
calling another server, the actual information for a subset k
of the n offers. This results 1n a significant decrease 1n the use
of computational resources during operation. For example, k
may have values of more than 100 while n may be less than
3.

FIGS. 2 and 3 depict various types of data associated with
determining the captions, according to one implementation.
The data shown 1n these figures 1s depicted as tables for ease
of 1llustration, and not necessarily as a limitation. For
example, other data structures such as flat files, databases,
linked lists, trees, executable code, script, and so forth may
be used to store the data. The data shown may also have
additional rows, columns, or their equivalent 1n other data
structures.

The acquisition option data 114 may include one or more
ol an option 1dentifier (ID) 202, option rank 204, and one or
more attributes 1n the attribute data 206. The option ID 202
1s 1ndicative of a particular acquisition option. In this 1llus-
tration, each row 1n the table 1s representative of a particular
acquisition option. The acquisition option module 110 may
associate the option 1D 202 with the acquisition option. The
option rank 204 indicates a ranking or order of the acqui-
sition options that 1s determined by the acquisition option
module 110. For example, an acquisition option with an
option rank 204 of “1” may be designated as the reference
acquisition option, while those acquisition options with
lesser option ranks 204 are designated as the candidate
acquisition options.

The attribute data 206 may include one or more of seller
identifier (ID) 208, price 210, delivery time 212, delivery
type 214, new/used 216, or other data that 1s associated with
a particular item ID. For example, the other data may include
a stock level indicative of a quantity on hand, customer
incentives, and so forth. Continuing the example, the cus-
tomer 1centives may include short term discounts, dis-
counts for automatically recurring orders, atlinity marketing
program rewards, cash back, rebates, promotional offerings,
and so forth.

The seller identifier (ID) 208 1s representative of the seller
who 1s associated with the acquisition option. For example,
the same 1tem ID may be available for acquisition from a
plurality of different sellers.
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The price 210 1s indicative of the price of the item
associated with that acquisition option. For example, the
price may be specified by the seller indicated by the seller 1D
208.

The delivery time 212 1s indicative of how long delivery
of the item may take or 1s promised to take. For example, the
delivery time 212 may be indicative of an estimated delivery
time or may be indicative of a confirmed or promised
delivery time.

The delivery type 214 indicates how the item would be
delivered using that acquisition option. For example, the
delivery type 214 may be representative of delivery via
ground carrier, postal service, pickup by the user from a
tacility, aerial drone, and so forth. In some implementations
the delivery type 214 may be indicative of a particular
delivery service or company.

The new/used 216 data provides information indicative of
whether the item 1s new or used. For example, a seller may
offer a used i1tem, refurbished item, reconditioned item, and
so forth.

In other implementations the acquisition option data 114
may include other information.

The caption request 116 may comprise at least a portion
of the acqusition option data 114 and may also include
context data 230. For example, the acquisition option data
114 may include fifteen different acquisition options. The
caption request 116 may include all fifteen, or may comprise
a subset, such as the top five acquisition options as indicated
by the option rank 204.

The context data 230 may include imnformation such as a
user 1dentifier indicative of a particular user, delivery
address, and so forth. In some 1mplementations the acqui-
sition option module 110 may use information such as user
preference data 128, acquisition history data 130, and so
forth to determine the acquisition option data 114. The
context data 230 may include information such as preferred
benelit type, selected benefit type, and so forth.

The caption module 120 may use the context data 230 to
determine which attribute data 206 to consider 1n determin-
ing the caption. For example, 1if the context data 230
indicates the preferred language 1s English, the caption
module 120 will determine a caption that uses English.

The difference data 122 1s also shown. The diflerence data
122 provides, for individual ones of the acquisition options
as indicated by option ID 202, differences for different types
of attributes 240. The different types of attribute 240 may
include one or more of seller difference 242, price diflerence
244, delivery time difference 246, delivery type diflerence
248, new/used difference 250, and so forth. Other attributes
240 may i1nclude promotional programs, subscription
options, financing options, payment programs, and so forth.
For example, an acquisition option may provide for install-
ment payments.

The differences are determined by the caption module 120
for particular types of attribute 240 with respect to a refer-
ence acquisition option. As shown, the reference acquisition
option having an option ID 202 of *“1” being compared to
itself would have no differences. Diflerences are determined
between like attributes. For example, the price difference
244 for the option ID 202 of “2” comprises a diflerence
between the price 210 of option ID “1” and the price 210 of
option ID “2”, or $-2.

One implementation of the caption library 126 1s shown.
A caption i1dentifier (ID) 260 1s indicative of a particular
caption and distinguishes that caption from others. In some
implementations one or more of a benefit type 262, language
identifier (ID) 264, or caption text 266 may be associated
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with the caption ID 260. The benefit type 262 may indicate
a category of benefit that the particular caption ID 260 1s
deemed to be applicable to. For example, a caption 1D 260
that 1s associated with a reduced delivery time 212 relative
to the reference acquisition option may be associated with
the benefit type 262 of “shorter delivery time”. The language
identifier (ID) 264 1s indicative of the language which that
caption 1s associated with. The caption text 266 comprises
text that 1s used for presentation 1n the caption element 162.

For example, the caption text 266 may comprise “get i1t

faster”, “need 1t now”, “like new, save with used”, and so

forth. Instead of, or 1n addition to caption text 266, the
caption ID 260 may be associated with other indicia. For
example, the caption ID 260 may be associated with one or
more of an 1con, graphic data, audio data, dynamic data, or
other information. Continuing the example, dynamic data
may comprise information that is updated specific to the
associated acquisition option. In one implementation, a
dynamic data caption text may be “Save 17%” with the
“17%” being calculated as a price difference 244 divided by
the price of the first acquisition option.

Turning to FIG. 3, the user preference data 128 may
include a user identifier (ID) 302, and one or more of
preferred benefit type 304, preferred language 1dentifier (ID)
306, or other information. For example, user 1D “54815”
prefers the benefit type of “‘shorter delivery time” and
captions 1n English. The caption module 120 may use this
information to select the particular type of caption to use.
For example, 1n some situations a plurality of different
captions may be applicable given the differences indicated 1n
the difference data 122. The captions having a benefit type
262 which matches the preferred benefit type 304 may be
selected and provided 1n the caption output data 132.

The user preference data 128 may be determined based on
completed acquisitions, interactions with a user interface,
and so forth. In some implementations, the user preference
data 128 may be determined based on the particular types of
acquisition options that the user selects within a user inter-
face 104, based on the navigation controls activated by the
user, and so forth. For example, the user may use a control
in a user interface 104 to scroll through or otherwise change
presentation to show several different acquisition options.
Information such as how an acquisition option was pre-
sented on screen, whether the user selected it or navigated to
another acquisition option, and so forth may be obtained and
used to determine the user preference data 128.

The acquisition history data 130 may include the user 1D
302 and one or more of a selected benetit type 320, selection
percentage 322, or other information. The acquisition his-
tory data 130 may provide information indicative of previ-
ous selections of acquisition options by a particular user. For
example, user “54815” may typically select the benefit type
“shorter delivery time” 95% of the time and “lower price”
5% of the time.

The caption output data 132 may comprise the option 1D
202 indicative of a particular acquisition option and one or
more of the caption text 266 or caption priority 340. The
caption priority 340 may indicate a relative priority of a
particular option. For example, the caption module 120 may
determine that based on the acquisition history data 130 the
user ID “34815” has a history of picking the selected benefit
type 320 of “shorter delivery time” 95% of the time and
“lower price” 5% of the time. The caption priority 340 may
thus indicate that the acquisition option with the caption
associated with “get 1t faster” has a higher priority than the
acquisition option with the “willing to wait” caption.
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The user interface module 150 may use the caption output
data 132 to generate the user interface data 152 and the
resulting user interface 104. Continuing the example, the
user “Bob” who 1s associated with the user ID “54815” may
see 1n the user interface 104 acquisition option elements 158
that are presented in the user interface 104 1n order based on
the caption priority 340. As shown 1n FIG. 1, the acquisition
option with the option ID 202 of “3” which has a caption
priority 340 and a caption text 266 of “get 1t faster” 1s
presented 1n the acquisition option element 158(2), imme-
diately below the reference acquisition option shown in the
acquisition option element 158(1).

In some implementations the caption priority 340 may be
determined dynamically. Techniques such as a multi-armed
bandit model or Thompson sampling may be used to deter-
mine the eflectiveness of presenting particular captions. For
example, priorities may be assigned to acquisition options
such that two similar captions are presented that provide the
same benefit type but with differently worded caption text
266. The results of which acquisition options are selected by
a user may then be used to determine whether one caption
text 266 and associated caption ID 1s more effective than
another at securing an acquisition. In another example,
Thompson sampling may be used to provide a caption
priority 340 of the available acquisition options.

FIG. 4 1s a block diagram of a computing device 402 that
may implement the system 100 for determining and pre-
senting captions, according to one implementation. The
computing device 402 may include one or more of the first
server 106 or the second server 118, and so forth.

While FIG. 4 depicts a single block diagram 400 of a
computing device 402, any number and any type of com-
puting devices 402 may be used to perform the functions
described herein. For example, a single server may perform
the functions of both the first server 106 and the second
server 118.

One or more power supplies 404 may be configured to
provide electrical power suitable for operating the compo-
nents of the computing device 402. In some 1mplementa-
tions, the power supply 404 may include a rechargeable
battery, fuel cell, photovoltaic cell, power conditioning
circuitry, and so forth.

The computing device 402 may include one or more
hardware processor(s) 406 (processors) configured to
execute one or more stored instructions. The processor(s)
406 may include one or more cores. One or more clock(s)
408 may provide imnformation indicative of date, time, ticks,
and so forth. For example, the processor(s) 406 may use data
from the clock 408 to generate a timestamp, trigger a
preprogrammed action, and so forth.

The computing device 402 may include one or more
communication interfaces 410, such as input/output (I/0)
interfaces 412, network interfaces 414, and so forth. The
communication interfaces 410 may enable the computing
device 402, or components of the computing device 402, to
communicate with other computing devices 402 or compo-
nents of the other computing devices 402. The I/0 interfaces
412 may include interfaces such as Inter-Integrated Circuit
(I12C), Senal Peripheral Interface bus (SPI), Universal Seral
Bus (USB) as promulgated by the USB Implementers
Forum, RS-232, and so forth.

The I/O mterface(s) 412 may couple to one or more 1I/O
devices 416. The I/O devices 416 may include any manner
of mput devices or output devices associated with the
computing device 402. For example, I/O devices 416 may
include touch sensors, keyboards, mouse devices, micro-
phones, 1mage sensors, cameras, scanners, displays, speak-
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ers, haptic devices, printers, and so forth. In some 1mple-
mentations, the I/O devices 416 may be physically
incorporated with the computing device 402. In other 1mple-
mentations, /O devices 416 may be externally placed.

The network interfaces 414 may be configured to provide
communications between the computing device 402 and
other devices, such as the I/O devices 416, routers, access
points, and so forth. The network interfaces 414 may include
devices configured to couple to one or more networks
including local area networks (LANs), wireless LANSs
(WLANSs), wide area networks (WANSs), wireless WANS,
and so forth. For example, the network interfaces 414 may
include devices compatible with Ethernet, Wi-Fi1, Bluetooth,
Z1gBee, Z-Wave, 3G, 4G, LTE, and so forth.

The computing device 402 may include one or more
busses or other internal communications hardware or soft-
ware that allows for the transfer of data between the various
modules and components of the computing device 402.

As shown i FIG. 4, the computing device 402 may
include one or more memories 418. The memory 418 may
include one or more computer-readable storage media
(CRSM). The CRSM may be any one or more of an
clectronic storage medium, a magnetic storage medium, an
optical storage medium, a quantum storage medium, a
mechanical computer storage medium, and so forth. The
memory 418 may provide storage of computer-readable
instructions, data structures, program modules, and other
data for the operation of the computing device 402. A few
example modules are shown stored in the memory 418,
although the same functionality may alternatively be imple-
mented 1 hardware, firmware, or as a system on a chip
(SoC).

The memory 418 may include one or more operating
system (OS) modules 420. The OS module 420 may be
configured to manage hardware resource devices such as the
I/O 1interfaces 412, the network interfaces 414, the [/O
devices 416, and to provide various services to applications
or modules executing on the processors 406. The OS module
420 may immplement a variant of the FreeBSD operating
system as promulgated by the FreeBSD Project; UNIX or a
UNIX-like operating system; a variation of the Linux oper-
ating system as promulgated by Linus Torvalds; the Win-
dows operating system from Microsoit Corporation of Red-
mond, Wash., USA; or other operating systems.

One or more data stores 422 and one or more of the
following modules may also be associated with the memory
418. The modules may be executed as foreground applica-
tions, background tasks, daemons, and so forth. The data
store(s) 422 may use a {flat file, database, linked list, tree,
executable code, script, or other data structure to store
information. In some implementations, the data store(s) 422
or a portion of the data store(s) 422 may be distributed
across one or more other devices including other computing
devices 402, network attached storage devices, and so forth.

A communication module 424 may be configured to
establish communications with one or more other computing
devices 402. Communications may be authenticated,
encrypted, and so forth.

The memory 418 may also store the acquisition option
module 110, the caption module 120, the user interface
module 150, and so forth.

Other modules 426 may also be present in the memory
418. For example, a user authentication module may authen-
ticate users. In another example, an order generation module
may 1nitiate or generate an order based on the selection of an
acquisition option and activation of an acquisition control
clement 164.
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The data store 422 may store the information described
previously, including one or more of the mnput data 108, the
tulfillment data 112, the acquisition option data 114, the
difference data 122, the threshold data 124, the caption
library 126, the user preference data 128, the acquisition
history data 130, the caption output data 132, the user
interface data 152, and so forth.

Other data 428 within the data store(s) 422 may include
configurations, settings, preferences, and default values
associated with computing devices 402. Other data 428 may
also include encryption keys and schema, access credentials,
and so forth.

In different implementations, different computing devices
402 may have diflerent capabilities or capacities. For
example, servers may have greater processing capabilities or
data storage capacity than the user devices 102.

FIG. 5 15 a flow diagram 500 of a method for determinming
and presenting captions, according to one implementation.
The method may be implemented at least in part by one or
more of the user device 102, the first server 106, or the
second server 118.

At 502 a request 1s recerved comprising a {irst acquisition
option and a second acquisition option associated with
acquisition of an 1item. For example, the first server 106 may
send a caption request 116 to the second server 118.

The first acquisition option may be designated a reference
acquisition option. The second acquisition option may be
representative of one or more of: a second delivery time of
the second acquisition option that i1s earlier than a first
delivery time of the first acquisition option, a second cost of
the second acquisition option that 1s less than a first cost of
the first acquisition option, or a second incentive of the
second acquisition option that differs from a first incentive
of the first acquisition option.

At 504 a first set of attributes and a second set of attributes
that are associated with the first set of acquisition options are
determined. For example, the attribute data 206 1in the
acquisition option data 114 may be accessed.

At 506, a first set of differences are determined between
one or more attributes 1n a first set of attributes and one or
more attributes in a second set of attributes. For example, the
first set of attributes may comprise the attribute data 206
associated with a first or reference acquisition option while
the second set of attributes comprise the attribute data 206
associated with a first candidate acquisition option. The
acquisition options are associated with acquisition of the
item.

In some implementations, the threshold data 124 may be
used to determine whether a diflerence 1s to be considered.
For example, the difference may be compared to a threshold
value 1n the threshold data 124. In some implementations the
difference that 1s greater than or less than the threshold value
may be determined to be indicative of a difference that 1s
beneficial to present to the user. For example, 11 the price
difference 1s less than a threshold value of zero (indicating
a lower price), the difference may be used to determine the
caption ID 202.

In one 1mplementation the determination of the differ-
ences may be determined for particular attributes. For
example, a first attribute and a second attribute that are
associated with the first acquisition option are determined. A
third attribute and a fourth attribute that are associated with
the second acquisition option are determined. The first
attribute and the third attribute are determined to be repre-
sentative of a first type of attribute 240. The second attribute
and the fourth attribute are determined to be representative
of a second type of attribute 240. The first type of attribute
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240 1s determined to be associated with a first priority. The
second type of attribute 240 1s associated with a second
priority, wherein the second priority 1s greater than the first
priority. A difference 1s determined between the first attribute
and the third attribute. The first caption identifier 260 1s
associated with the difference.

At 508, based on the first set of differences a first set of
caption identifiers are determined. For example, the caption
module 120 may determine the difference data 122 as
described above which 1s indicative of the differences
between the first reference acquisition option and the first
candidate acquisition option.

The caption module 120 may then use the difference data
122 and the caption library 126 to determine the caption IDs
260 that correspond to one or more of the acquisition
options. As described above, the caption module 120 may
also use the threshold data 124, the user preference data 128,
the acquisition history data 130, and so forth.

The acquisition options may be assessed using the thresh-
old data 124, and acquisition options which are not deemed
suitable may be disregarded from further consideration. For
example, a third acquisition option may be determined that
has a third set of attributes associated with acquisition of the
item. A second set of diflerences between one or more
attributes 1n the first set of attributes and one or more
attributes 1n the third set of attributes 1s determined. A first
difference 1n the second set of differences 1s determined to
be greater than a threshold value. Continuing the example,
the difference may be a price difference, and the threshold
value may be zero. The first difference being greater than
zero, the third acquisition option does not provide a lower
price to the user. The third acquisition option may be
disregarded from further consideration, and is not presented
in the first user intertace 104.

In one implementation, the determination of the differ-
ences may be determined for several attributes and the
caption may be prioritized to a particular one of those
differences. For example, a first attribute and a second
attribute are determined that are associated with the first
acquisition option. A third attribute and a fourth attribute that
are associated with the second acquisition option are deter-
mined. A first difference between the first attribute and the
third attribute 1s determined. A second diflerence between
the second attribute and the fourth attribute 1s determined.
The first difference 1s determined to be associated with a first
priority. The second difference 1s determined to be associ-
ated with a second priority, wherein the second prionty is
greater than the first priority. The first caption 1dentifier 260
1s then determined to be associated with the fourth attribute.
The priority may be associated with a particular type of
attribute 240, a magnitude of the diflerence, and so forth. For
example, the magnitude of the difference may comprise an
absolute value of the difference, such that an acquisition
option with an unusually great difference may be presented.

Based at least in part on a portion of the first set of caption
identifiers, caption output data 132 1s determined. For
example, the caption module 120 may only include 1n the
caption output data 132 the captions in the top five as
indicated by the caption priority 340.

As described above, in some 1implementations the caption
module 120 may use one or more of user preference data
128, acquisition history data 130, or other data to determine
the captlon output data 132. For example a first user 1D 302
that 1s associated with access to the first user interface 104
may be determined. The first caption ID 260 may be
determined based at least 1n part on the first user 1dentifier
302. Continuing the example, the caption associated with the
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preferred benefit type 304 or selected benefit type 320 may
be included 1n the caption output data 132. In some 1mple-
mentations the caption priority 340 may be based at least in
part on this association. For example, a caption that matches
a preferred benefit type 304 may have a higher caption
priority 340 than a caption that does not.

In another example the acquisition history data 130 may
be determined that 1s indicative of previous acquisition
option selections. The first caption ID 260 may be deter-
mined based at least 1n part on the acquisition history data
130.

In some i1mplementations, the caption output data 132
may be determined based at least in part on a priority
associated with a benefit type 262. Some benefit types 262
may be associated with a greater priority than others. For
example, the benefit type 262 “lower price” may have a
priority of “1” while the benefit type 262 “shorter delivery
time” may have a lesser priority of “27.

Based on the first set of differences, a second caption
identifier 260 that 1s associated with the second acquisition
option 1s determined. A first benefit type 262 associated with
the first caption identifier 260 1s determined. A second
benefit type 262 associated with the second caption 1dentifier
260 1s determined. The inclusion of a particular caption 1n
the caption output data 132 may be determined based on a
comparison of priority for the benefit types 262. For
example, the caption output data 132 may include only the
top three ranked benefit types 262.

A response may be sent that comprises at least a portion
of the caption output data 132. For example, the caption
output data 132 may be sent to the first server 106.

At 510 at least a portion of the caption output data 132 1s
presented 1n the user interface 104. For example, the user
interface module 150 may use the acquisition option data
114 and the caption output data 132 to determine the user
interface data 152. The user interface data 152 1s then used
to present the user interface 104 on a display of the user
device 102 that shows an acquisition option element 138 and
an associated caption element 162 which may include the
caption text 266.

At 512 input indicative of a selection of an acquisition
option 1s determined. For example, the user may select an
acquisition option by activating a control element 160 in the
user interface 104 and activating an acquisition control
clement 164. The user device 102 may send data indicative
of this selection to the first server 106 or another computing
device 402.

At 314 an order for the item i1s generated using the
selected acquisition option. In another implementation a
command that mitiates the order may be generated.

At 516 the order is fulfilled according to the selected
acquisition option and the item 1s delivered.

FIG. 6 1s a flow diagram 600 of a method for an appli-
cation programming interface (API) to provide caption
output data 132, according to one implementation. The
method may be implemented at least in part by one or more
of the user device 102, the first server 106, or the second
server 118.

At 602 a request comprising a first acquisition option
having a first set of attributes associated with acquisition of
an 1tem and a second acquisition option having a second set
of attributes associated with acquisition of the item 1is
received. For example, the second server 118 may be
configured to receive an API request.

At 604 a first set of differences between one or more
attributes 1n the first set of attributes and one or more
attributes 1n the second set of attributes 1s determined.
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At 606 at least a portion of the first set of diflerences are
compared to one or more threshold values. For example, a
difference may be compared to a threshold value stored 1n
the threshold data 124.

At 608, based on the first set of diflerences and the
comparison(s) of the difference(s), a first set of caption
identifiers 260 1s determined. For example, 1f the difference
in delivery time 1s greater than a threshold value indicative
of faster delivery, a caption i1dentifier 260 associated with
taster delivery may be selected.

At 610, based at least in part on at least a portion of the
first set of caption 1dentifiers 260, determine caption output
data 132. For example, the captions having the k highest
priority, where k 1s a positive integer, may be included 1n the
caption output data 132.

At 612 a response 15 sent that comprises at least a portion
of the caption output data 132. For example, the caption
output data 132 may be sent as an API response to the first
server 106.

At 614 at least a portion of the caption output data 132 1s
presented 1n the user interface 104.

At 616 mput mdicative of a selection of an acquisition
option 1s determined.

At 618 an order for the item 1s generated using the
selected acquisition option. In another implementation a
command that nitiates the order may be generated.

At 620 the order 1s fulfilled according to the selected
acquisition option and the item 1s delivered.

FIG. 7 depicts a user interface 700 with a plurality of
acquisition options that include captions, according to one
implementation. The acquisition element 156 may be
dynamic, changing in response to user iput. For example,
as a user activates particular control elements 160 to select
a particular acquisition option element 158 representative of
a particular acquisition option, additional information may
be presented as shown here.

A first acquisition element 702 and a second acquisition
clement 704 are shown. The first acquisition element 702

includes acquisition option elements 158(4), 1358(5), and
158(6) with their respective control elements 160(4), 160(5),

and 160(6). Caption elements 162(5) and 162(6) and pre-
sented with regard to acquisition option elements 158(5) and
158(6), respectively. Also shown are acquisition control
clements 162(2).

In this illustration, the reference acquisition option 1s
selected by default as shown by the solid black circle of
control element 160(4). The caption elements 162 provide
the user with a clear and concise description of the benefits
to the user associated with the particular acquisition options.
The user provides user mput 706 to select the acquisition
option element 138(6). Upon selection, the second acquisi-
tion element 704 may be presented. In one implementation
the second acquisition element 704 may replace the first
acquisition element 702. In another implementation the first
acquisition element 702 and the second acquisition element
704 may both be presented.

The second acquisition element 704 presents the acqui-
sition option elements 158 as belore, but the acquisition
option clement 158(6) has been expanded to provide more
information. Information associated with the other acquisi-
tion option elements 158(4) and 158(5) may be reduced as
shown here to provide more display area for the selected
acquisition option element 158(6). In this i1llustration the
caption element 162(7) for the acquisition option element
158(6) has changed relative to the first acquisition element
702. For example, 1n the first acquisition element 702 the
caption reads “Want fast, FREE shipping?” while the cap-
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tion for the second acquisition element 704 reads “get it
soon”. This change 1n caption may be due to the context of
the information presented 1n the second acquisition element
704. For example, the additional detail as shown in the
acquisition option element 158(6) of the second acquisition
element 704 would be redundant to the “want fast, FREE
shipping” caption. Instead, the caption now presents “get 1
soon” emphasizing the speedy shipment without being
duplicative.

The second acquisition element 704 also includes an
acquisition control element 164(3). In this 1llustration, the
acquisition control element 164(3) corresponds to the acqui-
sition option presented by the acquisition option element
158(6) which refers to a membership program.

FIG. 8 1s a depiction 800 of a user interface 104 with a
plurality of acquisition options that include captions pre-
sented using a carousel element 802, according to one
implementation. Also visible in the user interface 104 1s a
detail element 154 and an acquisition option element 158(9)
with an acquisition control element 164. Proximate to one
edge of the user interface 104 1s a carousel element 802 that
1s coniigured to present at a given time, a subset of the
acquisition option eclements 138 representing acquisition
options for the item depicted in the detail element 154. By
providing an iput such as a finger gesture on a touch sensor,
different acquisition option elements 158 may be presented
and then selected by the user. In this 1llustration, the acqui-
sition option element 158 in the carousel element 802
includes a caption element 162 which provides information
indicative of a diflerence between the acquisition option
associated with that acquisition option element 158 and the
acquisition option element 158(9).

FIGS. 9-11 depict user interfaces 104 that may include
captions, according to some implementations. These user
interfaces 104 may be presented individually, or in conjunc-
tion with a detail element 154. For example, the user
interfaces 104 depicted 1in FIGS. 9-11 may be presented as
an accordion graphical user interface feature. The user
interfaces may comprise one or more of acquisition option
clements 158, control elements 160, caption elements 162,
acquisition control elements 164, or other elements. For
example, a user mterface 912 may include selection ele-
ments 914 to allow for the selection of a make and model of
a device for return credit. In another example, a user
interface 104 may include information 1106 about a program
associated with the acquisition option.

In other implementation other user interface arrangements
may be used.

The processes discussed 1n this disclosure may be imple-
mented 1n hardware, software, or a combination thereof. In
the context of soitware, the described operations represent
computer-executable instructions stored on one or more
computer-readable storage media that, when executed by
one or more hardware processors, perform the recited opera-
tions. Generally, computer-executable instructions include
routines, programs, objects, components, data structures,
and the like that perform particular functions or implement
particular abstract data types. Those having ordinary skill in
the art will readily recognize that certain steps or operations
illustrated 1n the figures above may be eliminated, com-
bined, or performed 1n an alternate order. Any steps or
operations may be performed serially or 1n parallel. Further-
more, the order in which the operations are described 1s not
intended to be construed as a limitation.

Embodiments may be provided as a software program or
computer program product including a non-transitory coms-
puter-readable storage medium having stored thereon
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instructions (in compressed or uncompressed form) that may
be used to program a computer (or other electronic device)
to perform processes or methods described in this disclo-
sure. The computer-readable storage medium may be one or
more ol an electronic storage medium, a magnetic storage
medium, an optical storage medium, a quantum storage
medium, and so forth. For example, the computer-readable
storage media may include, but 1s not limited to, hard drives,
floppy diskettes, optical disks, read-only memories (ROMs),
random access memories (RAMs), erasable programmable
ROMs (EPROMs), electrically erasable programmable
ROMs (EEPROMs), flash memory, magnetic or optical
cards, solid-state memory devices, or other types of physical
media suitable for storing electronic instructions. Further,
embodiments may also be provided as a computer program
product including a transitory machine-readable signal (in
compressed or uncompressed form). Examples of transitory
machine-readable signals, whether modulated using a carrier
or unmodulated, include, but are not limited to, signals that
a computer system or machine hosting or running a com-
puter program can be configured to access, including signals
transierred by one or more networks. For example, the
transitory machine-readable signal may comprise transmis-
sion of software by the Internet.

Separate 1nstances of these programs can be executed on
or distributed across any number of separate computer
systems. Although certain steps have been described as
being performed by certain devices, software programs,
processes, or entities, this need not be the case, and a variety
of alternative implementations will be understood by those
having ordinary skill in the art.

Additionally, those having ordinary skill i the art will
readily recognize that the techniques described above can be
utilized 1n a variety of devices, environments, and situations.
Although the subject matter has been described 1n language
specific to structural features or methodological acts, 1t 1s to
be understood that the subject matter defined in the
appended claims 1s not necessarily limited to the specific
teatures or acts described. Rather, the specific features and
acts are disclosed as exemplary forms of implementing the
claims.

What 1s claimed 1s:

1. A system comprising:

one or more memories storing computer-executable

instructions; and

one or more hardware processors to execute the com-

puter-executable mstructions to:

receive user mput to acquire an item;

determine a {irst acquisition option for acquisition of
the 1tem, wherein the first acquisition option includes
a first attribute indicative of a characteristic by which
the 1tem 1s able to be acquired;

determine a second acquisition option for the acquisi-
tion of the item, wherein the second acquisition
option includes a second attribute indicative of the
characteristic by which the item 1s able to be
acquired;

determine a diflerence between the first attribute of the
first acquisition option and the second attribute of the
second acquisition option;

determine that the difference between the first attribute
and the second attribute 1s greater than a threshold
value;

in response to the difference associated with the first
acquisition option and the second acquisition option
being greater than the threshold value, determine a
first caption that comprises text indicative of a first
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benefit associated with the second acquisition option,
wherein the first benefit 1s associated with the dif-
ference between the first attribute and the second
attribute;
present a user interface that includes:
the first acquisition option 1n a first portion of the
user 1nterface; and
the second acquisition option and the first caption 1n
a second portion of the user interface;
receive user input mdicative of selection of the second
acquisition option; and
generate an order for the acquisition of the item using
the second acquisition option.

2. A method performed using one or more computing
devices, the method comprising:

determining a first acquisition option having a first set of
attributes associated with acquisition of an item,
wherein the first set of attributes indicates one or more
characteristics by which the item 1s able to be acquired;

determining a second acquisition option having a second
set of attributes associated with acquisition of the 1tem,
wherein the second set of attributes indicates the one or
more characteristics by which the item 1s able to be
acquired;

determining a first difference between a first attribute of
the first set of attributes and a second attribute of the
second set of attributes;

determining that the first di
threshold value;:

in response to the first difference being greater than the
first threshold value,

determining a first caption identifier that 1s associated
with the first difference;

determining, based at least in part on the first caption
identifier, a first caption output, wherein the first cap-
tion output i1s indicative of the first difference;

causing presentation 1n a first user interface of a first user
interface element associated with the first acquisition
option; and

causing presentation in the first user interface of a second
user interface element associated with the second
acquisition option and the first caption output.

3. The method of claim 2, wherein the second acquisition

option 1s representative of one or more of:

a second delivery time of the second acquisition option
that 1s earlier than a first delivery time of the first
acquisition option,

a second cost of the second acquisition option that 1s less
than a first cost of the first acquisition option, or

a second incentive of the second acquisition option that
differs from a first incentive of the first acquisition
option.

4. The method of claim 2, further comprising:

determining a second difference between a third attribute
of the first set of attributes and a fourth attribute of the
second set of attributes, wherein the second difference
1s greater than a second threshold value, and wherein
the determining the first captlon identifier 1s further 1n
response to the second diflerence being greater than the
second threshold value.

5. The method of claim 2, wherein the first user interface
comprises one or more ol a graphical user interface or a
voice user interface.

6. The method of claim 4, further comprising:

determining the first attribute and the third attribute are
representative of a first type of attribute;

‘erence 1s greater than a first
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determiming the second attribute and the fourth attribute
are representative of a second type of attribute;

determining that the first type of attribute 1s associated
with a first priority; and

determining that the second type of attribute 1s associated
with a second priority, wherein the second priorty 1s
less than the first priority; and

wherein the first caption i1dentifier 1s associated with the
first difference 1n response to the second priority being
less than the first priority.

7. The method of claim 4, further comprising:

determining that the first difference 1s associated with a
first prionity; and

determiming that the second difference 1s associated with
a second priority, wherein the second priority 1s less
than the first priornity; and

wherein the first caption identifier indicative of the first
difference 1s determined based at least in part on the
second priority being less than the first prionty.

8. The method of claim 2, further comprising:

determining a first user identifier that 1s associated with
access to the first user interface:

determining acquisition history data associated with the
first user identifier, wherein the acquisition history data
indicates one or more previous acquisition option selec-
tions associated with the first user identifier; and

determiming that the first caption identifier corresponds to
at least one of the one or more previous acquisition
option selections associated with the first user i1denti-
fler;

wherein the first caption identifier 1s further determined
based at least in part on the acquisition history data.

9. The method of claim 2, further comprising:

determining acquisition history data indicative of one or
more previous acquisition option selections associated
with the one or more of the second acquisition option
or the second set of attributes; and

determining that the first caption identifier corresponds to
at least one of the one or more previous acquisition
option selections;

wherein the first caption identifier 1s further determined
based at least 1n part on the acquisition history data.

10. The method of claim 2, further comprising;:

determiming input associated with the second user inter-
face element;

determining mnput that 1s indicative of acquisition of the
item; and

generating an order for the 1item using the second acqui-
sition option.

11. The method of claim 2, further comprising:

determining a third acquisition option having a third set of
attributes associated with acquisition of the item;

determining a second difference between one or more
attributes 1n the first set of attributes and one or more
attributes 1n the third set of attributes;

determiming that the second difference 1s less than a
second threshold value; and

in response to the second difference being less than the
second threshold value, disregarding the third acquisi-
tion option from presentation 1n the first user interface.

12. The method of claim 2, further comprising:

determining a second caption identifier that 1s associated
with the first difference:

determining a first benefit type associated with the first
caption 1dentifier;

determining that the first benefit type 1s associated with a
first priority;
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determining a second benefit type associated with the
second caption 1dentifier; and
determining that the second benefit type 1s associated with
a second priority that 1s less than the first priority,
wherein the first caption 1dentifier 1s determined further
in response to the second priority being less than the
{irst priority.
13. A method performed using one or more computing
devices, the method comprising:
receiving an application programming interface (API)
request associated with a user 1dentifier, the API request
comprising:
a first acquisition option having a first set of attributes
associated with acquisition of an 1tem, wherein the

first set of attributes indicates one or more charac-
teristics by which the item 1s able to be acquired; and

a second acquisition option having a second set of
attributes associated with acquisition of the item,
wherein the second set of attributes indicates the one
or more characteristics by which the item 1s able to
be acquired;

determining acquisition history data indicative of one or

more previous selections of acquisition options that are

associated with:

the user i1dentifier; and

one or more attributes of the first set of attributes or the
second set of attributes;

wherein the one or more previous selections are indica-
tive of characteristics by which one or more 1tems
were previously acquired;

based on the acquisition history data, determining a first

set of diflerences between the one or more attributes 1n
the first set of attributes and the one or more attributes
in the second set of attributes:
determining, based on the first set of differences, a first set
ol caption 1dentifiers;

determining, based at least 1n part on at least a portion of
the first set of caption 1dentifiers, caption output data;
and

sending a response comprising at least a portion of the

caption output data.

14. The method of claim 13, wherein the first set of
attributes and the second set of attributes are indicative of
one or more of:

a seller,

a price,

a delivery time,

a delivery type,

the 1tem being new or used,

a stock level, or

a customer incentive.

15. The method of claim 13, further comprising;

determining a first attribute and a second attribute that are

associated with the first acquisition option;
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determiming a third attribute and a fourth attribute that are
associated with the second acquisition option;

determining a first difference between the first attribute
and the third attribute;

determining a second diflerence between the second attri-
bute and the fourth attribute;

determining that the first difference 1s associated with a
first priority;

determining that the second difference 1s associated with
a second priority, wherein the second priority 1s greater

than the first priority; and
wherein the first set of caption identifiers are ranked based

on the first priority and the second priority.

16. The method of claim 13, further comprising:

determiming a count of user identifiers that 1s associated
with the first acquisition option and the second acqui-
sition option, wherein the acquisition history data 1s
further determined based on the count of user 1denti-
flers; and

determining that at least a portion of the first set of caption
identifiers 1s associated with one or more previous
selections of acquisition options.

17. The method of claim 13,

wherein the first set of caption 1dentifiers are also based at
least 1n part on the acquisition history data.
18. The method of claim 13, further comprising:
determining, for one or more caption 1dentifiers 1n the first
set of caption 1dentifiers, one or more benefit types;
determiming a priority that 1s associated with the one or
more benefit types; and

wherein the caption output data 1s indicative of the
priority that 1s associated with the one or more benefit
types.

19. The method of claim 13, further comprising:

determining that an individual difference 1n the first set of
differences that 1s associated with a first type of attri-
bute 1s greater than a threshold value associated with
the first type of attribute; and

wherein a caption identifier of the first set ol caption
identifiers 1s determined for the individual difference 1n
response to the individual difference being greater than
the threshold value.

20. The system of claim 1, further comprising computer-

executable 1nstructions to:

determine a second caption that comprises text indicative
of one or more of the first benefit or a second benefit
associated with the second acquisition option with
respect to the difference; and

determine that a first priority associated with the first
caption 1s greater than a second priority associated with
the second caption, wherein the first caption 1s pre-
sented 1n the second portion of the user interface further
in response to the first priority being greater than the
second priority.
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