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DYNAMIC SELECTION OF
ADVERTISEMENTS USING DEEP
LEARNING MODELS ON CLIENT DEVICES

TECHNICAL FIELD

Embodiments herein generally relate to computing ser-
vices, and more specifically, to dynamically selecting adver-
tisements on client devices using deep learning models
executing in a web browser on the client devices.

BACKGROUND

Providing server-side hardware and/or software to deter-
mine which ads are most likely to be selected by a user 1s
costly and requires sigmificant overhead. Furthermore, the
server-side solutions require state data for millions of users
to be maintained at all times. Similarly, the user experience
may suller from extended load times when waiting on the
server to determine which ads to serve to the user.

SUMMARY

Embodiments disclosed herein provide systems, methods,
articles of manufacture, and computer-readable media for
dynamic selection of advertisements devices using deep
learning models on client devices. In one example, a web
browser may transmit, to a web server, a hypertext transier
protocol (HTTP) request for a web page at a first uniform
resource 1dentifier (URI). The web browser may receive
from the web server via a network, the web page at the first
URI and metadata of a plurality of candidate advertisements
to display in the web browser with the web page, the
plurality of candidate advertisements determined by the web
server based on a master machine learning (ML) model
trained based on a plurality of users. A client ML model
executing in the web browser may process the received
metadata of the plurality of candidate advertisements, the
client ML model trained based on data stored by the web
browser describing prior interactions between one or more
users ol the web browser and a plurality of previously
displayed advertisements. The client ML model may deter-
mine based on the processing, a first candidate advertise-
ment of the plurality of candidate advertisements to display
in the web browser with the received web page. The web
browser may receive, from a second URI, the first candidate
advertisement of the plurality of candidate advertisements.
The web browser may output the recetved web page and the

first candidate advertisement for display on a display device.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1A-1D illustrate embodiments of a system that
provides dynamic selection of advertisements using deep
learning models on client devices.

FI1G. 2 illustrates an embodiment of techmques to provide
dynamic selection of advertisements using deep learning
models on client devices.

FIG. 3 1illustrates an embodiment of a first logic flow.

FIG. 4 illustrates an embodiment of a second logic tlow.

FIG. 5 1llustrates an embodiment of a third logic flow.

FIG. 6 1llustrates an embodiment of a fourth logic flow.

FIG. 7 1llustrates an embodiment of a computing archi-
tecture.

DETAILED DESCRIPTION

Embodiments disclosed herein provide techniques to
dynamically select tailored advertisements based on deep
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learning models executing on client devices. For example, a
user of a web browser executing on a client device may
specily to load an example webpage. A web server may
receive a request for the webpage from the web browser and
respond to the web browser with the webpage and indica-
tions of one or more candidate advertisements to display
with the webpage. The web server may select the candidate
advertisements based on a master model that has been
trained based on a plurality of users. The web browser may
provide the indications of the candidate advertisements to a
client model executing in the web browser of the client
device. The client model may be trained based on one or
more users of the client device. Generally, the client model
may select the most relevant advertisements for the request-
ing user based on metadata for each candidate advertise-
ments and metadata describing the user. The web browser
may then recerve the selected advertisements (e.g., from an
ad server) and display the selected advertisements with the
webpage.

Advantageously, embodiments disclosed herein provide
enhanced techniques to select targeted advertisements by
leveraging deep learning models executing on client
devices. By executing the deep learning models on a client
device, rather than a server, embodiments disclosed herein
advantageously reduce costs associated with executing the
models on the server. Furthermore, by executing the deep
learning models on the client device, embodiments disclosed
herein may provide targeted advertisement selections faster
than embodiments where deep learning models are executed
on the server. Further still, by maintaining client data on the
client device, rather than the server, the privacy of client data
1s enhanced, which may assist with compliance with data
privacy laws.

With general reference to notations and nomenclature
used herein, one or more portions of the detailed description
which follows may be presented in terms of program pro-
cedures executed on a computer or network of computers.
These procedural descriptions and representations are used
by those skilled 1n the art to most eflectively convey the
substances ol their work to others skilled in the art. A
procedure 1s here, and generally, conceived to be a seli-
consistent sequence of operations leading to a desired result.
These operations are those requiring physical manipulations
of physical quantities. Usually, though not necessarily, these
quantities take the form of electrical, magnetic, or optical
signals capable of being stored, transierred, combined, com-
pared, and otherwise manipulated. It proves convenient at
times, principally for reasons of common usage, to refer to
these signals as bits, values, elements, symbols, characters,
terms, numbers, or the like. It should be noted, however, that
all of these and similar terms are to be associated with the
appropriate physical quantities and are merely convenient
labels applied to those quantities.

Further, these manipulations are often referred to 1n terms,
such as adding or comparing, which are commonly associ-
ated with mental operations performed by a human operator.
However, no such capability of a human operator is neces-
sary, or desirable 1n most cases, in any of the operations
described herein that form part of one or more embodiments.
Rather, these operations are machine operations. Useful
machines for performing operations of various embodiments
include digital computers as selectively activated or config-
ured by a computer program stored within that 1s written in
accordance with the teachings herein, and/or include appa-
ratus specially constructed for the required purpose or a
digital computer. Various embodiments also relate to appa-
ratus or systems for performing these operations. These
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apparatuses may be specially constructed for the required
purpose. The required structure for a variety of these
machines will be apparent from the description given.

Reference 1s now made to the drawings, wherein like
reference numerals are used to refer to like elements
throughout. In the following description, for the purpose of
explanation, numerous specific details are set forth 1n order
to provide a thorough understanding thereof. It may be
evident, however, that the novel embodiments can be prac-
ticed without these specific details. In other instances, well-
known structures and devices are shown in block diagram
form 1n order to facilitate a description thereot. The intention
1s to cover all modification, equivalents, and alternatives
within the scope of the claims.

FIG. 1A depicts a schematic of an exemplary system 100,
consistent with disclosed embodiments. As shown, the sys-
tem 100 includes one or more client devices 101, one or
more web servers 110, and one or more ad servers 120
communicably coupled via a network 130. The client
devices 101, web servers 110, and ad servers 120 are
representative ol any type ol computing system and/or
computing system component, such as servers, compute
clusters, desktop computers, smartphones, tablet computers,
wearable devices, laptop computers, workstations, portable
gaming devices, virtualized computing systems, applica-
tions, and the like. The client devices 101, web servers 110,
and ad servers 120 include processors, memory, storage,
network interfaces, and/or other components not pictured for
the sake of clarity. In one embodiment, the web servers 110
and ad servers 120 are representative of applications execut-
Ing On One Or mMore Processors.

As shown, the client devices 101 include a web browser
102, one or more applications 104, and one or more user
profiles 105. The web browser 102 1s an application for
accessing resources such as the web pages 111 stored by the
web servers 110. The applications 104 are representative of
any type of application, such as social media applications,
productivity applications, communication applications, and
the like. The user profiles 105 store data describing one or
more users associated with the respective client device 101.
For example, the user profiles 105 may store interests,
preferences, clickthrough data describing whether a user
clicks on an advertisement or other resource in the web
browser 102, browsing data, data describing the applications
104 installed on the device 101, and the like. In at least one
embodiment, the user profiles 105 are generated, managed,
and/or stored by the web browser 102. In some such
embodiments, the user profiles 105 are stored 1n a local
memory (not pictured) of the client device 101 (and/or
another local storage location). For example, the user pro-
files 105 may be stored 1n a containerized memory of the
web browser 102. As another example, the user profiles 105
may be stored 1n one or more cookie files. More generally,
the user profiles 105 may be stored 1n any memory structure
provided by the web browser 102, such as user storage,
which may be accessible across multiple devices 101 asso-
ciated with a given user.

As shown, the web browser 102 includes one or more
client machine learning (ML) models 103. The client ML
models 103 may be stored in a local memory of the client
device 101 (and/or another local storage location). For
example, the client ML models 103 may be stored i a
containerized memory ol the web browser 102, the user
storage, or any memory structure provided by the web
browser 102. The client ML models 103 are representative
of any type of deep learning model, such as neural networks,
classifiers, clustering algorithms, support vector machines,
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4

and the like. The use of machine learning models as a
reference example herein should not be considered limiting
of the disclosure as the disclosure 1s equally applicable to
any type of deep learning model. The client ML models 103
may initially be based on one or more master ML models
112. A master ML model 112 may generally be associated
with one or more web pages 111, such as a web domain, web
portal, and the like, and 1s trained based on the traiming data
113 collected for the associated web pages 111 (e.g., of the
domain, portal, etc.). Stated differently, the master ML
model 112 1s trained based on training data 113 describing
interactions between a plurality of different users when
visiting different web pages 111.

For example, a bank may have a collection of web pages
111 stored on one or more web servers 110. When a user
views a web page 111, one or more advertisements 121 may
be displayed with the web page 111 1n a web browser 102.
The web server 110 and/or ad server 120 may monitor web
analytics, including what web pages 111 a user visits and
whether the user clicks on the one or more advertisements
121 displayed with the web page 111. Based on the moni-
toring, a corresponding indication may be stored in the
training data 113. For example, 1f an advertisement 121 for
mortgage services 1s displayed on the home web page 111
for the bank, the web server 110 may store indications 1n the
training data 113 reflecting whether each user viewing the
home web page 111 clicks on the displayed advertisement
for mortgage services. The indications stored 1n the training
data 113 may include additional metadata for each visitor to
the web pages 111, such as internet protocol (IP) addresses,
data from user profiles 105, a unique i1dentifier for the
displayed advertisement, a category of the advertisement
(e.g., sports, finance, etc.), a merchant (or other entity)
assoclated with the advertisement, and the like.

A machine learning algorithm may then be used to
process the training data 113 to produce a master ML model
112 for the associated web pages 111. Once trained, the
master ML model 112 may include a plurality of features
and associated weights. As explained 1n greater detail below,
the trained master ML model 112 may then be used by the
web server 110 to select one or more candidate advertise-
ments to display on a client device 101 that requests a web
page 111. More generally, the training data 113 may include
additional data, such as browsing data (e.g., which web
pages 111 are viewed), data describing the client devices 101
(e.g., device type, operating system type, etc.), and the like.

Initially, a master ML model 112 may be transmitted to a
client device 101 that does not include an 1nstance of a client
ML model 103. For example, a first-time visitor to the
bank’s home web page 111 may create an account and
receive the master ML model 112 from a web server 110
associated with the bank. The master ML model 112 may
then be trained using an ML algorithm and data 1n the user
profiles 105 to generate a client ML model 103 for the user.
The trained client ML model 103 may generally include
features and associated weights that are tailored to one or
more users associated with a user profile 105 on a given
client device 101. Doing so allows the client ML model 103
to determine which advertisements 121 are most relevant to
the associated user while the master ML model 112 deter-
mines which advertisements 121 are most relevant across all
users.

Over time, the client ML model 103 may be retrained
periodically based on the user profile 105, which retlects the
most recent browsing, clickthrough, and other data describ-
ing the associated user(s). Furthermore, the client ML model
103 may be retrained based on updated data received from
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the web servers 110, e.g., clickthrough data for the web
pages 111, browsing histories, data describing each visitor to
the web pages 111, and/or updated versions of the master
ML model 112. When retrained, the client MLL model 103
reflects a likelihood that a given advertisement 121 will be
selected by the specific user associated with a user profile
105 when visiting a web page 111. Similarly, the master ML
model 112 may be periodically retramned based on data
gathered by the web servers 110 and/or ad servers 120 (e.g.,
clickthrough data, browsing data, etc.). When retrained, the
master ML model 112 reflects a likelithood that a given
advertisement 121 will be selected by any user visiting a
web page 111.

Furthermore, the client ML model 103 may be modified
by reducing the number and/or types of features and/or
weights, which may generally be referred to as regulariza-
tion. For example, 11 an attribute “x” learned by the client
ML model 103 is not relevant to determining whether the
user will select an advertisement, the attribute “x” may be
removed from the client ML model 103. Similarly, if an
attribute “y” 1s a 32 bit floating point integer but such
precision 1s not required when determining whether a user
will select an advertisement 121, the attribute “y” may be
converted to a data type of lower precision (e.g., an 8-bit
integer).

Although depicted as being stored on the ad server 120,
in some embodiments, the advertisements 121 may be stored
by the web server 110. The web pages 111 may include
executable code that facilitate the deep learning techniques
described herein. For example, the web pages 111 may
include executable code to invoke the client ML model 103
to select one or more advertisements 121, executable code to
invoke updating of the client ML model 103 (e.g., based on
new browsing data, clickthrough data, etc., stored 1n the user
profiles 105), and the like. In at least one embodiment, the
client ML models 103 and/or the master ML models 112 are
based on the TensorFlow® platform. In some embodiments,
the client ML models 103 leverage the TensorFlow.js
Javascript® library for execution in the web browser 102. In
yet some other embodiments, the client ML models 103 may
leverage the TensorFlow Lite library for execution on
mobile and/or embedded devices.

More generally, 1n operation, a user of a web browser 102
on a client device 101 may specily to access a web page 111
stored on a web server 110. For example, the web page 111
may be associated with a umiform resource i1dentifier (URI)
of “http:///www.example.com/example.html”. As depicted
in FIG. 1A, doing so may cause the web browser 102 to
generate a hypertext transfer protocol (HT'TP) request 108
tor the URI, which may be transmitted to the web server 110
via the network 130. Once received, the web server 110 may
use the master ML model 112 to determine one or more
candidate advertisements 121 to display in the requested
web page 111. For example, the master ML model 112 may
receive the requested URI as input and output a list of
candidate advertisements to display in the requested web
page 111. In some embodiments, the master ML model 112
may receive additional input, such as an IP address of the
client device 101, data from the user profiles 105, etc.

FIG. 1B depicts an embodiment where the web server 110
transmits an HTTP response 114 to the client device 101 in
response to the HI'TP request 108. The HT'TP response 114
may include the requested web page 111 (web page 111-1 in
this example) and one or more candidate advertisements
122. In one embodiment, the candidate advertisements 122
may comprise one or more identifiers ol the determined
advertisements 121 (e.g., a unique identifier, a URI, and/or
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metadata). In some embodiments, the candidate advertise-
ments 122 may include the corresponding advertisements
121 themselves (e.g., graphics, links, images, videos, etc.),
which may be cached on the client device 101 for later use.

FIG. 1C depicts an embodiment where the web browser
102 begins loading web page 111-1. Doing so may cause the
web browser 102 mvoke the client ML model 103 to process
the candidate advertisements 122. In processing the candi-
date advertisements 122, client ML model 103 may gener-

ally determine one or more of the candidate advertisements
122 1s most relevant to the user of the client device 101. For
example, the client ML model 103 may compute a respective
score for each candidate advertisement 122, where each
score reflects the relevance of the corresponding advertise-
ment to the user. In other embodiments, the client MLL model
103 may cluster and/or classity the candidate advertisements
into one or more relevance levels (e.g., low relevance,
medium relevance, high relevance, etc.). The web page
111-1 may include an indication of the number of adver-
tisements to be displayed and selected by the client ML
model 103. Therefore, the client ML model 103 may return
a corresponding number of advertisements from the candi-
date advertisements 122 that are most relevant to the user.
For example, 1f the web page 111-1 i1s to include 5 adver-
tisements, the client ML model 103 may select the 5
candidate advertisements 122 having the highest score.
Once the client ML model 103 selects the most relevant
advertisements from the candidate advertisements 122, the
web browser 102 may generate one or more HT'TP requests
109 and send each HTTP request 109 to the appropriate ad
server 120. An HT'TP request 109 may generally specily to
download one or more of the advertisements selected by the
client ML model 103 from the URI associated with the
selected advertisement. Doing so may cause the ad server(s)
120 to transmit the advertisements to the client device 101.
However, 1n some embodiments, one or more candidate
advertisements 122 may be cached locally on the client
device 101. In such embodiments, the cached advertise-
ments need not be downloaded from the ad servers 120.
FIG. 1D depicts an embodiment where the ad server(s)
120 transmits one or more advertisements 123 requested by
the web browser 102. The advertisements 123 may corre-
spond to the one or more advertisements 121 determined by
the client ML model 103 to be most relevant to the request-
ing user of the client device 101. Once recerved, the web
browser 102 may render the web page 111-1 and/or the
selected advertisements 123. Doing so may allow the user to
view the web page 111-1 and/or the selected advertisements
123 on a display (not pictured) of the client device 101.
More generally, as the user interacts with the web browser
102, the web browser 102 may record browsing data,
clickthrough data, and any other data in the user profile 105
for the user. For example, 1f the user selects a first adver-
tisement of the selected advertisements 123, the web
browser 102 may store an indication 1n the user profile 105
reflecting that the user clicked on the first advertisement.
Over time, the clhient ML model 103 may be updated (e.g.,
re-trained) based on the collected data stored in the user
profile 105 (as well as any other data present in the user
profile 105, such as user-specified interests, preferences,
etc.). Furthermore, in some embodiments, the web browser
102 may transmit the user profile 105 and/or client ML
model 103 to the web server 110. Doing so may allow the
web server 110 to update the training data 113 based on the

received user profiles 105 and/or retrain the master ML
model 112.
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FIG. 2 1s a schematic 200 illustrating an embodiment of
techniques to provide dynamic selection of advertisements
using deep learning models on client devices. As shown, at
block 201, the analytics data 1s tracked for one or more users
associated with a user profile 105 and a client ML model
103. Generally, the analytics data may include time series
click histories, browsing data, characteristics of the client
devices 101, and any other web analytics data. The data
collected over time at block 201 may be used to update the
client ML model 103. For example, 1f the user consistently
clicks on sports-related advertisements, the client ML model
103 may be updated to apply greater weights to candidate
advertisements that are related to sports.

At block 202, one or more user preferences and/or inter-
ests may be received over time. For example, the user may
provide input specilying gardening, cooking, etc., as prei-
crences and/or interests 1 the user profile 105. Similarly,
user preferences and/or interests may be generated based on
analysis of the data collected at block 201. For example, 1f
the user consistently visits travel-related websites, the web
browser 102 may generate travel interest as a user profile
clement in the user profile 105 for the user. At block 204, any
data generated at blocks 201-202 and/or the updated client
ML model 103 may be transmitted to the web server 110.

At block 203, the web servers 110 may monitor web
analytics data to determine the probability that all users will
engage 1n all advertisements 121. For example, the web
server may monitor which web pages 111 are accessed,
which advertisements 121 are selected, characteristics of the
client devices 101, and any other web analytics data. The
data collected at bleck 203 may generally be used to train the
master ML model 112 and retrain the master ML model 112
over time as new data 1s collected.

At block 205, a web page 111 1s transmitted to a web
browser 102 of a requesting client device 101. Furthermore,
indications (e.g., unique identifiers, URIs, etc.) of one or
more candidate advertisements 121 may be transmitted with
the web page 111 to the requesting client device 101. At
block 206, the client ML model 103 executing in the web
browser 102 of the requesting client device 101 selects one
or more of the candidate advertisements to display with the
web page 111. For example, as stated, the client ML model
103 may compute scores for each received candidate adver-
tisement and select the one or more candidate advertise-
ments having the highest scores. The web browser 102 may
then receive the candidate advertisements from the adver-
tisements 121 and display the received advertisements with
the web page 111.

FI1G. 3 1llustrates an embodiment of a logic flow 300. The
logic flow 300 may be representative of some or all of the
operations executed by one or more embodiments described
herein. For example, the logic flow 300 may include some
or all of the operations to provide dynamic selection of
advertisements on client devices using deep learning mod-
cls. Embodiments are not limited in this context.

As shown, the logic flow 300 begins at block 303, where
a master ML model 112 1s trained based on training data 113
for all users. The master MLL model 112 may be associated
with one or more web pages 111, a domain, a portal, or any
other enftity (e.g., a business, merchant, service provider,
etc.). The training data 113 may generally include data
describing browsing history, clickthrough data (e.g., which
advertisements 121 were selected and which advertisements
121 were not selected by a user), characteristics of the client
devices 101, web analytics data, user profile data 105, or any
other type of data that may be monitored by the web servers

110 and/or ad servers 120. At block 310, a client device 101
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may receive an instance of a master ML model 112, e.g.,
when creating an account. At block 315, a machine learning
algorithm may be applied to the master ML model 112 and

data 1n the user profile 105 for the user to generate the client
ML model 103 for the user.

At block 320, the web browser 102 of the client device
101 generates an HTTP request to access a web page 111,
¢.g., responsive to user mput. At block 325, a web server 110
may receive the HI'TP request generated at block 320 and
select one or more candidate advertisements based on the
master ML model 112. Generally, the candidate advertise-
ments comprise one or more advertisements 121 that may be
most likely to receive user engagement by any given user. At
block 330, the web server 110 transmits the requested web
page 111 and indications of the candidate advertisements
selected at block 330. For example, the web server 110 may
transmit URIs and/or unique identifiers of the candidate
advertisements. The web server 110 may further include
metadata describing each candidate advertisement, such as
an advertisement type, advertiser type, and any other data
describing each candidate advertisement.

At block 333, the client ML model 103 executing 1n the
web browser 102 may process the candidate advertisements
and associated metadata. Doing so may cause the client ML
model 103 to produce scores, rankings, or any other data
reflecting a degree of likelihood that the user of the client
device 101 will select each candidate advertisements. At
block 340, the client ML model 103 and/or the web browser
102 selects at least a first candidate advertisement. For
example, the first candidate advertisement may have the
highest score computed at block 335. More generally, the
client ML model 103 and/or the web browser 102 may select
a number of candidate advertisements based on the number
of ads required to be displayed 1n the web page 111.

At block 345, the web browser 102 receives at least the
first candidate advertisement from the advertisements 121.
More generally, the web browser 102 may receive each
candidate advertisement selected at block 340 from the
advertisements 121 via the network 130. At block 350, the
web browser 102 may output the web page 111 and the
advertisements received at block 345 for display.

FIG. 4 illustrates an embodiment of a logic tlow 400. The
logic tlow 400 may be representative of some or all of the
operations executed by one or more embodiments described
herein. For example, the logic flow 400 may include some
or all of the operations to train a master ML model 112.
Embodiments are not limited in this context.

As shown, the logic flow 400 begins at block 405, where
the web server 110 and/or ad server 120 may track data for
all users. For example, the web server 110 and/or ad server
120 may monitor web analytics data such as click data,
browsing data, characteristics of the client devices 101, or
any other type of data. At block 410, the data tracked at
block 405 may be stored as traiming data 113. At block 415,
data describing each advertisement 121 may be stored 1n the
training data 113. For example, the data may comprise
advertisement type, advertiser type, and any other data
describing each advertisement 121. At block 420, the master
ML model 112 1s trained using a machine learnmg algorithm
and the traiming data 113. At block 425, updates to the ML
model 112 may be transmitted to the client devices 101. The
logic flow 400 may then return to block 405. Doing so
allows the master ML model 112 to be updated over time
based on the most recently collected data for all users.

FIG. 5 1llustrates an embodiment of a logic flow 500. The
logic flow 500 may be representative of some or all of the
operations executed by one or more embodiments described
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herein. For example, the logic flow 500 may include some
or all of the operations performed to train a client ML model
103. Embodiments are not limited 1n this context.

As shown, the logic flow 500 begins at block 503, where
the web browser 102, web server 110, and/or ad server 120
may track data for a user having a user profile 105. For
example, the web browser 102, web server 110, and/or ad
server 120 may momtor web analytics data such as click
data, browsing data, characteristics of the client devices 101
associated with the user, user preferences, or any other type
of data. At block 510, the data tracked at block 505 may be
stored 1n the user profile 105. Data provided by the user
(e.g., interests, prelerences, etc.) may further be stored in the
user profile 105. At block 515, data describing each adver-
tisement 121 that the user was presented may be stored in the
user profile 105. For example, the data may comprise
advertisement type, advertiser type, whether the user clicked
on the advertisement 121, and any other data describing each
advertisement 121. At block 520, data describing each
application 104 installed on the client device 101 1s stored 1n
the user profile 105 for the user. For example, application
type, application use history, application versions, etc., may
be stored in the user profile 105.

At block 525, the client ML model 103 i1s trained using a
machine learning algorithm and the data 1n the user profile
105. Doing so allows the client ML model 103 to select
advertisements 121 that are most relevant to the user asso-
ciated with the user profile. At block 530, updates to the
client ML model 103 may be transmitted to the web server
110. At block 535, the client ML model 103 may be
modified. For example, elements of the client ML model 103
may be removed, data types may be converted, etc. Doing so
allows the size of the client ML model 103 to be reduced
relative to unmodified versions of the client ML model 103.
Doing so may improve performance of the client device 101.
The logic flow 500 may then return to block 505. Doing so
allows the client ML model 103 to be updated over time
based on the most recently collected data for the user having,
a user profile 105.

FIG. 6 1llustrates an embodiment of a logic flow 600. The
logic tlow 600 may be representative of some or all of the
operations executed by one or more embodiments described
herein. For example, the logic flow 600 may include some
or all of the operations performed to select advertisements
using the client ML model 103. Embodiments are not
limited 1n this context.

As shown, the logic flow 600 begins at block 605, where
the web browser 102 receives attributes of a plurality of
candidate advertisements from the web server 110 (e.g.,
responsive to an HT'TP request for a web page 111). At block
610, the web browser 102 may cause the client ML model
103 to process attributes of each candidate advertisement
received at block 6035. Doing so may cause the client ML
model 103 to compute a score for each candidate advertise-
ment. At block 615, the client MLL model 103 determines a
number of advertisement placeholders 1n the web page 111.
For example, the web browser 102 may provide input
specilying how many advertisements placeholders are in the
web page 111. The web browser 102 may determine the
placeholders based on any feasible method, such as analyz-
ing the source code of the web page 111, receiving an
indication of the number of advertisement placeholders from
the web server 110, etc.

At block 620, the client ML model 103 (and/or the web
browser 102) selects one or more candidate advertisements
based on the scores computed at block 610. For example, 11
the number of advertisement placeholders equals si1x, the six
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highest-scoring candidate advertisements may be selected.
At block 625, the web browser 102 receives the selected
candidate advertisements from the associated URI (e.g.,
from an ad server 120). At block 630, the web browser 102
renders the web page 111 to include the advertisements
received at block 625. At block 635, the web browser 102
outputs the rendered web page 111 with advertisements for
display.

FIG. 7 illustrates an embodiment of an exemplary com-
puting architecture 700 comprising a computing system 702
that may be suitable for implementing various embodiments
as previously described. In various embodiments, the com-
puting architecture 700 may comprise or be implemented as
part of an electronic device. In some embodiments, the
computing architecture 700 may be representative, for
example, of a system that implements one or more compo-
nents of the system 100. In some embodiments, computing
system 702 may be representative, for example, of the client
devices 101, web servers 110, and ad servers 120 of the
system 100. The embodiments are not limited 1n this context.
More generally, the computing architecture 700 1s config-
ured to implement all logic, applications, systems, methods,
apparatuses, and functionality described herein with refer-
ence to FIGS. 1-6.

As used in this application, the terms “system” and
“component” and “module” are intended to refer to a
computer-related entity, either hardware, a combination of
hardware and software, software, or software 1n execution,
examples of which are provided by the exemplary comput-
ing architecture 700. For example, a component can be, but
1s not limited to being, a process running on a computer
processor, a computer processor, a hard disk drive, multiple
storage drives (of optical and/or magnetic storage medium),
an object, an executable, a thread of execution, a program,
and/or a computer. By way of illustration, both an applica-
tion running on a server and the server can be a component.
One or more components can reside within a process and/or
thread of execution, and a component can be localized on
one computer and/or distributed between two or more com-
puters. Further, components may be communicatively
coupled to each other by various types of communications
media to coordinate operations. The coordination may
involve the uni-directional or bi-directional exchange of
information. For instance, the components may communi-
cate information 1n the form of signals communicated over
the communications media. The information can be 1imple-
mented as signals allocated to various signal lines. In such
allocations, each message 1s a signal. Further embodiments,
however, may alternatively employ data messages. Such
data messages may be sent across various connections.
Exemplary connections include parallel interfaces, serial
interfaces, and bus interfaces.

The computing system 702 includes various common
computing elements, such as one or more processors, multi-
COre processors, Co-processors, memory units, chipsets, con-
trollers, peripherals, interfaces, oscillators, timing devices,
video cards, audio cards, multimedia input/output (I/O)
components, power supplies, and so forth. The embodi-
ments, however, are not limited to implementation by the
computing system 702.

As shown 1n FIG. 7, the computing system 702 comprises
a processor 704, a system memory 706 and a system bus
708. The processor 704 can be any of various commercially
available computer processors, including without limitation
an AMD® Athlon®, Duron® and Opteron® processors;
ARM® application, embedded and secure processors;
IBM® and Motorola® DragonBall® and PowerPC® pro-
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cessors; IBM and Sony® Cell processors; Intel® Celeron®,
Core®, Core (2) Duo®, Itantum®, Pentium®, Xeon®, and
XScale® processors; and similar processors. Dual micro-
processors, multi-core processors, and other multi processor
architectures may also be employed as the processor 704.

The system bus 708 provides an interface for system
components 1ncluding, but not limited to, the system
memory 706 to the processor 704. The system bus 708 can
be any of several types of bus structure that may further
interconnect to a memory bus (with or without a memory
controller), a peripheral bus, and a local bus using any of a
variety of commercially available bus architectures. Inter-
face adapters may connect to the system bus 708 via a slot
architecture. Example slot architectures may include without
limitation Accelerated Graphics Port (AGP), Card Bus,
(Extended) Industry Standard Architecture ((E)ISA), Micro
Channel Architecture (MCA), NuBus, Peripheral Compo-
nent Interconnect (Extended) (PCI(X)), PCI Express, Per-
sonal Computer Memory Card International Association
(PCMCIA), and the like.

The system memory 706 may include various types of
computer-readable storage media 1n the form of one or more

higher speed memory units, such as read-only memory
(ROM), random-access memory (RAM), dynamic RAM
(DRAM), Double-Data-Rate DRAM (DDRAM), synchro-
nous DRAM (SDRAM), static RAM (SRAM), program-
mable ROM (PROM), erasable programmable ROM
(EPROM), electrically erasable programmable ROM (EE-
PROM), flash memory (e.g., one or more tlash arrays),
polymer memory such as ferroelectric polymer memory,
ovonic memory, phase change or ferroelectric memory,
s1licon-oxide-nitride-oxide-silicon (SONOS) memory, mag-
netic or optical cards, an array of devices such as Redundant
Array of Independent Disks (RAID) drives, solid state
memory devices (e.g., USB memory, solid state drives
(SSD) and any other type of storage media suitable for
storing information. In the illustrated embodiment shown 1n
FIG. 7, the system memory 706 can include non-volatile
memory 710 and/or volatile memory 712. A basic mput/
output system (BIOS) can be stored in the non-volatile
memory 710.

The computing system 702 may include various types of
computer-readable storage media 1n the form of one or more
lower speed memory units, including an internal (or exter-
nal) hard disk drive (HDD) 714, a magnetic floppy disk
drive (FDD) 716 to read from or write to a removable
magnetic disk 718, and an optical disk drive 720 to read
from or write to a removable optical disk 722 (e.g., a
CD-ROM or DVD). The HDD 714, FDD 716 and optical
disk drive 720 can be connected to the system bus 708 by a
HDD mterface 724, an FDD interface 726 and an optical
drive interface 728, respectively. The HDD interface 724 for
external drive implementations can include at least one or
both of Umversal Serial Bus (USB) and IEEE 1394 interface
technologies. The computing system 702 1s generally 1s
configured to implement all logic, systems, methods, appa-
ratuses, and functionality described herein with reference to
FIGS. 1-6.

The drives and associated computer-readable media pro-
vide volatile and/or nonvolatile storage of data, data struc-
tures, computer-executable instructions, and so forth. For
example, a number of program modules can be stored 1n the
drives and memory units 710, 712, including an operating
system 730, one or more application programs 732, other
program modules 734, and program data 736. In one
embodiment, the one or more application programs 732,
other program modules 734, and program data 736 can
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include, for example, the various applications and/or com-
ponents of the system 100, e.g., the web browser 102, client
ML models 103, applications 104, user profiles 105, web
server 110, web pages 111, master ML models 112, ad server
120, and advertisements 121.

A user can enter commands and information into the
computing system 702 through one or more wire/wireless
input devices, for example, a keyboard 738 and a pointing
device, such as a mouse 740. Other input devices may

include microphones, inira-red (IR) remote controls, radio-
frequency (RF) remote controls, game pads, stylus pens,
card readers, dongles, finger print readers, gloves, graphics
tablets, joysticks, keyboards, retina readers, touch screens
(e.g., capacitive, resistive, etc.), trackballs, trackpads, sen-
sors, styluses, and the like. These and other input devices are
often connected to the processor 704 through an input device
interface 742 that 1s coupled to the system bus 708, but can
be connected by other interfaces such as a parallel port,
IEEE 1394 senial port, a game port, a USB port, an IR
interface, and so forth.

A monitor 744 or other type of display device 1s also
connected to the system bus 708 via an interface, such as a
video adaptor 746. The monitor 744 may be internal or
external to the computing system 702. In addition to the
monitor 744, a computer typically includes other peripheral
output devices, such as speakers, printers, and so forth.

The computing system 702 may operate in a networked
environment using logical connections via wire and/or wire-
less communications to one or more remote computers, such
as a remote computer 748. The remote computer 748 can be
a workstation, a server computer, a router, a personal com-
puter, portable computer, microprocessor-based entertain-
ment appliance, a peer device or other common network
node, and typically includes many or all of the elements
described relative to the computing system 702, although,
for purposes of brevity, only a memory/storage device 750
1s 1llustrated. The logical connections depicted include wire/
wireless connectivity to a local area network (LAN) 7352
and/or larger networks, for example, a wide area network
(WAN) 754. Such LAN and WAN networking environments
are commonplace in oflices and compames, and facilitate
enterprise-wide computer networks, such as intranets, all of
which may connect to a global communications network, for
example, the Internet. In embodiments, the network 130 of
FIG. 1 1s one or more of the LAN 752 and the WAN 7354.

When used in a LAN networking environment, the com-
puting system 702 1s connected to the LAN 752 through a
wire and/or wireless communication network interface or
adaptor 756. The adaptor 756 can facilitate wire and/or
wireless communications to the LAN 752, which may also
include a wireless access point disposed thereon for com-
municating with the wireless functionality of the adaptor
756.

When used imn a WAN networking environment, the com-
puting system 702 can include a modem 738, or 1s connected
to a communications server on the WAN 754, or has other
means for establishing communications over the WAN 754,
such as by way of the Internet. The modem 758, which can
be internal or external and a wire and/or wireless device,
connects to the system bus 708 via the input device interface
742. In a networked environment, program modules
depicted relative to the computing system 702, or portions
thereol, can be stored 1n the remote memory/storage device
750. It will be appreciated that the network connections
shown are exemplary and other means of establishing a
communications link between the computers can be used.
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The computing system 702 1s operable to communicate
with wired and wireless devices or entities using the IEEE
802 family of standards, such as wireless devices opera-
tively disposed 1n wireless communication (e.g., IEEE
802.16 over-the-air modulation techniques). This includes at
least Wi1-Fi1 (or Wireless Fidelity), WiMax, and Bluetooth™
wireless technologies, among others. Thus, the communica-
tion can be a predefined structure as with a conventional
network or simply an ad hoc communication between at
least two devices. Wi-F1 networks use radio technologies
called IEEE 802.11x (a, b, g, n, etc.) to provide secure,
reliable, fast wireless connectivity. A Wi-F1 network can be
used to connect computers to each other, to the Internet, and
to wire networks (which use IEEE 802.3-related media and
functions).

Various embodiments may be implemented using hard-
ware elements, software elements, or a combination of both.
Examples of hardware elements may include processors,
microprocessors, circuits, circuit elements (e.g., transistors,
resistors, capacitors, inductors, and so forth), integrated
circuits, application specific integrated circuits (ASIC), pro-
grammable logic devices (PLD), digital signal processors
(DSP), field programmable gate array (FPGA), logic gates,
registers, semiconductor device, chips, microchips, chip
sets, and so forth. Examples of software may include soft-
ware components, programs, applications, computer pro-
grams, application programs, system programs, machine
programs, operating system software, middleware, firm-
ware, software modules, routines, subroutines, functions,
methods, procedures, software interfaces, application pro-
gram 1nterfaces (API), instruction sets, computing code,
computer code, code segments, computer code segments,
words, values, symbols, or any combination thereof. Deter-
mimng whether an embodiment 1s implemented using hard-
ware elements and/or software elements may vary 1n accor-
dance with any number of {factors, such as desired
computational rate, power levels, heat tolerances, processing
cycle budget, mput data rates, output data rates, memory
resources, data bus speeds and other design or performance
constraints.

One or more aspects of at least one embodiment may be
implemented by representative instructions stored on a
machine-readable medium which represents various logic
within the processor, which when read by a machine causes
the machine to fabricate logic to perform the techniques
described herein. Such representations, known as “IP cores”
may be stored on a tangible, machine readable medium and
supplied to various customers or manufacturing facilities to
load into the fabrication machines that make the logic or
processor. Some embodiments may be implemented, for
example, using a machine-readable medium or article which
may store an instruction or a set of instructions that, if
executed by a machine, may cause the machine to perform
a method and/or operations 1n accordance with the embodi-
ments. Such a machine may include, for example, any
suitable processing platform, computing platform, comput-
ing device, processing device, computing system, process-
ing system, computer, processor, or the like, and may be
implemented using any suitable combination of hardware
and/or software. The machine-readable medium or article
may include, for example, any suitable type of memory unit,
memory device, memory article, memory medium, storage
device, storage article, storage medium and/or storage unit,
for example, memory, removable or non-removable media,
erasable or non-erasable media, writeable or re-writeable
media, digital or analog media, hard disk, floppy disk,
Compact Disk Read Only Memory (CD-ROM), Compact
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Disk Recordable (CD-R), Compact Disk Rewriteable (CD-
RW), optical disk, magnetic media, magneto-optical media,
removable memory cards or disks, various types of Digital
Versatile Disk (DVD), a tape, a cassette, or the like. The
instructions may include any suitable type of code, such as
source code, compiled code, interpreted code, executable
code, static code, dynamic code, encrypted code, and the
like, implemented using any suitable high-level, low-level,
object-oriented, visual, compiled and/or interpreted pro-
gramming language.

The foregoing description of example embodiments has
been presented for the purposes of illustration and descrip-
tion. It 1s not intended to be exhaustive or to limit the present
disclosure to the precise forms disclosed. Many modifica-
tions and varnations are possible 1n light of this disclosure.
It 1s intended that the scope of the present disclosure be
limited not by this detailed description, but rather by the
claims appended hereto. Future filed applications claiming
priority to this application may claim the disclosed subject
matter 1n a different manner, and may generally include any
set of one or more limitations as variously disclosed or
otherwise demonstrated herein.

What 1s claimed 1s:
1. A system, comprising;
a plurality of processors; and
a memory storing instructions which when executed by
one or more of the processors, cause the one or more of
the processors to:
transmit, by a web browser executing on a first pro-
cessor of the plurality of processors to a web server
executing on a second processor of the plurality of
processors, a hypertext transier protocol (HTTP)
request for a web page at a first uniform resource
identifier (URI);
receive, by the web browser from the web server via a
network, the web page at the first URI, a master
machine learning (ML) model, and metadata of a
plurality of candidate advertisements to display 1n
the web browser with the web page, the plurality of
candidate advertisements determined by the web
server based on the master model, the master ML
model comprising a plurality of features trained
based on training data for a plurality of users;
generate a client ML model by training the master ML
model based on training data stored by the web
browser describing prior interactions between one or
more users ol the web browser and a plurality of
previously displayed advertisements, wherein the
training data stored by the web browser comprises
browsing data and data describing a client device
including the first processor, wherein training the
master ML model to generate the client ML includes
removing a lirst feature of the plurality of features of
the master ML model based on a determination that
the first feature 1s not relevant in determining
whether advertisements will be clicked, wherein the
trained client ML model includes a plurality of
features, wherein the plurality of features of the
client ML model 1includes the plurality of features of
the master ML model and does not include the first
feature;
convert, by the web browser, one or more data types of
the client ML model from a first format to a second
format, the second format having a storage require-
ment that 1s less than a storage requirement of the
first format;:
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process, by the client ML model executing 1n the web
browser, the received metadata of the plurality of
candidate advertisements;

determine, by the client ML model based on the pro-
cessing, a lirst candidate advertisement of the plu-
rality of candidate advertisements to display in the
web browser with the recerved web page;

receive, by the web browser from a second URI, the
first candidate advertisement of the plurality of can-
didate advertisements; and

output, by the web browser, the received web page and
the first candidate advertisement for display on a
display device.

2. The system of claim 1, wherein the trained master ML
model determines a likelihood that all users accessing the
web page will click on the first candidate advertisement, the
memory storing instructions which when executed by one or
more of the processors, cause the one or more of the
processors to:

determine, by the web browser for each previously dis-

played advertisement, whether the one or more users
clicked on the previously displayed advertisement; and
store, by the web browser 1n a user profile 1n the memory,
an mdication of whether the one or more users clicked
on each previously displayed advertisement, wherein
the master ML model 1s associated with a domain
comprising a plurality of web pages including the web
page at the first URI, wherein the client ML model 1s
associated with the user profile in the memory.

3. The system of claim 2, wherein the client ML model
determines a likelihood that the one or more users of the web
browser will click on the first candidate advertisement based
at least 1n part on the training of the client ML model using
the master ML model and the data stored by the web browser
describing the prior interactions, the memory storing
instructions which when executed by one or more of the
processors, cause the one or more of the processors to:

iteratively train the master ML model based on a ML

algorithm and the tramning data stored by the web
browser to generate the client ML model, the training
data stored by the web browser comprising: (1) indica-
tions of whether the one or more users clicked on each
previously displayed advertisement stored in the user
profile, (1) IP addresses of a plurality of client devices
displaying the previously displayed advertisements, the
plurality of client devices including the client device,
(111) user profile data, (1v) unique identifiers for each
previously displayed advertisement, (v) a category of
cach previously displayed advertisement, and (vi) an
entity associated with each previously displayed adver-
tisement.

4. The system of claim 1, the metadata of the plurality of
candidate advertisements comprising an advertisement type,
an advertiser type, and an advertisement 1dentifier of each of
the plurality of candidate advertisements.

5. The system of claim 4, the memory storing instructions
which when executed by one or more of the processors,
cause the one or more of the processors to:

compute, by the client ML model based at least in part on

the metadata of the plurality of candidate advertise-
ments and one or more interests of the one or more
users of the web browser, a respective score reflecting
a probability that the one or more users of the web
browser will click on the plurality of candidate adver-
tisements:

select, by the client ML model, the first candidate adver-

tisement and a second candidate advertisement of the
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plurality of candidate advertisements based on the
scores for the first and second candidate advertise-
ments;

receive, by the web browser from a third URI, the second

candidate advertisement of the plurality of candidate
advertisements; and

output, by the web browser, the received web page and the

first and second candidate advertisements for display
on the display device.
6. The system of claim 1, the memory storing instructions
which when executed by one or more of the processors,
cause the one or more of the processors to:
determine, by the web server for each of a plurality of
advertisements displayed on a plurality of client
devices including the client device, whether a respec-
tive user clicked on each advertisement of the plurality
of advertisements displayed on the respective client
device;
store, by the web server, an indication of whether the user
clicked on each advertisement of the plurality of adver-
tisements displayed on the respective client device; and

train the master ML model based on a ML algorithm and
training data for the plurality of users, the traiming data
for the plurality of users comprising: (1) the stored
indication of whether the user clicked on each adver-
tisement of the plurality of advertisements displayed on
the respective client device, (1) IP addresses of the
plurality of client devices, (111) user profile data, (1v)
unique 1dentifiers for each previously displayed adver-
tisement, (v) a category of each previously displayed
advertisement, and (v1) an enfity associated with each
previously displayed advertisement.

7. The system of claim 1, wherein the plurality of candi-
date advertisements are stored by an advertisement server
executing on a third processor of the plurality of processors,
wherein the web browser receives the first candidate adver-
tisement from the advertisement server.

8. A non-transitory computer-readable storage medium
having computer-readable program code embodied there-
with, the computer-readable program code executable by
one or more processors of a plurality of processors to cause
the one or more processors 1o:

receive, by a web server executing on a first processor of

the plurality of processors, a hypertext transier protocol
(HT'TP) request from a web browser executing on a
second processor of the plurality of processors to
access a web page associated with a first uniform
resource 1dentifier (URI);

determine, by the web server based on a master machine

learning (ML) model trained based on a plurality of
users, a plurality of candidate advertisements to display
in the web browser with the web page, the master ML
model comprising a plurality of features trained based
on traiming data for the plurality of users;

transmit, by the web server to the web browser via a

network, the web page at the first URI, the master ML
model, and metadata of the determined plurality of
candidate advertisements;

generate, by the web browser, a client ML model by

training the master ML model based on training data
stored by the web browser describing prior interactions
between one or more users of the web browser and a
plurality of previously displayed advertisements,
wherein the training data stored by the web browser
comprises browsing data and data describing a client
device including the second processor, wherein training
the master ML model to generate the client ML
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includes removing a first feature of the plurality of

features of the master ML model based on a determi-

nation that the first feature 1s not relevant in determin-

ing whether advertisements will be clicked, wherein the
trained client ML model includes a plurality of features,
wherein the plurality of features of the client ML model

includes the plurality of features of the master ML

model and does not include the first feature;
convert, by the web browser, one or more data types of the

client ML model from a first format to a second format,
the second format having a storage requirement that 1s
less than a storage requirement of the first format;
receive, by the web server from the web browser, an
identifier of a first candidate advertisement of the
plurality of candidate advertisements selected by the
client ML model to display in the web browser with the
received web page; and

transmit, by the web server to the web browser, the first

candidate advertisement of the plurality of candidate
advertisements from a second URI, the web browser to
output the received web page and the first candidate
advertisement for display on a display device.

9. The non-transitory computer-readable storage medium
of claim 8, wherein the trained master ML model determines
a likelihood that all users accessing the web page will click
on the first candidate advertisement, further comprising
computer-readable program code executable by one or more
of the processors to cause the one or more processors to:

transmit, by the web server, the master ML model to the

web browser, the web browser configured to:

determine, for each previously displayed advertise-
ment, whether the one or more users clicked on the
previously displayed advertisement; and

store, 1n a user profile 1 the computer-readable storage
medium, an indication of whether the one or more
users clicked on each previously displayed adver-
tisement, wherein the master ML, model 1s associated
with a domain comprising a plurality of web pages
including the web page at the first URI, wherein the
client ML model 1s associated with the user profile.

10. The non-transitory computer-readable storage
medium of claim 9, wherein the client ML, model determines
a likelihood that the one or more users of the web browser
will click on the first candidate advertisement based at least
in part on the training of the client ML model using the
master ML model and the data stored by the web browser
describing the prior interactions, further comprising com-
puter-readable program code executable by one or more of
the processors to cause the one or more processors 1o:

iteratively train, by the web browser, the master ML

model based on a ML algorithm and the training data
stored by the web browser to generate the client ML
model, the training data stored by the web browser
comprising: (1) indications of whether the one or more
users clicked on each previously displayed advertise-
ment stored 1n the user profile, (11) IP addresses of a
plurality of client devices displaying the previously
displayed advertisements, the plurality of client devices
including the client device, (111) user profile data, (1v)
umque 1dentifiers for each previously displayed adver-
tisement, (v) a category of each previously displayed
advertisement, and (v1) an enfity associated with each
previously displayed advertisement.

11. The non-transitory computer-readable
medium of claim 8,

the metadata of the plurality of candidate advertisements

comprising an advertisement type, an advertiser type,

storage
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and an advertisement identifier of each of the plurality
of candidate advertisements.

12. The non-transitory computer-readable storage
medium of claim 8, further comprising computer-readable
program code executable by one or more of the processors
to cause the one or more processors to:

compute, by the client ML model based at least 1n part on

the metadata of the plurality of candidate advertise-
ments and one or more interests of the one or more
users of the web browser, a respective score retlecting
a probability that the one or more users of the web
browser will click on the plurality of candidate adver-
tisements;

select, by the client ML model, the first candidate adver-

tisement and a second candidate advertisement of the
plurality of candidate advertisements based on the
scores for the first and second candidate advertise-
ments;

receive, by the web browser from a third URI, the second

candidate advertisement of the plurality of candidate
advertisements; and

output, by the web browser, the received web page and the

first and second candidate advertisements for display
on the display device.
13. The non-transitory computer-readable storage
medium of claim 8, further comprising computer-readable
program code executable by one or more of the processors
to cause the one or more processors 1o:
determine, by the web server for each of a plurality of
advertisements displayed on a plurality of client
devices including the client device, whether a respec-
tive user clicked on each advertisement of the plurality
of advertisements displayed on the respective client
device;
store, by the web server, an indication of whether the user
clicked on each advertisement of the plurality of adver-
tisements displayed on the respective client device; and

train the master ML model based on a ML algorithm and
the training data for the plurality of users, the traiming
data for the plurality of users comprising: (1) the stored
indication of whether the user clicked on each adver-
tisement of the plurality of advertisements displayed on
the respective client device, (1) IP addresses of the
plurality of client devices, (111) user profile data, (1v)
unique 1dentifiers for each previously displayed adver-
tisement, (v) a category of each previously displayed
advertisement, and (v1) an enfity associated with each
previously displayed advertisement.

14. A method, comprising:

transmitting, by a web browser executing on a processor

circuit of a client device, a hypertext transier protocol
(HT'TP) request to a web server for a web page at a first
uniform resource identifier (URI);

receiving, by the web browser from the web server via a

network, the web page at the first URI, a master
machine learning (ML) model, and metadata of a
plurality of candidate advertisements to display in the
web browser with the web page, the plurality of can-
didate advertisements determined by the web server
based on the master model, the master ML, model
comprising a plurality of features trained based on
training data for a plurality of users;

generating a client ML model by training the master ML

model based on training data stored by the web browser
describing prior interactions between one or more users
of the web browser and a plurality of previously
displayed advertisements, wherein the training data
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stored by the web browser comprises browsing data
and data describing the client device, wherein training
the master ML model to generate the client ML
includes removing a first feature of the plurality of
features of the master ML model based on a determi-
nation that the first feature 1s not relevant in determin-
ing whether advertisements will be clicked, wherein the
trained client ML model includes a plurality of features,
wherein the plurality of features of the client ML model
includes the plurality of features of the master ML
model and does not include the first feature;

converting, by the web browser, one or more data types of
the client ML model from a first format to a second
format, the second format having a storage requirement
that 1s less than a storage requirement of the first
format:

processing, by the client ML model executing in the web

browser, the metadata of the plurality of candidate
advertisements;

determining, by the client ML model based on the pro-

cessing, a first candidate advertisement of the plurality
of candidate advertisements to display in the web
browser with the received web page;

receiving, by the web browser from a second URI, the first

candidate advertisement of the plurality of candidate
advertisements; and

outputting, by the web browser, the received web page

and the first candidate advertisement for display on a
display device.
15. The method of claim 14, wherein the trained master
ML model determines a likelihood that all users accessing
the web page will click on the first candidate advertisement,
the method further comprising:
determining, by the web browser for each previously
displayed advertisement, whether the one or more users
clicked on the previously displayed advertisement; and

storing, by the web browser 1n a user profile 1n the client
device, an indication of whether the one or more users
clicked on each previously displayed advertisement,
wherein the master ML model 1s associated with a
domain comprising a plurality of web pages including
the web page at the first URI, wherein the client ML
model 1s associated with the user profile.

16. The method of claim 15, wherein the client ML model
determines a likelithood that the one or more users of the web
browser will click on the first candidate advertisement based
at least 1n part on the training of the client ML model using
the master ML model and the data stored by the web browser
describing the prior interactions, the method further com-
prising:

iteratively training the master ML model based on a ML

algorithm and the tramning data stored by the web
browser to generate the client ML model, the traiming
data stored by the web browser comprising: (1) indica-
tions of whether the one or more users clicked on each
previously displayed advertisement stored in the user
profile, (1) IP addresses of a plurality of client devices
displaying the previously displayed advertisements, the
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plurality of client devices including the client device,
(111) user profile data, (1v) unique identifiers for each
previously displayed advertisement, (v) a category of
cach previously displayed advertisement, and (vi) an
entity associated with each previously displayed adver-

tisement.

17. The method of claim 14, further comprising:

computing, by the client ML model based at least 1n part

on the metadata of the plurality of candidate advertise-
ments and one or more interests of the one or more
users of the web browser, a respective score reflecting
a probability that the one or more users of the web
browser will click on the plurality of candidate adver-
tisements;

selecting, by the client ML model, the first candidate

advertisement and a second candidate advertisement of
the plurality of candidate advertisements based on the
scores for the first and second candidate advertise-
ments;

recerving, by the web browser from a third URI, the

second candidate advertisement of the plurality of
candidate advertisements; and

outputting, by the web browser, the received web page

and the first and second candidate advertisements for
display on the display device.

18. The method of claim 14, further comprising:

determining, by the web server for each of a plurality of

advertisements displayed on a plurality of client
devices including the client device, whether a respec-
tive user clicked on each advertisement of the plurality
of advertisements displayed on the respective client
device;

storing, by the web server, an indication of whether the

user clicked on each advertisement of the plurality of
advertisements displayed on the respective client
device; and

training the master ML model based on a ML algorithm

and the tramming data for the plurality of users, the
training data for the plurality of users comprising: (1)
the stored indication of whether the user clicked on
cach advertisement of the plurality of advertisements
displayed on the respective client device, (1) IP
addresses of the plurality of client devices, (i11) user
profile data, (1v) unique 1dentifiers for each previously
displayed advertisement, (v) a category of each previ-
ously displayed advertisement, and (v1) an entity asso-
ciated with each previously displayed advertisement.

19. The method of claim 14, wherein the plurality of
candidate advertisements are stored by an advertisement
server, wherein the web browser receives the first candidate
advertisement from the advertisement server.

20. The non-transitory computer-readable storage
medium of claim 8, wherein the plurality of candidate
advertisements are stored by an advertisement server execut-
ing on a third processor of the plurality of processors,
wherein the web browser receives the first candidate adver-
tisement from the advertisement server.
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