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TO ONE OR MORE PEOPLE VIA
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INTERFACE(S)
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APPLICATION FRAUD TO BE DISPLAYED
TO ONE OR MORE PEOPLE VIA
RESPECTIVE COMPUTING DEVICE USER
INTERFACE(S)

345

FIG. 9
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RECEIVE ONLINE OR VIRTUAL
APPLICATION (SUCH AS APPLICATION
INCLUDING IP ADDRESS AND/OR RECENT
ONLINE BROWSING ACTIVITY OF SOURCE/
ORIGINATING COMPUTER)

DETERMINE NAME ON ONLINE
APPLICATION 352

DETERMINE {P ADDRESS OF SOURCE
COMPUTER THAT GENERATED ONLINE

351

353

APPLICATION

RETRIEVE ONLINE BROWSING ACTIVITY
OF SOURCE COMPUTER (SUCH AS USING
IP ADDRESS AND/OR BROWGSING ACTIVITY
RECEIVED WITH VIRTUAL APPLICATION, 354
OR QUERYING SOURCE COMPUTER FOR
SUCH INFQO)

355

ACTIVITY OF SOURCE COMPUTER

INCLUDES INTERNET SEARCHES ON
APPLICANT' S NAME AND/OR APPLICANT'S
SOCIAL MEDIA WEBPAGES

IF SO, FLAG VIRTUAL APPLICATION AS
FRAUDULENT, OR IN NEED OF FURTHER 356

REVIEW

FIG. 10
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60

RECEIVE REQUEST OR APPLICATION FOR
HOME MORTGAGE OR LINE OF CREDIT, 261
AND IDENTIFY OF PERSON OR ENTITY
APPLYING

RETRIEVE HISTORY FOR HOME AND
EXISTING MORTAGES OR LINES OF
CREDIT FOR HOME

362

RETRIEVE OR RECEIVE APPRAISAL FOR | ag13
HOME

MORTGAGES OR LINES OF CREDIT ~ 364
EXCEED PERCENTAGE OF APPRAISAL,
AND/OR INPUT APPLICATION INTO
MACHINE LEARNING PROGRAM TRAINED
TO IDENTIFY POTENTIAL FRAUD USING
PROPERTY IDENTIFYING
CHARACTERISTICS

IF SO. DENY APPLICATION AND/OR
GENERATE ELECTRONIC NOTIFICATION 369
INDICATING POTENTIAL MORTGAGE
FRAUD

TRANSMIT ELECTRONIC NOTIFICATION TO 366
OTHER LENDERS

FIG. 11
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IDENTIFYING FRAUDULENT ONLINE
APPLICATIONS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. patent appli-
cation Ser. No. 15/465,874, filed on Mar. 22, 2017, and
entitled “Identifying Fraudulent Omnline Applications,”
which claims the benefit of U.S. Patent Application No.
62/313,196, filed on Mar. 25, 2016 and entitled “Reducing
Financial Fraud Using Machine Learming and Other Tech-
niques,” U.S. Patent Application No. 62/318,423, filed on
Apr. 5, 2016 and entitled “Reducing Financial Fraud Using,
Machine Learning and Other Techmiques,” U.S. Patent
Application No. 62/331,330, filed on May 4, 2016 and
entitled “Reducing Financial Fraud Using Machine Leamn-
ing and Other Techniques,” and U.S. Patent Application No.
62/365,699, filed on Jul. 22, 2016 and enftitled “Detecting
and/or Preventing Financial Fraud Using Geolocation Data,”
the disclosures of which are hereby incorporated herein by
reference 1n their entireties.

FIELD OF THE DISCLOSURE

The present disclosure generally relates to financial fraud
and, more specifically, to processing techmques that use
machine learning to identily application-related to fraud
(e.g., fraudulent online applications).

BACKGROUND

Financial fraud, in 1ts many forms, 1s a problem of
enormous magnitude and scope, causing billions of dollars
in economic losses and 1mpacting many millions of people.
Types of financial fraud include use of a lost or stolen card,
account takeover, skimming, chargeback (“friendly”) fraud,
counterfeiting, forgeries and application (e.g., loan applica-
tion) fraud, to name just a few. The problem only continues
to grow as various technological advances, imtended to
improve convenience and efliciency in the marketplace,
provide new opportunities for bad actors. For example, an
ever-increasing amount of fraud may be linked to online
transactions made via the Internet.

Various soltware applications have been developed to
detect potentially fraudulent transactions. For example, dol-
lar amounts and geographic locations have generally been
used to flag particular credit or debit card transactions, with
cardholders then being contacted by employees of the card
issuer to determine whether the transactions were indeed
fraudulent. To ensure that most instances of fraud are
captured, however, such techniques generally have a low
threshold for triggering a fraud alert. As a result, numerous
fraud alerts are false positives. The prevalence of false
positives leads to a large cost 1n terms of the drain on human
resources (e.g., calling customers to discuss each suspect
transaction, and/or other manual investigation techniques),
and considerable distraction or annoyance for cardholders.
To provide a solution to these shortcomings in the field of
automated fraud detection, innovative processing techniques
capable of reducing false positives are needed.

Other conventional processes relating to financial fraud
are likewise resource-intensive. For example, card issuers
today perform manual reviews of fraudulent transactions to
determine whether, under the lengthy and complex rules of
a particular card network, chargebacks are appropnate (i.e.,
payments from the merchant or acquiring/merchant bank
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back to the card 1ssuer). These manual reviews are another
significant drain on human resources, and may be subject to

human error. Moreover, failure to properly identily charge-
back scenarios may cost the card 1ssuer money.

As another example, application fraud (e.g., obtaining a
loan 1n the name of another person) may sometimes not be
discovered until the loan has been made. By that point 1n
time, any losses might not be fully recoverable.

BRIEF SUMMARY

The present embodiments may, inter alia, automatically
detect application fraud. The detection may be based upon
various types of information, and the rules used to detect
such scenarios may be generated by a machine learning
program.

In one embodiment, a computer-implemented method of
using browsing activity to identify fraudulent online or
virtual applications includes: (1) receiving, by one or more
processors and via one or more transceivers, a virtual
application over one or more radio frequency links; (2)
determining, by the one or more processors, an applicant
name on the virtual application; (3) determining, by the one
or more processors, an IP address of a source computer from
which the virtual application originated; (4) determining, by
the one or more processors, an online browsing or search
history associated with the IP address; (5) determining, by
the one or more processors, whether the online browsing or
search history indicates recent Internet searches for the
applicant name; and/or (6) 1n response to determining that
the online browsing or search history does indicate recent
Internet searches for the applicant name, (1) flagging, by the
one or more processors, the virtual application as fraudulent
and (1) generating an electronic alert indicating that the
virtual application 1s fraudulent to {facilitate identifying
fraudulent virtual applications for goods or services. The
method may include additional, less, or alternate actions,
including those discussed elsewhere herein.

In another embodiment, a computer system is configured
to use IP addresses and browsing activity to identify fraudu-
lent virtual applications. The computer system includes one
or more transceivers, and one or more processors configured
to: (1) receive, via the one or more transceivers, a virtual
application over one or more radio frequency links; (2)
determine an applicant name on the virtual application; (3)
determine an IP address of a source computer from which
the virtual application originated; (4) determine an online
browsing or search history associated with the IP address;
(5) determine whether the online browsing or search history
indicates recent Internet searches for the applicant name;
and/or (6) in response to determining that the online brows-
ing or search history does indicate recent Internet searches
for the applicant name, (1) flag the virtual application as
fraudulent and (11) generate an electronic alert indicating that
the virtual application 1s fraudulent to facilitate identifying,
fraudulent virtual applications for goods or services. The
computer system may include additional, less, or alternate
functionality, including that discussed elsewhere herein.

In another embodiment, a non-transitory, computer-read-
able medium storing mstructions that, when executed by one
Or more processors, cause the one or more processors to: (1)
receive, via one or more transceivers, a virtual application
over one or more radio frequency links; (2) determine an
applicant name on the virtual application; (3) determine an
IP address of a source computer from which the virtual
application originated; (4) determine an online browsing or
search history associated with the IP address; (5) determine
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whether the online browsing or search history indicates
recent Internet searches for the applicant name; and/or (6) in
response to determining that the online browsing or search
history does indicate recent Internet searches for the appli-
cant name, (1) flag the virtual application as fraudulent and
(11) generate an electronic alert indicating that the virtual

application 1s fraudulent to facilitate identifying fraudulent
virtual applications for goods or services.

BRIEF DESCRIPTION OF THE DRAWINGS

The Figures described below depict various aspects of the
systems and methods disclosed herein. It should be under-
stood that each Figure depicts an embodiment of a particular
aspect of the disclosed systems and methods, and that each
of the Figures 1s imntended to accord with a possible embodi-
ment thereof.

FIG. 1 depicts an exemplary environment 1n which tech-
niques for fraud detection, verification and/or classification
may be implemented, according to one embodiment.

FIG. 2 depicts an exemplary process tlow for machine
learning of fraud detection, verification and/or classification
rules, according to one embodiment.

FIGS. 3A-3F depict exemplary process flows for machine
learning of particular types of fraud detection, verification
and/or classification rules, according to different embodi-
ments.

FIGS. 4A-4F depict exemplary factors and algorithms
that may be used 1n connection with various fraud detection,
verification and/or classification rule sets, according to dif-
ferent embodiments.

FI1G. 5 depicts a flow diagram of an exemplary method for
identifying a potential chargeback scenario, according to
one embodiment.

FIG. 6 1llustrates an exemplary computer-implemented
method of determining that a merchant computer terminal
warrants a chargeback after a consumer dispute or fraudu-
lent transaction occurs based upon dispute rules.

FIG. 7 illustrates an exemplary computer-implemented
method of detecting or identifying potentially compromised
merchant computing systems based upon processor analysis
ol electromically-generated chargebacks or actual losses.

FIG. 8 illustrates an exemplary computer-implemented
method of detecting or determining potentially compro-
mised merchant computing systems based upon processor
analysis of electronically-generated fraud alerts.

FI1G. 9 depicts a flow diagram of an exemplary method for
detecting potential application fraud, according to one
embodiment.

FIG. 10 1llustrates an exemplary computer-implemented
method of using IP address and/or browsing activity to
identily fraudulent online or virtual applications, according
to one embodiment.

FIG. 11 illustrates an exemplary computer-implemented
method of detecting or identifying potential mortgage fraud.

FIG. 12 depicts an exemplary computer system in which
the techniques described herein may be implemented,
according to one embodiment.

DETAILED DESCRIPTION

I. Exemplary Fraud Detection and/or Classification

The embodiments described herein relate to, inter alia,
wholly or partially automated detection, verification and/or
classification of financial fraud. For ease of explanation, and
unless otherwise clearly indicated by the context of usage,
“detecting” or “determining’ fraud may be used herein to
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refer to mitially flagging fraudulent (or potentially fraudu-
lent) activity, to verifying/confirming that suspect/flagged
activity was 1ndeed fraudulent, or generally to both. The
systems and techmiques described herein may be used, for
example, to 1identily, prevent and/or quantify/measure
instances of lost or stolen card use, account takeover,
counterfeiting, skimming, chargeback (“iriendly”) fraud,
collusive merchant fraud, application (e.g., loan application)
fraud, mortgage fraud, and/or one or more other types of
fraud relating to existing and/or potential financial transac-
tions and/or accounts. Moreover, those skilled in the art will
appreciate that at least some of the technical advancements
described below (and/or shown in the accompanying fig-
ures) are not necessarily restricted to the financial field.

In some embodiments, a fraud detection and/or classifi-
cation system may analyze data relating to a number of
existing or potential financial accounts. The analysis/pro-
cessing may be performed 1n batch processing operations, or
substantially 1n real-time (e.g., as the data 1s generated
and/or as financial transactions occur, etc.), and the data may
be obtamned from a variety of sources based upon the
particular embodiment and/or scenario. In one embodiment,
for example, data from financial account records may be
analyzed, along with data indicating online activity of an
account holder, location data (e.g., global positioning satel-
lite (GPS) data from a smartphone or vehicle of the account
holder) and/or other data, to determine whether a particular
financial transaction was fraudulent or likely fraudulent. The
analysis may be performed automatically after the transac-
tion has been made, or may be performed 1n response to a
person or algorithm flagging the transaction as a potentially
fraudulent one, for example.

The analysis may include determining whether the
account holder has expressed interest in the object (e.g.,
product or service) of the transaction or the merchant, and/or
determining whether the transaction 1s consistent with
spending patterns associated with the account holder (e.g.,
spending patterns identified using the account holder’s trans-
action records), for example. In the case of multiple account
holders (e.g. multiple credit or debit card holders), accuracy
may be improved by identifying spending patterns at the
individual level rather than, or 1n addition to, at the aggre-
gate account level. For example, a maximum amount of
money typically spent in a single transaction (e.g., over the
course of a one-month window, etc.) may be determined for
cach of two cardholders listed on a single account, and the
maximum amount for the cardholder who purportedly made
a particular purchase may be compared to the purchase
amount to determine whether fraud 1s suspected.

In another exemplary embodiment, financial transaction
data may be analyzed to determine whether a chargeback
payment from the merchant or acquiring bank to a card
issuer may be appropriate in connection with a particular
fraudulent transaction. For example, the card information
entry mode (e.g., collecting card information by inserting
the card 1n a chip reader, swiping the card, manually entering
the card information, etc.), the transaction amount, the
similarity to other transaction(s), and/or other information
may be used to identily which fraudulent transactions are
relatively strong chargeback candidates. The analysis may
be performed in response to a cardholder reporting the
transaction as fraudulent, or after a card 1ssuer has confirmed
that the transaction was fraudulent, for example. For the
subset of istances where a fraudulent transaction has been
identified as a chargeback candidate, a full set of chargeback
rules (e.g., devised by a card network entity such as VISA®,
Mastercard®, American Express®, Discover®, etc.) may be
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manually or automatically applied to determine whether a
chargeback process should be mitiated (or continued).

In another exemplary embodiment, application data (e.g.,
information entered 1n fields of an online application) may
be analyzed 1in conjunction with search terms entered by a
user at a computing device (e.g., the device from which the
user submitted the application information) to determine
whether the person proflfering the application 1s not the
person that he or she purports to be. For example, 1f the

person submitting an application had previously used an
Internet-based search engine to search for results associated
with the purported applicant’s name (e.g., by using the name
as a search term, possibly 1n addition to other terms such as
“address and/or “employer,” etc.), the application may be
flagged for suspected fraud, and subjected to additional steps
of manual and/or automated review.

In another exemplary embodiment, a fraud dispute reso-
lution process (e.g., after a customer has reported a fraudu-
lent or unrecognized transaction associated with his or her
account) may be facilitated using machine learming tech-
niques. For example, a machine learning program may be
trained, using past dispute resolution interactions with cus-
tomers and the associated outcomes (ifraud determinations),
to 1dentily various types of information that, if elicited from
customers, tend to be indicative of fraud or the absence
thereotf. When fraud 1s suspected for a particular transaction,
one or more queries for the imndividual purportedly making
the transaction may be automatically generated using the
types of information identified by the machine learming
program, as well as information about the suspect transac-
tion and/or related transactions (e.g., dates, locations,
amounts, etc.). In some embodiments and/or scenarios,
responses to the queries may be collected and analyzed to
automatically generate additional queries, with the end goal
of discerning whether the transaction was authorized. For
example, queries may include asking whether a cardholder
recalls particular other transactions that appear on the card-
holder’s account and were made around the same time as the
suspect transaction (and/or from the same merchant), asking
whether the cardholder recalls being 1n a particular location
at a particular time (e.g., a location associated with another
transaction appearing on the cardholder’s account), whether
the cardholder 1s aware of a particular billing alias used by
a merchant, and so on.

In another exemplary embodiment, image data corre-
sponding to a particular physical document (e.g., a personal
or cashier’s check, a driver’s license or other 1dentification
card, etc.) may be analyzed, using rules generated by a
machine learning program, to determine whether the docu-
ment 1s, or may be, fraudulent (e.g., a counterfeit document,
and/or a document that includes forged contents). For
example, the machine learning program may be trained
using 1mages ol multiple other documents, and fraud deter-
minations made 1n connection with those other documents.
The machine learning program may learn which ranges
and/or tolerances for dimensions, fonts, colors, patterns, etc.,
tend to be most indicative of counterfeiting, for example. A
forgery may be detected based upon factors relating to the
contents of various fields 1n a document, such as whether
handwriting, a signature, and/or a date format (e.g., “Jan. 1,
2016,” *1/1/16,” etc.) matches that used for other personal
checks from a particular account holder, for example. The
fraud determination may be made substantially in real-time
to provide a warning, 1f needed, to a merchant making a sale,
for example, or may be used to flag a relatively small
number of documents for physical review at a later time, eftc.
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In another exemplary embodiment, machine learning
techniques may be used to analyze financial transactions for
purposes of classifying potentially fraudulent behavior (e.g.,
“counterfeiting,” “skimming,” “lost or stolen card,” etc.).
For example, the machine learning program may be trained
using fraud classifications made 1n connection with multiple
other financial accounts. The machine learning program may
learn which types of data tend to be indicative of different
classifications (e.g., transaction amount, credit card infor-
mation entry mode, particular types of online activity data,
etc.), and/or which data values tend to be indicative of
different classifications (e.g., transactions over $10,000,
manual card number entry, etc.), for example. Once a class
of potential fraud has been 1dentified for a particular trans-
action, the classification may be used to facilitate or guide a
further, more 1n-depth analysis or investigation. Alterna-
tively, or 1n addition, the classification may be used to
calculate one or more metrics indicating the prevalence of
that type of fraud.

By replacing conventional processing techniques with
one or more of the processing techniques described herein,
problems that have beset the field of fraud detection, clas-
sification and/or prevention in the past may be greatly
mitigated or eliminated. For example, information that has
conventionally been overlooked or 1gnored may be used to
more accurately detect, prevent and/or classify fraud, and/or
to reduce false positive fraud alerts. As another example, a
significant amount of time may be saved by removing the
need for manual investigations, or by reducing the number
ol 1nstances where manual investigations are required.

II. Exemplary Environment for Implementing Fraud Detec-
tion and/or Classification Processing Techniques

FIG. 1 depicts an exemplary environment 10 1 which
techniques for fraud detection and/or classification may be
implemented, according to one embodiment. The environ-
ment 10 may include an anti-fraud services system (AFSS)
12, a financial account management system (FAMS) 14, a
card network computing system 16, a number of cardholder
computing devices 20, a number of merchant computing
systems 22, a number of other sources 24, and a network 26.
It 1s noted that, 1n other embodiments and/or scenarios, the
environment 10 may include more, fewer and/or difierent
components than those shown in FIG. 1, such as any of those
discussed elsewhere herein. For example, the environment
10 may include one or more additional financial account
management systems and/or card network computing sys-
tems, and/or one or more of the cardholder computing
devices 20 may instead be a computing device of a holder of
a non-card account (e.g., a checking, savings or loan
account) or an applicant for a new account (e.g., a new loan
account). As another example, the environment 10 may
include a computing system ol one or more acquiring/
merchant banks, and some or all of the communications with
merchant computing systems 22 described below may
instead be with the acquiring bank(s).

FAMS 14 may be associated with (e.g., owned and/or
maintained by) a bank or other financial entity. For example,
FAMS 14 may be a bank that acts as a card 1ssuer associated
with a particular type of card network (e.g., VISA®, Mas-
tercard®, etc.), and/or an enfity that provides loans (e.g.,
mortgage, home equity, vehicle, etc.), saving/checking
account services, and/or other financial services to custom-
ers. FAMS 14 may maintain an account records database 30
that stores various kinds of account information, including
account holder information (e.g., names, addresses, etc.) and
data indicative of financial transactions made 1n connection
with each account (e.g., dates, amounts and merchants for
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credit or debit card transactions, dates and amounts for
customer deposits and withdrawals, etc.). Account records
database 30 may store account information for some or all
of the cardholders associated with cardholder computing
devices 20, for example. While shown 1n FIG. 1 as a single
entity within FAMS 14, 1t 1s understood that account records
database 30 may, in some embodiments, be distributed
across multiple databases and/or multiple physical/hardware
memories, and/or may be wholly or partially external to
(e.g., remote from) FAMS 14.

AFSS 12 may generally provide services that help to
detect and/or classily fraudulent activity in connection with
existing and/or potential (e.g., applied for) {financial
accounts, such as the accounts managed by FAMS 14. In
some embodiments, AFSS 12 1s included within FAMS 14.
As seen 1n FIG. 1, AFSS 12 may include a network interface
32, a memory 34, and a fraud detection/classification unit
36.

Network interface 32 may include hardware, firmware
and/or software configured to enable AFSS 12 to wirelessly
exchange electronic data with one or more other components
of environment 10 via network 26. For example, network
interface 32 may include an Ethernet port, a modem, a
router, and/or one or more other ports and/or transcervers for
one or more other wired and/or wireless communication
technologies.

Memory 34 may be a computer-readable, non-transitory
storage unmit or device, or collection of units/devices, and
may include persistent (e.g., hard disk) and/or non-persistent
memory components. Memory 34 may store instructions
that are executable on one or more processors of AFSS 12
(not shown 1n FIG. 1) to perform various operations, includ-
ing the instructions of various soitware applications and data
generated and/or used by such applications.

Card network computing system 16 may be a computing,
system (e.g., one or more servers) of a credit and/or debait
card network entity, such as VISA® or Mastercard®, for
example. In some embodiments and/or scenarios where the
card network entity also acts as the 1ssuer (e.g., American
Express® or Discover®), card network computing system
16 may include FAMS 14. Card network computing system
16 may provide various services to FAMS 14 and/or AFSS
12. For example, card network computing system 16 may
provide electronic updates to chargeback rules, fraud scores
for particular customers and/or transactions, and so on.

Each of cardholder computing devices 20 may be a
computing device of a respective holder of a credit or debit
card account managed by FAMS 14. For example, one or
more of cardholder computing devices 20 may be desktop
computers, laptop computers, tablet computers, smart-
phones, smart watches, and so on. The cardholders (e.g.,
credit or debit card account holders) may use cardholder
computing devices 20 to access (e.g., view, modily, etc.)
their account information stored in account records database
30 online via network 26. In some embodiments where
AFSS 12 detects and/or classifies activity not related to
credit or debit card fraud (e.g., a fraudulent application for
a home equity loan, etc.), cardholder computing devices 20
may 1nstead be computing devices of other types ol cus-
tomers or potential customers, such as holders of non-card-
based accounts, or individuals who have submitted an online
application for a loan, etc., as discussed further below. In
some of these embodiments, the environment 10 may omit
card network computing system 16.

Each of merchant computing systems 22 may include one
or more computing devices associated with a particular
provider of products and/or services. For example, some or
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all of merchant computing systems 22 may include servers
associated with online retailers. Alternatively, or addition-
ally, some or all of merchant computing systems 22 may
include point-otf-sale terminal devices providing credit and/
or debit card payment processing features for “card present”
transactions. In some embodiments where AFSS 12 detects
and/or classifies activity not related to customer purchases
(e.g., if AFSS 12 only detects loan application fraud, etc.),
the environment 10 may omit merchant computing systems
22.

The other sources 24 may include computing devices
and/or systems associated with sources of one or more other
types of information. For example, other sources 24 may
include vehicle telematics systems (e.g., installed 1n vehicles
of cardholders associated with cardholder computing
devices 20), one or more Internet service providers (ISPs)
(e.g., ISPs providing Internet access to some or all card-
holders), “smart home” system devices (e.g., installed in
homes of some or all cardholders), and/or other systems/
devices. In some embodiments, the environment 10 does not
include the other sources 24.

Network 26 may communicatively couple some or all of
the components shown in FIG. 1. For example, FAMS 14
may use network 26 to commumnicate with AFSS 12, card
network computing system 16, cardholder computing
devices 20 and/or merchant computing systems 22. As
another example, AFSS 12 may use network 26 to commu-
nicate with FAMS 14, card network computing system 16,
cardholder computing devices 20, merchant computing sys-
tems 22 and/or one or more of the other sources 24. While
shown as a single entity in FIG. 1, network 26 may include
multiple commumnication networks of one or more types
(e.g., one or more wired and/or wireless local area networks
(LANSs), and/or one or more wired and/or wireless wide area
networks (WANs) such as the Internet). Moreover, network
26 may use partially or entirely distinct network components
to support communications between diflerent endpoints or
computing devices, such as wireless communication or data
transmission over one or more radio frequency links and/or
wireless communication channels. For example, the por-
tion(s) ol network 26 used for communications between
FAMS 14 and AFSS 12 may be the same as, or difierent
than, the portion(s) of network 26 used for communications
between FAMS 14 and one or more of cardholder computing
devices 20 over one or more radio links or wireless com-
munication channels, or between AFSS 12 and one or more
of the other sources 24, etc. Those skilled in the art will
appreciate diflerent types of networks that are appropriate
for network 26, depending upon, for example, how AFSS
12, FAMS 14 and/or other components of environment 10
are localized or distributed across a relatively large geo-
graphic area.

Generally, fraud detection/classification unit 36 of AFSS
12 may detect fraudulent activity, confirm whether sus-
pected or reported fraudulent activity 1s truly fraudulent,
and/or classity fraudulent or suspected fraudulent activity.
For example, fraud detection/classification unit 36 may
analyze each transaction stored 1n account records database
30 to determine whether that transaction 1s, or potentially 1is,
fraudulent. Alternatively, fraud detection/classification unit
36 may analyze only those transactions that were flagged as
possibly being fraudulent (e.g., by a cardholder calling in to
report an unauthorized and/or unrecognized transaction, or
by FAMS 14 or AFSS 12 generating a preliminary fraud
alert after applying an imitial set of rules to a transaction,
etc.). Fraud detection/classification unit 36 may also, or
instead, support additional functionality, such as that
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described below 1n connection with the various components
of fraud detection/classification unit 36 shown 1n FIG. 1.

As seen 1n FIG. 1, fraud detection/classification unit 36
may include a machine learning (ML) rule generator 40, an
external data collection unit 42, a behavior analysis unit 44,
a dispute resolution unit 46, a chargeback analysis unit 50,
an 1mage analysis unit 32, a classification unit 54, and/or a
notification unit 56. In other embodiments, fraud detection/
classification unit 36 may include more, fewer and/or dii-
terent components/units than those shown 1n FIG. 1. In some
embodiments, each of ML rule generator 40, external data
collection unit 42, behavior analysis unit 44, dispute reso-
lution unit 46, chargeback analysis unit 50, image analysis
unit 52, classification unit 54, notification unit 56, and/or
other units or components of fraud detection/classification
unit 36 may be a software component stored in memory 34
and implemented by one or more processors of one or more
computing devices (e.g., servers) included i AFSS 12.

ML rule generator 40 may generally analyze various types
of data to generate and/or update fraud detection and/or
classification rules to be applied by fraud detection/classi-
fication unit 36 and stored 1n an ML rules database 58. As
discussed in further detail below, the rules may be used to
detect and/or classily a single type or category of fraudulent
activity, or may be used broadly 1n connection with multiple
types or categories of fraudulent activity. ML rule generator
40 may mmplement any suitable type or types of machine
learning. For example, ML rule generator 40 may implement
supervised learning techniques, such as decision trees,
regression-based models, support vector machines (SVMs)
and/or neural networks, and/or unsupervised learning tech-
niques such as Dirichlet process mixture models and/or
k-means clustering. Other machine learning techniques are
also possible, such as techniques utilizing Bayesian net-
works, “deep learning” techniques, and so on. While shown
in FIG. 1 as a single entity within AFSS 12, 1t 1s understood
that ML rules database 58 may, in some embodiments, be
distributed across multiple databases and/or multiple physi-
cal’/hardware memories, and/or may be wholly or partially
external to (e.g., remote from) AFSS 12.

External data collection unit 42 may generally collect, via
network interface 32 and/or from sources internal to AFSS
12, information from various sources (e.g., FAMS 14, card-
holder computing devices 20, other sources 24, etc.), and
provide that data to other portions of AFSS 12 as needed
(c.g., to ML rule generator 40 to generate and/or update
rules, and/or to behavior analysis unit 44, dispute resolution
unit 46, chargeback analysis unit 50, image analysis unit 52
and/or classification unit 54 to detect and/or classify fraudu-
lent activity). Some data may be collected indirectly. For
example, FAMS 14 may collect transaction data from mer-
chant computing systems 22 (and/or from acquiring banks
associated with one or more of merchant computing systems
22), and external data collection unit 42 may then collect
that data from the account records database 30 of FAMS 14.

Once an 1mtial set of rules has been generated and stored
in ML rules database 38, those rules may dictate some or all
of the types of data gathered by external data collection unit
42. In some embodiments, however, external data collection
unit 42 collects a broad set of data types that may or may not
be relevant to fraud determination or classification, and ML
rule generator 40 continually analyzes that data to determine
which data types are most predictive of fraud and/or fraud
type/class.

Behavior analysis unit 44 may generally analyze card-
holder-related (or other customer-related) information to
identify patterns of behavior, which may then be used by
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fraud detection/classification unit 36 to detect and/or classity
fraudulent activity. For example, behavior analysis unit 44
may analyze information obtained from account records
database 30 to identily spending patterns associated with
different cardholders. The operation of behavior analysis
unit 44, including the types of information analyzed and the
ways 1n which that information 1s used to arrive at a result
(e.g., a pattern ol behavior), may be dictated by the rules
stored 1n ML rules database 58.

Data indicative of the behavior patterns identified by
behavior analysis unit 44 may be stored 1n an account holder
behaviors database 60, for example. While shown 1n FIG. 1
as a single enfity within AFSS 12, 1t 1s understood that
account holder behaviors database 60 may, 1n some embodi-
ments, be distributed across multiple databases and/or mul-
tiple physical/hardware memories, and/or may be wholly or
partially external to (e.g., remote from) AFSS 12. In one
embodiment, for example, account holder behaviors data-
base 60 may be included within account records database 30.
In still other embodiments, the environment 10 may not
include account holder behaviors database 60, and behavior
patterns may be only i1dentified by behavior analysis unit 44
“on the fly” as needed by fraud detection/classification unit
36 (e.g., when needed to analyze a transaction 1n view of
past spending patterns ol a particular cardholder, etc.).

In some embodiments, behavior analysis unit 44 may
separately analyze the transactions associated with each
account holder, even 11 more than one account holder exists
for a particular account. For example, behavior analysis unit
44 may independently analyze the transactions of each
cardholder for a credit or debit card account in which each
spouse has been i1ssued a credit or debit card 1n his or her
name. Fraud detection/classification unit 36 may then utilize
the individual spending patterns when detecting and/or
classiiying fraud. In one embodiment where fraud detection/
classification unit 36 utilizes a dollar amount threshold to
detect likely fraudulent transactions, for example, a first
threshold may be used for transactions made by a first
cardholder listed on an account, and a higher, second thresh-
old may be used for transactions made by a second card-
holder listed on the account. Further examples are provided
below 1n connection with FIG. 6, according to various
embodiments. In this manner, fraud detection and/or clas-
sification may be made more precise than would be the case
iI spending patterns were only 1dentified at the aggregate
level (e.g., using a single dollar amount threshold, regardless
of which cardholder made a particular transaction).

Dispute resolution unit 46 may generally analyze financial
transaction data and/or other imnformation to automatically
generate queries for cardholders or other customers. For
example, dispute resolution unit 46 may analyze information
obtained from account records database 30. The generated
queries may be designed to help fraud detection/classifica-
tion unit 36 determine whether a particular transaction was
fraudulent, or estimate a probability that the transaction was
fraudulent, etc. Dispute resolution unit 46 may also process
responses from cardholders/customers, and automatically
generate additional queries based upon those responses.
Examples of the operation of dispute resolution unit 46 are
provided below 1n connection with FIGS. 4F and 9, accord-
ing to various embodiments.

Chargeback analysis unit 50 may generally analyze finan-
cial transaction and/or other mnformation to i1dentily trans-
actions that are good candidates for chargeback payments.
For example, chargeback analysis unit 30 may analyze
information obtained from account records database 30 to
determine whether there 1s a relatively high probability that
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the merchant (or an acquiring bank) should be responsible
for a chargeback payment to a card 1ssuer associated with
FRMS 14. The operation of chargeback analysis unit 50,
including the types of information analyzed and the ways 1n
which that mformation 1s used to arrive at a result (e.g.,
flagging a transaction as a chargeback candidate), may be
dictated by the rules stored in ML rules database 58. ML rule
generator 40 may make use of chargeback rules obtained
from a card network entity (e.g., from card network com-
puting system 16), and stored 1n chargeback rules database
62, to generate and/or update the rules applied by charge-
back analysis unit 50. Examples of the operation of charge-
back analysis unit 50 are provided below 1n connection with
FIGS. 4B and 7, according to various embodiments.

In some embodiments, transactions flagged by charge-
back analysis unit 50 are subject to further, manual review
using the chargeback rules stored in chargeback rules data-
base 62. In other embodiments, chargeback analysis unit 50
(or another component of fraud detection/classification unit
not shown 1n FIG. 1) automatically, with little or no manual
input/assistance, applies the chargeback rules from charge-
back rules database 62 for each tlagged transaction. While
shown 1n FIG. 1 as a single entity within AFSS 12, 1t 1s
understood that chargeback rules database 62 may, in some
embodiments, be distributed across multiple databases and/
or multiple physical/hardware memories, and/or may be
wholly or partially external to (e.g., remote from) AFSS 12.

Image analysis unit 32 may generally analyze image data
corresponding to physical documents to identily fraudulent
(e.g., counterfeit and/or forged) documents, and/or to flag
potentially fraudulent documents for further (e.g., manual)
review. For example, image analysis unit 52 may analyze
information obtained from merchant computing systems 22
to determine whether there 1s a relatively high probability
that documents presented to the merchants (e.g., personal
checks, 1dentification cards, etc.) are fraudulent. Image
analysis unit 52 may be configured to analyze only a single
type of document, or multiple types of documents. The
operation of 1mage analysis unit 52, including the image
characteristics analyzed and the ways 1n which the charac-
teristics may be used to arrive at a result (e.g., flagging a
document as potentially fraudulent), may be dictated by the
rules stored in ML rules database 58. Examples of the
operation of 1mage analysis unit 52 are provided below 1n
connection with FIGS. 4F and 10, according to various
embodiments.

Classification unit 54 may generally analyze broad cat-
cgories of data from various sources (e.g., account records
database 30, cardholder computing devices 20, merchant
computing systems 22, and/or other sources 24) to catego-
rize/classity types of suspected fraudulent financial activity.
Classification unit 54 may classily fraudulent activity only
within a particular subset of fraudulent financial activity
(c.g., classifying debit and/or credit card transactions as
involving a potential case of counterfeiting, skimming,
lost/stolen card use, chargeback fraud, etc.), or may classily
fraudulent financial activity across a broader spectrum (e.g.,
including types of identity theft not necessarily tied to a
single financial transaction, such as application fraud). In
some embodiments, classification unit 54 classifies sus-
pected fraudulent activity in connection with a particular
account or transaction in response to being notified of
suspect activity (e.g., notified by another component of
fraud detection/classification unit 36, or by a manual user
input, etc.). In other embodiments, classification unit 54
itsell (or another component of fraud detection/classification
unit 36) identifies suspect activity before classification unit
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54 classifies that activity. Examples of the operation of
classification unit 54 are provided below 1n connection with
FIGS. 4C and 11, according to various embodiments.

Notification unit 56 may generally provide alerts, confir-
mations, and/or other notifications to various individuals
(e.g., customers, bank employees associated with FAMS 14,
third party employees associated with AFSS 12, etc.). For
example, notification unit 56 may generate a notification
message stating that a fraud alert associated with a particular
transaction 1s a false positive, and cause network interface
32 to send the message to a computer terminal or to FAMS
14 for display to a system user. As another example, noti-
fication unit 36 may cause network interface 32 to send other
flagged transactions and/or documents (e.g., chargeback
candidates 1dentified by chargeback analysis unit 30, docu-
ments that 1mage analysis umt 32 has identified as poten-
tially fraudulent, etc.) to a computer terminal or FAMS 14
for display to a system user. As yet another example,
notification unit 56 may cause network interface 32 to send
queries generated by dispute resolution unit 46 to various
ones ol cardholder computing devices 20 for display to
cardholders.

The operation of various components of the environment
10 shown mn FIG. 1, according to different embodiments
and/or scenarios, will be described further below 1n connec-
tion with the remaining figures.

III. Exemplary Process Flows for Machine Learning of
Fraud Detection and/or Classification Rules

As discussed above, ML rule generator 40 may generate
and/or update rules that are used for one or more of a variety
of different purposes relating to fraud detection and/or
classification. FIG. 2 depicts one generalized, example pro-
cess flow 80 for machine learning that may be implemented
by ML rule generator 40, and possibly one or more other
components of fraud detection/classification unit 36.

In the process flow 80, multi-account data 82 may rep-
resent data associated with multiple financial accounts, each
with one or more account holders. The financial accounts
may be existing or potential accounts, and the account
holders may include holders of accounts and/or potential
holders of potential accounts. For example, the multi-ac-
count data 82 may include existing and/or applied-for credit
card accounts, debit card accounts, savings accounts, check-
ing accounts, mnvestment accounts, loan accounts, eftc.

Depending upon the embodiment, the multi-account data
82 may include one or more different types of information
obtained (e.g., by external data collection unit 42 of FIG. 1)
from one or more of FAMS 14, cardholder computing
devices 20, merchant computing systems 22, and/or other
sources 24. For example, the multi-account data 82 may
include transaction data (e.g., transaction dates, amounts,
locations, etc.) from account records database 30 of FAMS
14, data indicative of Internet Protocol (IP) addresses of
cardholder computing devices 20 and/or devices 1n merchant
computing systems 22, Internet browsing and/or search
history data from cardholder computing devices 20 (or from
an ISP computer system included in other sources 24, etc.),
vehicle telematics data from telematics systems of card-
holder vehicles, home occupancy and/or usage data (e.g.,
smart appliance data) from smart home systems of card-
holders, autonomous or smart vehicle data, vehicle naviga-
tion system data, mobile device data, mobile device and/or
vehicle GPS data, and/or one or more other types of data. In
some embodiments, the multi-account data 82 only includes
data that account holders or potential account holders have
expressly consented to share with an entity associated with

FAMS 14 and/or AFSS 12 (e.g., in exchange for fraud
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protection services). In certain other embodiments, however,
express consent 1s only needed for certain types of infor-
mation, such as browsing history information, vehicle telem-
atics data, etc.

The multi-account data 82 may be associated with mul-
tiple fraud determination labels. The labels may simply
reflect whether or not fraud existed (e.g., “fraud” or “no
fraud™), or may also indicate a type or class of fraud (e.g.,
“counterfeiting,” “lost or stolen card use,” etc.), for example.
In one embodiment, each of a number of data sets in the
multi-account data 82 1s associated with such a label, and
includes data relating to a particular financial transaction,
financial account, loan application, etc., for which the fraud
determination was made (e.g., after a manual and/or auto-
mated fraud investigation). The labels may include final
fraud determinations that were made via earlier iterations of
the process tlow 80, and/or external to the process tlow 80.

To provide a more detailed example, a first data set
associated with a “card present” credit card transaction may
include data describing that transaction (e.g., from account
records database 30) and data indicative of the cardholder’s
online browsing activity (e.g., from one of cardholder com-
puting devices 20) for the 15 days immediately preceding
the transaction, and be labeled “confirmed fraud.” A second
data set, associated with another “card present” transaction
(for the same account, or for a different account), may
include the same general types of data but be labeled “no
fraud,” and so on. In some embodiments and/or scenarios,
the same data may appear 1n, or be used by, two or more of
the data sets. I the two “card present” transactions described
above are both associated with the same account, {for
example, and 11 the second transaction occurred less than 15
days after the first transaction, some of the same online
activity data may be shared by the first and second data sets.

At a process stage 84, the multi-account data 82 may be
analyzed to generate fraud detection and/or classification
rules (e.g., to be stored in ML rules database 58). Any
suitable type of supervised machine learning program/tech-
nique(s) may be used, such as SVMs, neural networks,
logistic regression, etc. Generally, process stage 84 may
serve to 1dentify which type(s) of data 1s/are probative of
whether fraud has occurred (and/or the type/category of
fraud that may have occurred), and to determine the data
values and/or combinations that are probative of whether
fraud has occurred (and/or the type/category of fraud that
may have occurred). By analyzing many (e.g., thousands) of
positively and negatively labeled data sets in the multi-
account data 82, for example, process stage 84 may learn
that certain spending patterns within a threshold time of a
transaction tend to indicate that the cardholder made the
transaction (e.g., thereby indicating that fraud has not
occurred, or that a fraud report 1s itself fraudulent or
mistaken, etc.), that certain types of online searches by a
cardholder (e.g., including a descriptor of a product pur-
chased 1n the transaction, or a name of the merchant, etc.)
tend to indicate that the cardholder made the transaction, that
the cardholder’s distance from the site of a “card present”
transaction (e.g., as determined from GPS information pro-
vided by the cardholder’s smartphone, wearable electronics,
or vehicle) relates to the probability of fraudulent activity
according to a particular equation, and so on. Other specific
examples of such rules, and how those rules may be gen-
erated, are discussed below 1n connection with FIGS. 3A-3F
and 4A-4F, according to various embodiments.

At process stage 86, the rules generated or updated at
process stage 84 may be applied to first account data 90
associated with a particular account and customer(s) (e.g., a
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customer associated with a particular one of computing
devices 20). The types of data included 1n first account data
90 may depend upon which types of data were determined,
by process stage 84, to be relevant to a fraud determination.
For example, 11 the rules give weight to the amount and date
of a financial transaction when determining whether the
transaction 1s fraudulent, and also give weight to whether the
account holder visits a particular type of website, then the
first account data 90 may include the amount and date of one
or more transactions, as well as data indicative of visited
websites (e.g., Uniform Resource Locators (URLs) and/or
content of visited websites, etc.). The first account data 90
may include information obtained (e.g., by external data
collection unit 42) from one or more of FAMS 14, one of
cardholder computing devices 20 associated with the cus-
tomer holding the first account, one or more of merchant
computing systems 22, and/or one or more of other sources
24, for example.

Process stage 86 may output various diflerent types of
information, depending upon the embodiment and/or sce-
nario. For example, depending upon the content of first
account data 90 and the rules generated or updated at process
stage 84, process stage 86 may generate data indicating that
a particular financial transaction associated with {first
account data 90 1s, or 1s not, fraudulent or potentially
fraudulent. Alternatively, or additionally, process stage 86
may generate data indicating a particular classification for
fraudulent or suspected fraudulent activity (e.g., a fraudulent
transaction) associated with first account data 90.

In some embodiments, further analysis (e.g., a manual
review, or further automated review using additional data
sources, etc.) may be performed at an additional stage,
shown 1n dashed lines in FIG. 2 as process stage 92. The
additional analysis may then be used to make a final fraud
determination (e.g., a final decision on whether fraud
occurred, and/or on the type of fraud that occurred) at
process stage 94. In other embodiments, process stage 92 1s
omitted from process tlow 80, and process stage 94 merely
represents the output of process stage 86. The final deter-
mination made at process stage 94, along with the first
account data 90 used to make that determination, may be fed
back 1nto process stage 84 to provide additional labeled data
for purposes of updating the rules.

In some embodiments, the process tflow 80 includes more,
tewer and/or different stages, such as any of those discussed
clsewhere herein (e.g., in connection with FIGS. 3A-3F). In
one alternative embodiment, process stages 84 and 86 may
be combined. For example, the multi-account data 82 may
be unlabeled rather than labeled (or the labels may be
ignored), and the combined process stage 84, 86 may use
unsupervised learning techniques (e.g., clustering tech-
niques) to classity anomalous/outlier financial transactions,
accounts, applications, etc., as “suspect” and needing further
analysis.

More specific, machine learming-based process flows gen-
erally corresponding to process flow 80 of FIG. 2 will now
be described with reference to FIGS. 3A-3F. It 1s noted,
however, that other process flows are also within the scope
of the invention described herein. Moreover, while FIGS.
3A-3F generally correspond to embodiments in which
supervised machine learning techmniques are used, other
embodiments may instead use unsupervised machine learn-
ing techniques, as noted above. In various diflerent embodi-
ments, fraud detection/classification unit 36 may be config-
ured to implement only one of the process tlows of FIGS.
3A-3F, or may be configured to implement two or more

(e.g., all) of the process tlows shown 1 FIGS. 3A-3F.
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A. Exemplary Process Flow for Machine Learning of Fraud
Detection Rules Using Online Activity Data

Referring first to FIG. 3A, an exemplary process flow 100
may generally be used to detect fraud using customer online
activity data. In the process flow 100, multi-customer online
activity data 102 may represent data associated with the
online activities of a number (e.g., thousands) of customers
(e.g., credit or debit cardholders, checking or saving account
holders, etc.). The multi-customer online activity data 102
may include data indicating actions that the customers took,
and/or web sites visited by the customers, while the cus-
tomers were connected to the Internet via web browsers
(e.g., executing on respective ones of cardholder computing
devices 20). For example, the multi-customer online activity
data 102 may include URLs of, and/or content (e.g., text)
within, web sites visited by customers, search terms entered
by customers using search engine tools, search results pre-
sented to customers by search engine tools, indications of
interactive controls (e.g., virtual buttons) selected by cus-
tomers on various web pages, and so on.

The multi-customer online activity data 102 may include
data obtained (e.g., by external data collection unit 42 of
FIG. 1) from cardholder computing devices 20, from one or
more ISPs of other sources 24, and/or from a third party
aggregator of such information, for example. In some
embodiments, the multi-customer online activity data 102
may only include data that customers have expressly con-
sented to share with an entity associated with FAMS 14
and/or AFSS 12 (e.g., in exchange for fraud protection
services or other benefits, such as discounts).

As described above 1in connection with multi-account data
82 of process tlow 80, the multi-customer online account
data 102 may be associated with multiple fraud determina-
tion labels. In some embodiments, each label may be asso-
ciated with a data set that includes not only the correspond-
ing portion ol multi-customer online activity data 102, but
also one or more other types of data, such as transaction data
(e.g., transaction dates, amounts, locations, etc.) for each
customer from account records database 30 of FAMS 14,
data indicative of IP addresses of cardholder computing
devices 20 and/or devices in merchant computing systems
22, Internet browsing and/or search history data from card-
holder computing devices 20 (or from an ISP computer
system 1included 1n other sources 24, etc.), vehicle telematics
data from telematics systems of other sources 24, home
occupancy and/or usage data (e.g., smart appliance data)
from smart home systems of other sources 24, and so on.
The labels may include final fraud determinations that were
made via earlier 1terations of the process tflow 100, and/or
external to the process flow 100. Multi-customer online
account data 102 may include many (e.g., thousands) of
positively and negatively labeled data sets.

At a process stage 104, the multi-customer online activity
data 102 may be analyzed to generate fraud detection rules
(e.g., to be stored in ML rules database 38). As described
above 1n connection with process stage 84 of process tlow
80, any suitable type of supervised machine learning pro-
gram/technique(s) may be used. Generally, process stage
104 may serve to 1dentily which type(s) of online activity
data 1s/are probative of whether fraud has occurred, and to
determine the data values and/or combinations that are
probative of whether fraud has occurred. While not shown in
FIG. 3 A, the fraud detection rules may not only detect fraud,
but also classity fraud (e.g., as described below 1n connec-
tion with FIG. 3C), 1n some embodiments.

At process stage 106, the rules generated or updated at
process stage 104 may be applied to first customer online
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activity data 110. The first customer online activity data 110
may be associated with a particular customer, such as a
customer associated with a particular one of computing
devices 20, for example. The types of data included in first
customer online activity data 110 may depend upon which
types of online activity data were determined, by process
stage 104, to be relevant to a fraud determination. For
example, the first customer online activity data 110 may
include information obtained (e.g., by external data collec-
tion unit 42) from one of cardholder computing devices 20
(1.e., the device associated with the first customer), and/or
from an ISP of other sources 24. Some specific examples of
rules that may be generated by process stage 104, and
applied at process stage 106, are described below 1n con-
nection with FIG. 4A.

Process stage 106 may output various different types of
information, depending upon the embodiment and/or sce-
nario. For example, depending upon the content of first
customer online activity data 110 and the rules, process stage
106 may generate data indicating that a particular financial
transaction associated with the first customer 1s, or 1s not,
fraudulent or potentially fraudulent. Alternatively, or addi-
tionally, process stage 106 may generate data indicating a
particular classification of fraudulent or potentially fraudu-
lent activity associated with first customer online activity
data 110.

In some embodiments, further analysis (e.g., a manual
review, or further automated review using additional data
sources, etc.) 1s performed at an additional stage, shown 1n
dashed lines 1n FIG. 3A as process stage 112. The additional
analysis may then be used to make a final fraud determina-
tion (e.g., a final decision on whether fraud occurred, and/or
on the type of fraud that occurred) at process stage 114. In
other embodiments, process stage 112 1s omitted from
process flow 100, and process stage 114 merely represents
the output of process stage 106.

The final determination made at process stage 114, along
with the first customer online activity data 110 (and any
other data) used to make that determination, may be fed back
into process stage 104 to provide additional labeled data for
purposes of updating the rules. In some embodiments, a
preliminary fraud determination made at process stage 106
1s also fed back into process stage 104, to allow the machine
learning program to determine and improve upon past
performance/accuracy.

B. Exemplary Process Flow for Machine Learning of
Chargeback Candidate Detection Rules

Referring next to FIG. 3B, an exemplary process tlow 120
may generally be used to 1dentity the financial transactions
for which chargebacks (e.g., post-transaction payments from
merchants, or acquiring/merchant banks, back to the 1ssuer
to return proceeds from transactions) are appropriate. In the
process tlow 120, multi-account transaction data 122 may
represent data associated with the financial transactions
involving the accounts of a number (e.g., thousands) of
credit or debit cardholders. The multi-account transaction
data 122 may include information such as transaction dates,
transaction amounts, merchant names (and/or aliases) asso-
ciated with the transaction, information relating to how the
card information was collected by the merchant (e.g., by
swiping, an EMV chip reader, manual entry of the card
number, etc.), geographic locations of “card present” trans-
actions, and so on. The multi-account transaction data 122
may include data obtained (e.g., by external data collection
unmt 42 of FIG. 1) from merchant computing systems 22
and/or from acquiring/merchant banks associated with those
merchants, for example.
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Similar to the labels described above 1n connection with
multi-account data 82 of process flow 80, the multi-account
transaction data 122 may be associated with multiple
chargeback outcome labels. For example, each label may be
associated with a data set that includes the corresponding
portion of multi-account transaction data 122. The outcome
labels may include final chargeback determinations that
were made (in connection with the transactions represented
in multi-account transaction data 122) via earlier iterations
of the process flow 120, and/or external to the process tlow
120. Multi-account transaction data 122 may include many
(c.g., thousands) of positively and negatively labeled data
sets.

At a process stage 124, the multi-account transaction data
122 may be analyzed to generate chargeback candidate
detection rules (e.g., to be stored in ML rules database 58).
As described above 1n connection with process stage 84 of
process flow 80, any suitable type of supervised machine
learning program/technique(s) may be used. Generally, pro-
cess stage 124 may serve to identily which type(s) of
transaction data 1s/are probative of whether, under the full
chargeback rules of the card network entity, a chargeback 1s
appropriate for a given transaction. Process stage 124 may
also determine the transaction data values and/or combina-
tions that are probative of whether a chargeback 1s appro-
priate for the transaction.

At a process stage 126, the rules generated or updated at
process stage 124 may be applied to first account transaction
data 130 to determine whether a transaction associated with
the first account 1s a “good” chargeback candidate. Put
differently, process stage 126 may, instead of applying the
tull chargeback rules of the card network entity (which may
be quite lengthy and complex) to the facts surrounding the
transaction, use various factors and algorithms developed at
process stage 124 to determine whether there exists a
relatively high probability that a chargeback would be
appropriate for the transaction if the full chargeback rules
were applied. The process stage 126 may calculate a per-
centage probability that the transaction is one 1 which a
chargeback 1s appropnate, for example.

The first account transaction data 130 may be associated
with the account of a particular cardholder or cardholders,
such as a cardholder associated with a particular one of
cardholder computing devices 20, for example. The types of
data included in first account transaction data 130 may
depend upon which types of transaction-related data were
determined, by process stage 124, to be relevant to a
chargeback candidate determination. For example, the first
account transaction data 130 may include information
obtained (e.g., by external data collection unit 42) from one
of merchant computing systems 22 (e.g., the computing
system of the merchant mvolved in the transaction being
analyzed) and/or from an acquiring/merchant bank associ-
ated with that merchant. The first account transaction data
130 may also include information about one or more other
transactions associated with the first account (e.g., data
pertaining to other transactions occurring shortly before
and/or after the transaction at 1ssue). Some specific examples
of rules that may be generated by process stage 124, and
applied at process stage 126, are described below 1n con-
nection with FIG. 4B.

Process stage 126 may output information indicating
whether the particular transaction represented by first
account transaction data 130 1s a *“good” candidate for
chargeback detection. For example, process stage 126 may
output a percentage probability, calculated according to the
rules generated or updated at process stage 124, that the
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transaction 1s one 1n which a chargeback 1s appropriate. As
another example, process stage 126 may output a binary
indicator of whether the transaction 1s, or 1s not, a strong/
likely chargeback candidate (e.g., by comparing the percent-
age probability to a threshold probability).

If the transaction 1s 1dentified as a chargeback candidate
at process stage 126, the full chargeback rules of the card
network entity may be applied at a process stage 132.
Process stage 132 may include manual application of the full
chargeback rules, and/or automated application of the full
chargeback rules, 1n various different embodiments. Based
upon the analysis at process stage 132, a final chargeback
determination may be made at a process stage 134. The final
determination made at process stage 134, along with the first
account transaction data 130 (and any other data) used to
make that determination, may be fed back 1nto process stage
124 to provide additional labeled data for purposes of
updating the rules. In some embodiments, the indication of
whether the transaction 1s a good chargeback candidate
generated at process stage 126 may also be fed back into
process stage 124, to allow the machine learning program to
determine and 1mprove upon past performance/accuracy.
C. Exemplary Process Flow for Machine Learning of Fraud
Classification Rules

Referring now to FIG. 3C, an exemplary process tlow 140
may generally be used to classily instances of suspected or
potential fraud. For example, the process flow 140 may
represent ongoing, real-time or batch processing of a large
amount of data associated with a large number of potential
and/or existing financial accounts (e.g., all accounts associ-
ated with a particular bank, or all accounts opting in to a
fraud protection program, etc.). In this manner, the process
flow 140 may be used to mitially flag situations for closer
investigation, and provide one or more classifications of the
type(s) of fraud potentially at 1ssue 1n order to narrow or
otherwise facilitate the investigation. In other embodiments,
the process tlow 140 may be used to provide a narrower
classification (e.g., “skimming™) when a broader class of
fraud (e.g., credit card fraud) 1s already suspected.

In the process tlow 140, multi-account data 142 may
represent data associated with financial accounts of a num-
ber (e.g., thousands) of account holders. The financial
accounts may be existing or potential accounts, and the
account holders may include holders of accounts and/or
potential holders of potential accounts. For example, the
multi-account data 142 may include existing and/or applied-
for credit card accounts, debit card accounts, savings
accounts, checking accounts, ivestment accounts, loan
accounts, etc.

Depending upon the embodiment, the multi-account data
142 may include one or more different types of information
obtained (e.g., by external data collection unit 42 of FIG. 1)
from one or more of FAMS 14, cardholder computing
devices 20, merchant computing systems 22, and/or other
sources 24. For example, the multi-account data 142 may
include transaction data (e.g., transaction dates, amounts,
locations, etc.) from account records database 30 of FAMS
14, data indicative of IP addresses of cardholder computing
devices 20 and/or devices in merchant computing systems
22, Internet browsing and/or search history data from card-
holder computing devices 20 (or from an ISP computer
system included 1n other sources 24, etc.), vehicle telematics
data from telematics systems of cardholder vehicles, home
occupancy and/or usage data (e.g., smart appliance data)
from smart home systems of cardholders, and/or one or more
other types of data. Some or all data within multi-account
data 142 may be information that account holders or poten-
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t1al account holders have expressly consented to share with
an entity associated with FAMS 14 and/or AFSS 12 (e.g., 1n
exchange for fraud protection services).

The multi-account data 142 may be associated with
multiple fraud determination labels, each indicating a type
or class of fraud (e.g., “counterfeiting,” “lost or stolen card
use,” “skimming,” “chargeback fraud,” “application fraud,”
etc.), or indicating a lack of fraud, for example. In one
embodiment, each of a number of data sets in the multi-
account data 142 1s associated with at least one such
classification/label, and includes data relating to a particular
financial transaction, financial account, loan application,
etc., for which the fraud classification or classifications
was/were made (e.g., after a previous iteration of process
flow 140, or after another manual and/or automated fraud
ivestigation). Multi-account data 142 may include many
(e.g., thousands) of data sets labeled with various known
fraud classifications.

At a process stage 144, the multi-account data 142 may be
analyzed to generate fraud classification rules (e.g., to be
stored in ML rules database 58). As described above 1n
connection with process stage 84 of process tflow 80, any
suitable type of supervised machine learning program/tech-
nique(s) may be used. Generally, process stage 144 may
serve to 1dentify which type(s) of transaction data 1s/are
probative of the particular type of fraud (if any) that has
occurred. Process stage 144 may also determine the data
values and/or combinations that are probative of the par-
ticular type of fraud (if any) that has occurred.

At a process stage 146, the rules generated or updated at
process stage 144 may be applied to first account data 150.
The first account data 150 may be associated with a par-
ticular account and a particular customer (e.g., a cardholder
associated with a particular one of computing devices 20).
The types of data included 1n first account data 150 may
depend upon which types of data were determined, by
process stage 144, to be relevant to fraud classification. For
example, the first account data 150 may include information
obtained (e.g., by external data collection unit 42) from one
or more of FAMS 14, one of cardholder computing devices
20 (1.e., the device associated with the customer holding or
applying for the first account), one or more of merchant
computing systems 22, and/or one or more of other sources
24. Some specific examples of rules that may be generated
by process stage 144, and applied at process stage 146, are
described below in connection with FIG. 4C.

Process stage 146 may output data (e.g., a message or
code) that 1s used to classily suspected fraudulent activity (1n
connection with the account associated with {first account
data 150) at a process stage 152. For example, process stage
152 may assign a classification of “counterfeiting” 1f process
stage 146 determined that the first account data 150 1ndi-
cated a number of circumstances that, according to the rules
generated at process stage 144, are known to be correlated
with counterfeiting activity (e.g., two “card present” trans-
actions occurring in different states within the same one-
hour time period, etc.). In some embodiments and/or sce-
narios, two or more classifications may concurrently be
assigned to first account data 150. For example, process
stage 146 may determine a set of probabilities for a set of
two or more potential types of fraud, and process stage 152
may assign each classification, with each respective prob-
ability, to first account data 150. Moreover, 1n some embodi-
ments and scenarios, process stage 152 may assign a clas-
sification that corresponds to an absence of any suspected
fraud (e.g., “no fraud”).
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At a process stage 154, 1f process stage 152 assigned a
classification other than one indicating the absence of sus-
pected fraud, the first account data 150, and/or other infor-
mation associated with the account and the suspected class
of fraud, may be analyzed in depth to make a final fraud
determination at a process stage 156. Generally, the fraud
classification may be used to facilitate the analysis at process
stage 154, with process stage 134 including manual
and/or automated fraud detection techniques. For example,
personnel associated with AFSS 12 may use the fraud
classification(s) to mform their strategy and/or focus with
respect to conducting an in-depth fraud investigation.

The additional analysis at process stage 154 may then
result 1n a final fraud determination at process stage 156. The
final determination may indicate both whether {fraud
occurred and, i1t so, the class(es)/type(s) of fraud that
occurred. The final determination made at process stage 156,
and mformation used to make that determination (e.g., the
first account data 150 and potentially other data), may be fed
back into process stage 144 to provide additional labeled
data for purposes of updating the rules. In some embodi-
ments, the (preliminary) fraud classification made at process
stage 152 may also be fed back into process stage 144 to help
the machine learning program identily instances in which
the preliminary classifications at process stage 152 were
incorrect. Process stage 144 may then update the fraud
classification rules 1n ways that seek to prevent or reduce
such 1nstances 1n the future.

D. Exemplary Process Flow for Machine Learning of Appli-
cation Fraud Detection Rules

Referring now to FIG. 3D, an exemplary process tflow 160
may generally be used to detect application fraud. “Appli-
cation fraud” may generally refer to fraud 1n connection with
the application for any type of financial account, loan and/or
line of credit (e.g., mortgage loan, vehicle loan, small
business loan, payday loan, home equity line of credit, credit
card account, debit card account, checking account, savings
account, mvestment account, etc.). In some embodiments
and/or scenarios, however, the application may be for non-
financial purposes, such as an application for membership 1n
a particular group or institution, for example.

In the process flow 160, multi-applicant search history
data 162 may represent data associated with the Internet
search history of a number (e.g., thousands) of applicants.
The multi-applicant search history data 162 may include
search terms entered by the applicants using online search
engine tools, for example, and/or the results of such searches
(e.g., URLs, ftitles and/or contents of search results), for
example.

The multi-applicant search history data 162 may include
data obtained (e.g., by external data collection unit 42 of
FIG. 1) from cardholder computing devices 20, from one or
more ISPs of other sources 24, and/or from a third party
aggregator of such information, for example. In some
embodiments, the multi-applicant search history data 162
only includes data that the applicants have expressly con-
sented to share with an enftity associated with FAMS 14
and/or AFSS 12 (e.g., 1n exchange for consideration of their
applications).

As described above 1 connection with multi-account data
82 of process flow 80, the multi-applicant search history data
162 may be associated with multiple fraud determination
labels. In some embodiments, each label may be associated
with a data set that corresponds to an application submuitted
by a particular applicant, where the data set includes the
corresponding portion of multi-applicant search history data
162 (e.g., the search terms and/or results associated with the
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particular application). The labels may include final fraud
determinations that were made via earlier iterations of the
process tlow 160, and/or external to the process tlow 160.
Multi-applicant search history data 162 may include many
(e.g., thousands) of positively and negatively labeled data
sets.

At a process stage 164, the multi-applicant search history
data 162 may be analyzed to generate application fraud
detection rules (e.g., to be stored 1n ML rules database 58).
As described above 1n connection with process stage 84 of
process flow 80, any suitable type of supervised machine
learning program/technique(s) may be used. Generally, pro-
cess stage 164 may serve to identily which type(s) of
Internet search-related data is/are probative of whether
application fraud has occurred, and to determine the data
values and/or combinations that are probative of whether
application fraud has occurred.

At process stage 166, the rules generated or updated at
process stage 164 may be applied to first applicant search
history data 170. The first applicant search history data 170
may be associated with a particular application and a par-
ticular applicant (e.g., a person associated with a particular
one of computing devices 20), for example. The types of
data included 1n first applicant search history data 170 may
depend upon which types of Internet search-related data
were determined, by process stage 164, to be relevant to a
fraud determination. The first applicant search history data
170 may 1include information obtained (e.g., by external data
collection unit 42) from one of computing devices 20 (i.e.,
the device associated with the first applicant), and/or from an
ISP of other sources 24, for example. Some speciiic
examples of rules that may be generated by process stage
164, and applied at process stage 166, are described below
in connection with FIG. 4D.

Process stage 166 may output information indicating
whether fraud 1s suspected 1n connection with the applica-
tion corresponding to first applicant search history data 170.
For example, process stage 166 may output a percentage
probability, calculated according to the rules generated or
updated at process stage 164, that the application was
fraudulently made (e.g., by someone other than the pur-
ported applicant or an authorized representative thereotf). As
another example, process stage 166 may output a binary
indicator of whether the application likely was, or likely was
not, fraudulently made (e.g., by comparing a percentage
probability to a threshold probability).

In some embodiments, further analysis (e.g., a manual
review, or further automated review using additional data
sources, etc.) 1s performed at an additional stage, shown 1n
dashed lines i FIG. 3D as process stage 172. The additional
analysis may then be used to make a final fraud determina-
tion (e.g., a final decision on whether application fraud
occurred) at process stage 174. In other embodiments,
process stage 172 1s omitted from process flow 160, and
process stage 174 merely represents the output of process
stage 166. The final determination made at process stage
174, along with the first applicant search history data 170
(and any other data) used to make that determination, may
be fed back into process stage 164 to provide additional
labeled data for purposes of updating the rules. In some
embodiments, a preliminary fraud determination made at
process stage 166 1s also fed back 1nto process stage 164, to
allow the machine learning program to determine and
improve upon past performance/accuracy.

E. Exemplary Process Flow for Machine Learning of Fraud
Dispute Resolution Rules
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Referring now to FIG. 3E, an exemplary process tlow 180
may generally be used to facilitate the resolution of fraud
disputes (or potential disputes) with customers/account
holders. For example, the process flow 180 may be used to
determine whether a reportedly unauthorized or fraudulent
transaction (e.g., one that the account holder reported as
such when looking at his or her account statement) was
indeed unauthorized or fraudulent. In some embodiments,
the process flow 180 may also, or instead, be used to
determine whether an “unrecognmized” transaction (i.e., one
that the account holder does not recall, but does not neces-
sarily report as fraudulent) was unauthorized or fraudulent.

In the process tlow 180, multi-account data 182 may
represent data associated with financial accounts of a num-
ber (e.g., thousands) of account holders. For example, the
multi-account data 182 may include data associated with
financial transactions relating to credit card accounts, debit
card accounts, savings accounts, checking accounts, etc. For
case of explanation, FIG. 3E will be described with refer-
ence to an embodiment 1n which the accounts are credit card
accounts.

In one embodiment, the multi-account data 182 may
include transaction data (e.g., transaction dates, amounts,
locations, etc.) obtained from FRMS 14 (e.g., by external
data collection unit 42 of FIG. 1). In some embodiments,
however, the multi-account data 182 also includes informa-
tion obtained from cardholder computing devices 20, mer-
chant computing systems 22, and/or other sources 24. For
example, the multi-account data 182 may include, 1n addi-
tion to transaction data from account records database 30 of
FAMS 14, data indicative of IP addresses of cardholder
computing devices 20 and/or devices in merchant computing
systems 22, Internet browsing and/or search history data
from cardholder computing devices 20 (or from an ISP
computer system included 1n other sources 24, etc.), vehicle
telematics data from telematics systems of cardholder
vehicles, home occupancy and/or usage data (e.g., smart
appliance data) from smart home systems of cardholders,
autonomous vehicle data, smart vehicle data, mobile device
data, vehicle or mobile device GPS data, and/or one or more
other types of data. Some or all data within multi-account
data 182 may be imnformation that account holders or poten-
t1al account holders have expressly consented to share with
an entity associated with FAMS 14 and/or AFSS 12 (e.g., 1n
exchange for fraud protection services).

As described above 1 connection with multi-account data
82 of process tlow 80, the multi-account data 182 may be
associated with multiple fraud determination labels (e.g.,
“fraud” and “no fraud,” and/or more complex labels that
indicate type/class, such as “lost/stolen card use,” etc.). In
some embodiments, each label may be associated with a data
set that includes the corresponding portion of multi-account
data 182. The labels may include final fraud determinations
that were made via earlier 1terations of the process tflow 180,
and/or external to the process flow 180. Multi-account data
182 may include many (e.g., thousands) of positively and
negatively labeled data sets.

At a process stage 184, the multi-account data 182 may be
analyzed to generate query generation rules (e.g., to be
stored 1n ML rules database 58). As described above 1n
connection with process stage 84 of process flow 80, any
suitable type of supervised machine learning program/tech-
nique(s) may be used. Generally, process stage 184 may
serve to 1dentily which types of information are probative of
whether fraud has occurred, and to cratt rules that formulate
queries to ascertain such information based upon account
data.




US 11,348,122 Bl

23

For example, process stage 184 may determine that, for a
suspect “card present” transaction, a verified, non-fraudulent
“card present” transaction within 10 miles and 3 hours of the
suspect transaction 1s probative of whether the suspect
transaction was fraudulent. Based upon this finding, process
stage 184 may also generate a rule specilying that a card-
holder should be queried as to whether he/she can confirm
making each “card present” transaction within 10 miles and
3 hours of the suspect transaction. As another example,
process stage 184 may determine that a merchant using a
billing alias different from 1ts legal and/or commonly-known
name (e.g., by at least some threshold level of similarity, as
measured by number of similar characters, order of charac-
ters, etc.) 1s probative of whether the cardholder authorized
a transaction associated with that billing alias. Based upon
this finding, process stage 184 may generate a rule specily-
ing that a cardholder should be queried as to whether he/she
1s aware of a billing alias used for a suspect transaction 1f
that billing alias 1s sufliciently different from the legal/
common name of the merchant.

At process stage 186, the rules generated or updated at
process stage 184 may be applied to first account data 190.
The first account data 190 may be associated with a par-
ticular cardholder, such as a cardholder associated with a
particular one of cardholder computing devices 20, for
example. The types of data included 1n first account data 190
may depend upon which types of data were determined, by
process stage 184, to be relevant to developing dispute
resolution queries. Process stage 186 may generate a set of
one or more queries 1 accordance with the rules and the
contents of first account data. Some specific examples of
rules that may be generated by process stage 184 and applied
at process stage 186, and the quernies that may be generated
as a result, are described below 1n connection with FIG. 4E.

At a process stage 192, the generated queries may be sent
to the cardholder 1n one or more of various ways, such as
sending the queries via SMS text message and/or email,
and/or via a web browser or dedicated application executing
on the one of cardholder computing devices 20 that is
associated with the cardholder, for example. At a process
stage 194, responses to the queries are received from the
cardholder (e.g., via mputs made by the cardholder via the
web browser or application, or a responsive SMS text
message or email, etc.). In some embodiments, the rules
generated or updated at process stage 184 specily the
manner in which follow-up queries should be generated
based upon the responses received at process stage 194, and
process stages 192 and 194 may be repeated multiple times.

In some embodiments, further analysis (e.g., a manual
review, or further automated review using additional data
sources, etc.) that makes use of the received responses 1s
performed at an additional stage, shown 1n dashed lines in
FIG. 3E as process stage 196. The additional analysis may
then be used to make a final fraud determination (e.g., a final
decision on whether fraud occurred, and/or on the type of
fraud that occurred) at process stage 198. In other embodi-
ments, process stage 196 1s omitted from process flow 180,
and process stage 198 1s based upon mmformation from the
cardholder. For example, the questions generated at process
stage 192 may “jog” the cardholder’s memory, and cause
him or her to indicate that the fransaction at 1ssue was
authorized. The final determination made at process stage
198, along with the first account data 110 (and any other data
used at process stage 196), the queries generated at process
stage 186 and/or the responses received at process stage 194,
may be fed back mnto process stage 184 to provide additional
labeled data for purposes of updating the rules.
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F. Exemplary Process Flow for Machine Learning of Docu-
ment Fraud Detection Rules

Referring now to FIG. 3F, an exemplary process tlow 200
may generally be used to detect fraud relating to documents,
such as counterfeit and/or forged documents. The process
flow 200 may be used 1n connection with various kinds of
documents, such as checks (e.g., personal checks, cashier’s
checks, etc.), money orders, treasury bills, i1dentification
documents (e.g., social security cards, driver’s licenses,
passports, birth certificates, etc.), certification documents,
and so on.

In the process tlow 200, multi-document 1image data 202
may represent digital images of a number (e.g., thousands)
of physical documents of one or more types. The multi-
document image data 202 may include images in one or
more formats, such as raster formats (e.g., JPEG, TIFF, GIF,
BMP, PNG, etc.) and/or vector formats (e.g., CGM, SVG,
etc.), for example. The multi-document image data 202 may
include data obtained (e.g., by external data collection unit
42 of FIG. 1) from merchant computing systems 22 (e.g.,
point-of-sale devices with cameras for document 1dentifica-
tion) and/or from FAMS 14 (e.g., images ol personal
checks), for example. In some embodiments, the multi-
document 1mage data 202 may only 1include data represent-
ing 1mages that customers (or other individuals associated
with the documents) have expressly consented to share (e.g.,
as a prerequisite to making a purchase, or in exchange for
fraud protection services, etc.).

As described above 1n connection with multi-account data
82 of process tlow 80, the multi-document 1image data 202
may be associated with multiple fraud determination labels.
In some embodiments, each label may be associated with
data representing a digital image of a particular document.
The labels may include final fraud determinations (e.g.,
“fraud” or “no fraud,” or more complex labels such as
“forgery,” “counterfeit,” “forgery—signature,” “‘counter-
teit—angular line oflset(s) outside tolerance,” etc.) that were
made via earlier iterations of the process tflow 200, and/or
external to the process flow 200. Multi-document 1mage data
202 may include many (e.g., thousands) of positively and
negatively labeled data sets.

At a process stage 204, the multi-document 1mage data
202 may be analyzed to generate document fraud detection
rules (e.g., to be stored in ML rules database 38). As
described above in connection with process stage 84 of
process flow 80, any suitable type of supervised machine
learning program/technique(s) may be used. Generally, pro-
cess stage 204 may serve to 1dentily which characteristics of
a document are probative of whether the document is
counterfeit, and to determine the ranges, tolerances, etc., that
are probative of whether the document i1s counterfeit. In
some embodiments, process stage 204 also, or instead,
identifies which characteristics of information entered in
document fields are probative of whether the document was
forged (e.g., drafted or populated by someone other than the
person purported to have drafted or populated the docu-
ment).

At process stage 206, the rules generated or updated at
process stage 204 may be applied to first document 1image
data 210. The first document 1image data 210 may be digital
image data corresponding to a particular, physical docu-
ment. The first document image data 210 may include
information obtained (e.g., by external data collection unit
42) from one of merchant computing systems 22 (e.g., for
real-time verification of an identification or other document
presented during or prior to a sale), or from FAMS 14 (e.g.,
for real-time or batch-processing verification of a personal
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check prior to clearing the check), for example. Some
specific examples of rules that may be generated by process
stage 204, and applied at process stage 206, are described
below 1n connection with FIG. 4F.

Process stage 206 may output information indicating
whether fraud 1s suspected 1n connection with the document
corresponding to {first document image data 210. For
example, process stage 206 may output two percentage
probabilities calculated according to the rules generated or
updated at process stage 204, with the first indicating the
likelihood that the document 1s counterfeit and the second
indicating the likelihood that the document 1ncludes forged
content. As another example, process stage 206 may output
binary indicators of whether the document likely 1s, or likely
1s not, counterfeit and/or includes forged content (e.g., by
comparing percentage probabilities to threshold probabili-
t1es).

In some embodiments, further analysis (e.g., a manual
review, or further automated review using additional data
sources, etc.) may be performed at a process stage 212. The
additional analysis may then be used to make a final fraud
determination (e.g., a final decision on whether the docu-
ment 1s fraudulent) at process stage 214. For example, the
process stage 206 may act as a filter, and flag only those
documents having a relatively high probability of being
fraudulent. In this manner, a considerably smaller amount of
human and/or processing resources may be consumed at
process stage 212.

The final determination made at process stage 214, along,
with the first document 1image data 210 used to make that
determination, may be fed back into process stage 204 to
provide additional labeled data for purposes of updating the
rules. In some embodiments, a preliminary fraud determi-
nation made at process stage 206 may also be fed back into
process stage 204, to allow the machine learning program to
determine and 1mprove upon past performance/accuracy.
IV. Exemplary Rules for Fraud Detection and/or Classifica-
tion

FIGS. 4A-4F depict exemplary factors and algorithms
that may be used 1n connection with various fraud detection
and/or classification rules, according to different embodi-
ments. It 1s noted that the rule sets corresponding to FIGS.
4A-4F are purely for purposes of illustration and are not
limiting. Particularly in embodiments where machine leamn-
ing 1s utilized, for example, the algorithms and/or factors
may be far more complex, and/or less intuitive, than some or
all of the examples shown 1n FIGS. 4A-4F.

A. Exemplary Fraud Detection Rule Set Using Online
Activity

Referrning first to FI1G. 4A, an exemplary rule set 220 (e.g.,
generated at process stage 104 of FIG. 3A) may use various
factors relating to online activity of a cardholder to detect
fraud 1n connection with a particular credit or debit card
transaction. The rule set 220 may correspond to a particular
embodiment and scenario 1n which the transaction at 1ssue 1s
a “card present” transaction, and in which the rule set 220
seeks to determine whether the cardholder made or other-
wise authorized the transaction. The rule set 220 may be
incorporated 1nto a review process that 1s generally applied
to all transactions, a review process applied only to those
transactions that were flagged by a preliminary fraud alert,
or a review process applied only after a cardholder reports
the transaction as unauthorized, for example.

The factors considered under the rule set 220 may include
a number of interest-based factors 222 and a number of
location-based factors 224. The interest-based factors 222
may relate to the cardholder’s interest (or non-interest) in a
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product or service purchased via the transaction, and/or the
merchant providing the product or service, while the loca-
tion-based factors 224 may relate to the cardholder’s loca-
tion or probable location.

As seen 1n FIG. 4A, the interest-based factors 222 may
include: (1) whether the cardholder searched online for the
specific product or service purchased via the transaction at
1ssue (e.g., by determining whether search terms entered by
the cardholder included the name of the product or service
involved 1n the transaction, or included a description of the
product or service, etc.); (2) whether the cardholder visited
a website associated with the merchant (e.g., by comparing
URLs of websites visited by the cardholder to a known URL
of the merchant’s website, or by searching the contents of
websites visited by the cardholder for the merchant’s name,
etc.); (3) whether the cardholder endorsed the merchant, or
the product or service provided by the merchant, via a social
media account of the cardholder (e.g., by determimng
whether the cardholder “liked” the merchant, product or
service via his or her Facebook® account, etc.); (4) whether
the cardholder visited a website associated with a competitor
of the merchant (e.g., by comparing URLs of websites
visited by the cardholder to known URLs of known com-
petitors’ websites, or by searching the contents of websites
visited by the cardholder for the competitors” names, etc.);
(5) whether the cardholder searched online for a different
product or service in the same price range as the transaction
amount (e.g., by analyzing search terms and/or results,
and/or by analyzing URLs or contents of websites visited by
the cardholder and comparing prices of products/services,
etc.); and/or (6) whether the cardholder entered search terms
indicative of the cardholder’s need for the product or service
(e.g., by determiming that the cardholder entered search
terms including “pipe leak™ prior to the purchase of new
plumbing hardware, or “computer repair” prior to the pur-
chase of a new hard drive, etc.). In other embodiments, the
interest-based factors 222 may include more, fewer and/or
different factors than those shown in FIG. 4A.

As 1s also seen 1n FIG. 4 A, the location-based factors 224
may include: (1) whether the cardholder “checked 1n” to a
flight having a destination near the location where the
transaction was initiated (e.g., by determining whether the
cardholder checked 1n to a thght having a destination at the
city in which the transaction occurred, or within a threshold
number of miles of the city in which the transaction
occurred, etc.); (2) whether the cardholder visited a website
associated with a place near (or 1n) which the transaction
was 1nitiated (e.g., by comparing URLs of websites visited
by the cardholder to URLs of websites known to be asso-
ciated with particular areas, and/or by searching the contents
of websites visited by the cardholder for location or area
names, etc.); and/or (3) whether the cardholder endorsed a
place near (or in) which the transaction was 1nitiated via a
social media account of the cardholder (e.g., by determining,
whether the cardholder “liked” the geographic area, attrac-
tion or other place via his or her Facebook® account, etc.).
In other embodiments, the location-based factors 224 may
include more, fewer and/or different factors than those
shown 1 FIG. 4A.

Generally, the data indicative of whether the circumstance
corresponding to each of interest-based factors 222 and/or
location-based factors 224 is present/true for a particular
cardholder may be included 1n the first customer online
activity data 110 described above in connection with FIG.
3A. For example, external data collection unit 42 of FIG. 1
may obtain the search terms, URLs, user online selections,
etc., needed to determine whether the various factors exist,
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from the cardholder’s computing device (e.g., one of card-
holder computing devices 20) and/or from an ISP of other
sources 24.

As 1s also seen 1n FIG. 4A, each of the interest-based
factors 222 and location-based factors 224 may be associ-
ated with a particular score or weighting value. In the rule
set 220 shown 1n FIG. 4A, a total score may be calculated
based upon which factors are, or are not, present (e.g., add
94 points 11 1t 1s determined that the cardholder searched for
the particular lawnmower model that was purchased, add
another 80 points 1f the transaction was a *“‘card present”
transaction in the Chicago suburb of Joliet and the card-
holder checked 1n to a flight to Chicago just prior to the
transaction, etc.).

In some embodiments, certain factors may instead be
associated with negative scores (e.g., minus 80 1f the card-
holder checked 1n to a tlight with a destination at least 200
miles from the site of the transaction and within one day of
the transaction, etc.). Moreover, certain factors may be
associated with metrics or algorithms that determine how
heavily those factors are weighed. As indicated 1n FIG. 4A,
for example, search terms entered by the cardholder may be
used to calculate a “need score” X (e.g., where X 1s based
upon Irequency of certain search terms being used, the
amount of time spent clicking through search results, the
magnitude and/or urgency of a problem indicated by the
search terms, etc.), with X then being used to calculate a
score equal to 0.2x.

The rule set 220 may then output the total score (e.g.,
94+80=+174), a normalized total score, an indication of
whether the total score exceeded a threshold (e.g., a thresh-
old of +100), a probability calculated based upon the total
score, and/or some other indicator or measure of the exis-
tence or likelihood of fraud. In the example shown in FIG.
4 A, 1t can be seen that larger scores generally correspond to
a greater probability that the transaction was made or
authorized by the cardholder. If the transaction 1s being
automatically reviewed (e.g., to determine whether a fraud
alert 1s appropriate, without any itial mput from the
cardholder), this may mean that a lower score corresponds
to a higher probability of fraud. Conversely, if the cardholder
had reported the transaction as being fraudulent, a higher
score may correspond to a higher probability of fraud (1.e.,
fraud on the part of the cardholder).

In some embodiments, the rule set 220 may also include
one or more other types of factors not necessarily based
upon online activities of the cardholder (e.g., whether GPS
of the cardholder’s smartphone or vehicle indicates that he
or she was in that area shortly before or after the transaction,
etc.), and/or may omit either interest-based factors 222 or
location-based factors 224.

B. Exemplary Chargeback Candidate Detection Rule Set

Referring next to FI1G. 4B, an exemplary rule set 230 (e.g.,
generated at process stage 124 of FIG. 3B) may use various
factors relating to a transaction between a cardholder and a
merchant to determine whether the transaction should be
flagged as a candidate for a chargeback (e.g., to determine
whether the transaction should be reviewed under a full set
of chargeback rules associated with the approprate card
network entity). The rule set 230 may correspond to a
particular embodiment and scenario 1n which the transaction
at 1ssue 15 a “card present” transaction.

As seen 1n FIG. 4B, the factors considered under the rule
set 230 may 1nclude: (1) whether an EMV chip card was not
inserted 1 a point-oi-sale EMV chip reader device of the
merchant; (2) whether a non-EMYV card was not swiped in
a point-oi-sale device of the merchant; (3) whether the card
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1s past 1ts expiration date; (4) whether the transaction 1s for
the same amount and/or date as another transaction mnvolv-
ing the same card and merchant (e.g., by analyzing other
transactions involving the same account and merchant
within a particular time span); and/or (2) whether the
transaction 1s for greater than a threshold amount. For
example, one of merchant computing systems 22 of FIG. 1
(or an acquiring/merchant bank) may provide transaction
details that include the amounts, dates, etc., to FAMS 14 for
storage 1n account records database 30, and external data
collection unit 42 may then retrieve that information from
account records database 30. Generally, the data indicative
of whether the circumstance corresponding to each of the
factors 1s present/true for a particular transaction may be
included 1n the first account transaction data 130 described
above 1n connection with FIG. 3B. In other embodiments,
the factors considered under rule set 230 may include more,
tewer and/or different factors than those shown in FIG. 4B.
It 1s noted that, in some embodiments, one or more factors
may simply relate to the desirability (e.g., from a card 1ssuer
perspective) of further reviewing whether a chargeback 1s
appropriate, without necessarily relating to the likelihood
that a chargeback 1s appropnate.

As 1s also seen 1n FIG. 4B, each of the factors may be
associated with a particular score or weighting value. A total
score may be calculated based upon which factors are, or are
not, present (e.g., add 62 points 1t i1t 15 determined that the
transaction has the same amount and date as another trans-
action occurring close 1n time and involving the same card
and merchant). In some embodiments, certain factors may
instead be associated with negative scores, and/or certain
factors may be associated with metrics or algorithms that
determine how heavily those factors are weighed.

The rule set 230 may then output the total score, a
normalized total score, an indication of whether the total
score exceeded a threshold, a probability calculated based
upon the total score, and/or some other indicator or measure
of the likelithood that a chargeback 1s appropriate for the
transaction. In the example shown 1n FIG. 4B, 1t can be seen
that larger scores generally correspond to a greater prob-
ability that a chargeback 1s appropriate.

C. Exemplary Fraud Classification Rule Set

Referring now to FIG. 4C, an exemplary rule set 240 (e.g.,
generated at process stage 144 of FIG. 3C) may use a diverse
array of factors to classity the type(s) of fraudulent activity,
i any, that 1s/are suspected to be associated with an event or
series ol events. The rule set 240 may correspond to a
particular embodiment and scenario in which the event at
issue 1s a lfinancial transaction ivolving a debit or credit
card. In other embodiments and/or scenarios, however, the
rule set 240 may classily fraudulent activity with respect to
specific other types of events (e.g., loan applications), or
may detect a variety of different event types (e.g., various
types of financial transactions, loan or credit applications,
etc.) and broadly classify fraudulent activity in connection
with the detected event types (e.g., lost/stolen card use,
application fraud, etc.).

In one embodiment, each potential classification (with the
possible exception of “no fraud”) may be associated with a
number of factors probative ol whether that type/class of
fraud has occurred. As seen 1n FI1G. 4C, for example, the rule
set 240 may 1nclude counterfeit factors 242 (e.g., factors
indicating that a counterfeit card was used for the transac-
tion), account takeover factors 244 (e.g., factors indicating
that the transaction resulted from an unauthorized person
gaining online access to the credit or debit card account
itself, via phishing, malware or other means), chargeback
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fraud factors 246 (e.g., factors indicating that the cardholder
made or otherwise authorized a purchase that the cardholder
later contested) and skimming factors 248 (e.g., factors
indicating that the card information used for the transaction
was obtained via a skimming card reader device illegally
installed 1 an ATM, gas station pump or other location). In
other embodiments, the rule set 240 may also, or instead,
include factors corresponding to one or more other fraud
classifications (e.g., forgery, lost/stolen card use, etc.).

As seen 1 FIG. 4C, the counterfeit factors 242 may
include: (1) whether the suspect transaction and another,
contemporancous transaction (e.g., occurring within one
hour, etc.) in another state are both “card present” transac-
tions; and/or (2) 1f the suspect transaction 1s a “card present”™
transaction, whether the card (1f an EMV chip card) was not
inserted 1 an EMV chip card reader. For example, one or
more of merchant computing systems 22 of FIG. 1 (or one
or more acquiring/merchant banks) may provide transaction
details that include whether the transaction was ““card pres-
ent,” whether the card was inserted 1n an EMV chip card
reader, etc., to FAMS 14 for storage in account records
database 30, and external data collection unit 42 may then
retrieve that information from account records database 30.
In other embodiments, the counterfeit factors 242 may
include more, tewer and/or different factors than those
shown 1n FIG. 4C.

The account takeover factors 244 may include: (1)
whether the debit or credit card account password was
changed within the 10 days prior to the transaction; and/or
(2) whether the transaction was originated from an IP
address not associated with the cardholder. For example,
external data collection unit 42 may retrieve password
change information from account records database 30 of
FIG. 1, which may log all password update activity, and/or
may retrieve 1P address information from one of merchant
computing systems 22 (e.g., the computing system of the
merchant mvolved in the transaction). In other embodi-
ments, the account takeover factors 244 may include more,
tewer and/or different factors than those shown 1n FIG. 4C.

The chargeback fraud factors 246 may include: (1)
whether the cardholder had searched online for the product
or service purchased via the transaction; and/or (2) whether
the cardholder had visited a website associated with the
merchant involved in the transaction. For example, external
data collection unit 42 of FIG. 1 may retrieve online search
information (e.g., search terms and/or results) and/or URLs
from the one of cardholder computing devices 20 that is
associated with the cardholder, and/or from an ISP (of other
sources 24) used by the cardholder. In other embodiments,
the chargeback fraud factors 246 may include more, fewer
and/or different factors than those shown 1n FIG. 4C.

The skimming factors 248 may include: (1) the number
(X) of earlier transactions in which the card used for the
transaction at 1ssue was used at an ATM machine or a gas
station pump within the 10 days prior to the transaction at
1ssue; and/or (2) whether the transaction at 1ssue originated
from an IP address not associated with the cardholder. For
example, external data collection unit 42 of FIG. 1 may
retrieve transaction data indicating that certain past pur-
chases were made using gas station pump card readers,
and/or indicating that the card was used for one or more
ATM withdrawals, from account records database 30, and/or
may retrieve the originating IP address from the one of
merchant computing systems 22 associated with the mer-
chant mvolved 1n the transaction at 1ssue. In other embodi-
ments, the skimming factors 248 may include more, fewer
and/or different factors than those shown i FIG. 4C.
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Generally, the data indicative of whether the circumstance
corresponding to each of counterfeit factors 242, account
takeover factors 244, chargeback fraud factors 246 and/or
skimming factors 248 1s present/true for a particular trans-
action may be included 1 the first account data 150
described above in connection with FIG. 3C, for example.

As 1s also seen 1n FIG. 4C, each of the counterteit factors
242, account takeover factors 244, chargeback fraud factors
246 and skimming factors 248 may be associated with a
particular score or weighting value. The factors for each
classification (counterfeit, account takeover, chargeback
fraud, skimming) may be used to calculate a total score
specific to that classification. In the rule set 240 shown 1n
FIG. 4C, for example, a counterfeit score may be calculated
based upon which of factors 242 are, or are not, present, an
account takeover score may be calculated based upon which
of factors 244 are, or are not, present, and so on. In some
embodiments, certain factors may instead be associated with
negative scores, and/or certain factors (e.g., the first of
skimming factors 248 shown 1n FIG. 4C) may be associated
with metrics or algorithms that determine how heavily those
factors are weighed.

For each classification/category, the rule set 240 may
output the total score, a normalized total score, an indication
of whether the total score exceeded a threshold, a probabaility
calculated based upon the total score, and/or some other
indicator or measure of the likelithood that fraud of that
particular type/class occurred in connection with the trans-
action. In the example shown 1n FIG. 4C, 1t can be seen that
larger scores generally correspond to a greater probability
that the respective classification 1s accurate. Referring back
to FI1G. 3C, the classification at process stage 152 may be the
classification having the highest score and/or probability
under rule set 240, or may 1nclude the score and/or prob-
ability for each classification, the top three classifications,
etc.

D. Exemplary Application Fraud Detection Rule Set

Referring now to FIG. 4D, an exemplary rule set 260 may
use online search information (e.g., search terms, search
results, clicked/selected search results, etc.) to detect
whether an application was fraudulent (e.g., not populated
and/or submitted by the purported applicant). The rule set
260 may have been generated at process stage 164 of FIG.
3D, for example. The rule set 260 may be mcorporated nto
a review process that 1s generally applied to all applications
received by a particular entity or anti-fraud service, or a
review process applied only to those applications that were
flagged by a preliminary fraud alert, for example.

The factors considered under the rule set 260 may gen-
erally be probative of whether the person that submitted the
application (e.g., via a web browser, a dedicated application,
as an email attachment, by snail mail, etc.) had performed
one or more online searches indicating that he or she was
trying to learn more about the purported applicant 1n order
to populate particular fields of the application (e.g., a “home
address” field, “employment history™ fields, etc.). The “pur-
ported applicant” may be a person whose name appears in a
name and/or signature field of the application, for example.

As seen 1n FIG. 4D, the factors of exemplary rule set 260
may 1nclude: (1) whether the applicant used search terms
that included the name of the purported applicant; (2)
whether the search terms also included the words “address™
or “residence” (and possibly other synonyms or near-syn-
onyms); and/or (3) whether the search terms also included
the words “employer,” “j0b” and/or “career” (and possibly
other synonyms or near-synonyms). In other embodiments,
the rule set 260 may i1nclude more, fewer and/or diflerent
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factors than those shown in FIG. 4D. For example, the rule
set 260 may include one or more factors relating to which
search results appeared and/or were selected (e.g., “clicked”
on after appearing on a user interface) by the applicant.

Generally, the data indicative of whether the circum-
stances corresponding to the factors of rule set 260 are
present/true for a particular applicant may be included in the
first applicant search history data 170 described above 1n
connection with FIG. 3D. For example, external data col-
lection unit 42 of FIG. 1 may obtain the search terms, search
results, search result user selections, etc., needed to deter-
mine whether the various factors exist, from the applicant’s
computing device (e.g., similar to one of cardholder com-
puting devices 20) and/or from an ISP of other sources 24.
Access to such mformation may be made a condition of
having the application be considered, for example.

As 1s also seen 1n FIG. 4D, each of the factors of rule set
260 may be associated with a particular score or weighting
value. A total score may then be calculated based upon
which factors are, or are not, present. In some embodiments,
certain factors may instead be associated with negative
scores, and/or certain factors may be associated with metrics
or algorithms that determine how heavily those factors are
weighed.

The rule set 260 may then output the total score, a
normalized total score, an indication ol whether the total
score exceeded a threshold, a probability calculated based
upon the total score, and/or some other indicator or measure
of the existence or likelihood of application fraud. In the
example shown 1n FIG. 4D, 1t can be seen that larger scores
may generally correspond to a greater probability that the
application was not populated and/or submitted by the
purported applicant.

E. Exemplary Fraud Dispute Resolution Rule Set

Referring now to FIG. 4E, a flow diagram illustrates at
least a portion of a process flow 270 implementing an
exemplary rule set for fraud dispute, or potential fraud
dispute, resolution (e.g., a rule set generated at process stage
184 of FIG. 3E). The process tlow 270 may be used to help
resolve a dispute over a contested transaction, or to help a
customer recall an unrecognized transaction, for example.
FIG. 4E illustrates a process tlow, rather than just a set of
factors, 1n order to better 1llustrate an example process for
generating queries based upon the generated rules, accord-
ing to one embodiment. The process tlow 270 may corre-
spond to a particular embodiment and scenario 1n which the
transaction subject to dispute or potential dispute 1s a credit
or debit card transaction.

In the exemplary process flow 270, the rule set may
specily that a process stage 272 determines whether the
transaction was a “card present” transaction. If not, the rule
set may specity that the tflow proceed directly to a process
stage 280. If so, however, the rule set may specily that the
flow 1nstead proceeds to a process stage 274.

The rule set may also specity that process stage 274
determines whether at least one other transaction associated
with the cardholder’s account occurred within some thresh-
old number of hours (X) of the transaction at 1ssue. I not,
the rule set may specity that the flow proceeds directly to
process stage 280. I so, however, the rule set may specily
that the flow instead proceeds to a process stage 276.

Process stage 276 may generate one or more location-
related queries using transaction data associated with the
cardholder’s account. The queries may ask, for example,
whether the cardholder was 1n (or near) one or more par-
ticular geographic areas or locations at various times. If the
transaction at 1ssue occurred 1n San Francisco, for example,
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with a first other “card present” transaction occurring in
Santa Rosa four hours earlier and a second other “card
present” transaction occurring in San Jose two hours later,
process stage 276 may generate one or more queries asking
whether the cardholder made or authorized the earlier and/or
later transactions, and/or whether the cardholder traveled on
a route from Santa Rosa to San Jose that passed through San
Francisco, etc.

In some embodiments, the location-related queries are
generated based upon data associated with events or cir-
cumstances other than transactions. For example, if the
transaction at 1ssue occurred 1n Sarasota, Fla., and the data
considered under the rule set indicates that the cardholder
checked 1n to a flight to Tampa, process stage 276 may
generate one or more queries asking whether the cardholder
completed the flight, where the cardholder went after land-
ing in Tampa, etc.

The rule set may also specily that process stage 280
determines whether the transaction at 1ssue 1s associated
with a billing alias that 1s dissimilar to the name of the
merchant involved in the transaction. For example, the
computing system of the merchant (e.g., one of merchant
computing systems 22 of FIG. 1) may have sent to FAMS 14
a transaction record that 1identified the merchant by the alias,
and was presented to the cardholder as an online or paper
account statement. The determination at process stage 280
may use the billing alias to identify a legal and/or common
name of the merchant (e.g., using a relational database
stored 1n AFSS12 or FAMS 14), and determine that there 1s
at least some threshold level of dissimilarity (e.g., based
upon difference of characters, character ordering, etc.)
between the billing alias and the merchant name.

If the billing alias and merchant name are not suthiciently
dissimilar, the rule set may specily that the tlow proceeds
directly to a process stage 284. If sufliciently dissimilar,
however, the rule set may specily that the flow instead
proceeds to a process stage 282. Process stage 282 may
generate a query relating to the billing alias that was
presented to the cardholder. For example, the query may ask
whether the cardholder 1s aware that the billing alias 1s used
by that particular merchant. In some embodiments, process
stage 282 may instead generate a message that simply
informs the cardholder that the billing alias corresponds to
the merchant, without posing a question.

The rule set may specity that process stage 284 generates
one or more default queries. For example, one default query
may ask whether the cardholder lent his or her card to a
friend or family member around the time of the transaction.
In some embodiments and/or scenarios, process stage 284
may be omitted from process flow 270. Generally, the
queries (and possibly non-query messages) generated in
process flow 270 may serve to help the cardholder recall
whether the transaction was made or authorized, and/or
process flow 270 may prompt the cardholder for responses
that are considered by others (e.g., personnel of an entity
associated with FRMS 14 of FIG. 1) to determine whether
the transaction was likely fraudulent.

Although not shown in FIG. 4E, in some embodiments
process flow 270 may include a number of iterative stages in
which responses are received from the cardholder (e.g., from
the respective one of cardholder computing devices 20 in
FIG. 1) and used to generate additional, more detailed
questions for the cardholder. For example, if a first query
asks whether the cardholder recalls personally making
another “card present” transaction that occurred at a nearby
time and place, and the cardholder responds “no,” a new
query may be generated asking whether the cardholder
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recalls personally making the next closest transaction (in
terms of time and/or location).
F. Exemplary Document Fraud Detection Rule Set

Referring next to FIG. 4F, an exemplary rule set 290 (e.g.,
generated at process stage 204 of FIG. 3F) may use various
factors relating to an 1maged (e.g., photographed or scanned)
physical document to determine whether the document
should be flagged as a candidate for a more in-depth (e.g.,
manual) analysis/review for fraud purposes. The rule set 290
may correspond to a particular embodiment and scenario in
which the document 1s one that includes at least a signature
field (e.g., a personal check, a driver’s license, etc.).

The factors considered under the rule set 290 may include
a number of counterfeit factors 292 and a number of forgery
factors 294, each of which may be evaluated by image
analysis unit 52 of FIG. 1 using one or more 1mage pro-
cessing techniques. The counterteit factors 292 may relate to
the look, presentation, format and/or structure of the docu-
ment, while the forgery factors 294 may relate to the
substance, style or format of information entered in one or
more fields of the document.

As seen 1 FIG. 4F, the counterfeit factors 292 may
include: (1) whether one or more absolute or relative dimen-
s1ons and/or angles of the document, or of lines, illustrations,
patterns, etc. shown on the document (excluding user-
entered contents in fields such as the signature line), are
outside one or more predetermined tolerances; (2) whether
one or more colors on the document are outside a predeter-
mined tolerance (e.g., color/frequency range); (3) whether
one or more line thicknesses of the document (excluding
user-entered field contents) are outside one or more prede-
termined tolerances; and/or (4) whether one or more fonts on
the document (excluding user-entered field contents) are
outside one or more predetermined tolerances. For example,
image analysis unit 52 may determine whether the ratio of
the document length to the document width 1s within 0.1%
of an expected value. As another example, 1mage analysis
unit 52 may determine whether horizontal and vertical lines
on the document are within 0.3 degrees of the horizontal and
vertical edges of the document, respectively. As yet another
example, 1image analysis unit 52 may determine whether a
font used for a field descriptor or other text on the document
matches an expected font (e.g., by meeting a similarity
threshold measured 1n any suitable manner). In other
embodiments, the counterfeit factors 292 may include more,
tewer and/or different factors than those shown in FIG. 4F.

The forgery factors 294 may include: (1) whether a
signature entered 1n a signature field of the document match
1s outside a predetermined tolerance (e.g., using any suitable
signature recognition technique); (2) whether handwriting
entered 1n one or more fields of the document 1s outside a
predetermined tolerance (e.g., by applying a suitable hand-
writing recognition technique); and/or (3) whether the for-
mat of information entered by a user in one or more fields
does not match an expected format (e.g., using “9.12.16”
rather than the expected “9/12/2016,” as established based
upon other documents known to have been populated and/or
submitted by the purported applicant). In other embodi-
ments, the forgery factors 294 may include more, fewer
and/or different factors than those shown in FIG. 4F.

Generally, the data indicative of whether the circum-
stances corresponding to counterfeit factors 292 and/or
forgery factors 294 are present/true for a particular docu-
ment may be included 1n the first document 1image data 210
described above in connection with FIG. 3F.

As 1s also seen 1n FIG. 4F, each of the counterteit factors
292 and forgery factors 294 may be associated with a
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particular score or weighting value. In the rule set 290
shown 1n FIG. 4F, a total score may be calculated based upon
which factors are, or are not, present. In some embodiments,
certain factors may instead be associated with negative
scores, and/or certain factors may be associated with metrics
or algorithms that determine how heavily those factors are
weighed.

The rule set 290 may then output the total score, a
normalized total score, an indication of whether the total
score exceeded a threshold, a probability calculated based
upon the total score, and/or some other indicator or measure
of the likelihood that the document 1s fraudulent. Alterna-
tively, the rule set 290 may output a separate total score,
normalized score, probability, or other metric, for each of
counterfeit factors 292 and forgery factors 294, with the
counterfeit metric indicating the likelihood that the docu-
ment 15 a counterfeit and the forgery metric imndicating the
likelihood that the document was fraudulently populated by
someone other than the purported person (e.g., by someone
other than the person corresponding to the name, signature,
address, etc. on the document). In the example shown 1n
FIG. 4F, it can be seen that larger scores generally corre-
spond to a greater probability that the document 1s fraudu-
lent. In some embodiments, the rule set 290 also includes
one or more other types of factors not shown in FIG. 4F,
and/or omits either counterfeit factors 292 or forgery factors
294,

V. Exemplary Methods for Fraud Detection & Classification

FIGS. 5-11 depict tlow diagrams of various exemplary
computer-implemented methods that may be implemented
by one or more components of AFSS 12 of FIG. 1. In one
embodiment, AFSS 12 implements all of the methods cor-
responding to FIGS. 5-11. In other embodiments, AFSS 12
implements only a subset (e.g., one, two, etc.) of the
methods corresponding to FIGS. 5-11. Each of the methods
described below may be implemented by fraud detection/
classification unit 36 of FIG. 1, for example.

A. Exemplary Methods for Detecting Chargeback Candi-
dates and/or Compromised Merchants

Referring now to FIG. 5, an exemplary computer-imple-
mented method 300 may be used to identity a potential
chargeback scenario, e.g., to narrow down the field of
fraudulent transactions that should be further investigated
for chargeback purposes. In the method 300, chargeback
candidate detection rules may be generated or updated
(block 301). The rules may be generated or updated using a
machine learning program, such as any of the types of
machine learning programs discussed above 1n connection
with ML rule generator 40 of FIG. 1 or process stage 84 of
FIG. 2, for example. The machine learning program may be
trained using transaction data associated with a plurality of
financial transactions, and chargeback determinations each
corresponding to a respective one of the plurality of financial
transactions. The chargeback determinations (e.g., indica-
tions of whether a chargeback was or was not 1nstituted for
cach transaction) may each be made in accordance with
chargeback rules associated with (e.g., provided by) a card
network entity.

An 1ndication that fraud has been confirmed for a first
financial transaction, associated with a particular financial
account and a particular merchant, may be received (block
302). For example, an automated investigation (e.g., using
any suitable process, method or technique described herein),
and/or a manual 1nvestigation, may have been performed to
determine that the first financial transaction was fraudulent
in some way, and a user input or other data indicative of that
outcome may be received at block 302.
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First transaction data, associated with the first financial
transaction, may be retrieved (block 303). For example, a
database containing account records (e.g., account records
database 30 of FIG. 1) may contain a record of transactions
associated with each of multiple accounts, and the transac-
tion of interest may be retrieved at block 303 by accessing
the information stored in the database.

It may be determined, by applying the chargeback can-
didate detection rules generated or updated at block 301 to
the first transaction data retrieved at block 303, that a
chargeback may be warranted for the first financial transac-
tion (block 304). For example, the first financial transaction
may be flagged as a relatively strong candidate with respect
to the appropnateness of a chargeback payment from the
merchant or acquiring bank to the card issuer. In other
scenarios, not represented by FIG. 5, 1t may instead be
determined that a chargeback 1s not a good chargeback
candidate.

The determination at block 304 may be based upon
different factors, in accordance with the specific scenario
and/or embodiment. For example, the determination may be
based at least upon a card associated with the financial
account being expired when the first financial transaction
occurred. As other examples, the determination may be
based at least upon a dollar amount of the first financial
transaction (e.g., the amount exceeding a threshold), and/or
upon a second financial transaction under the same account
duplicating one or more characteristics of the first financial
transaction (e.g., the same amount, date, time, and/or other
characteristics that may be indicative of an improper dupli-
cate charge).

An 1ndication that the chargeback may be warranted may
be caused to be displayed to one or more people via one or
more respective computing device user interfaces (block
305). The indication may also specily the transaction at
1ssue, the merchant, and possibly other information such as
the transaction date, amount, etc. The indication may be sent
to a computing device of a card issuer or other entity, for
example, to prompt a full review of the first financial
transaction under the chargeback rules of the card network
entity. Block 305 may be implemented by notification unit
56 of FIG. 1, for example.

In some embodiments, the method 300 may include one
or more additional blocks not shown 1n FIG. 5. For example,
the method 300 may include an additional block in which 1t
1s determined, by applying the chargeback rules of the card
network entity to the first transaction data and additional
data associated with that transaction (e.g., additional data
received from the merchant and/or other sources), that a
chargeback i1s indeed warranted for the transaction. The
additional data may include data indicative of a card infor-
mation entry mode used to conduct the first financial trans-
action (e.g., “card present,” swiped, inserted in an EMV chip
card reader, etc.), for example. In other embodiments and/or
scenarios, the chargeback rules may be applied manually.

As another example, the method 300 may include an
additional block 1n which first account data associated with
the first financial account 1s retrieved (e.g., card expiration
date, whether the card 1s an EMV card, etc., possibly
obtained from the same account records database accessed at
block 303). In such an embodiment, block 304 may further
include applying the chargeback candidate detection rules to
the first account data.

FIG. 6 illustrates an exemplary computer-implemented
method 310 of determining that a merchant computer ter-
minal warrants a chargeback after a consumer dispute or
fraudulent transaction based upon dispute rules (or charge-
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back rules). The method 310 may include, via one or more
processors and/or transceivers, determining a merchant and/
or a merchant computing terminal associated with a fraudu-
lent financial transaction, such as by IP address (block 311).
The method 310 may include, the one or more processors
and/or transceivers, retrieving a configuration, or parameters
or specifications of the merchant computing terminal from a
memory unit, or receiving such information via wireless
communication or data transmission over one or more radio
links or wireless communication channel transmitted by the
merchant computing terminal (block 312). The method 310
may include retrieving, via the one or more processors
and/or transceivers, current or up-to-date dispute rules
regarding computer specifications or requirements (block
313). The method 310 may include comparing, via the one
or more processors, the current dispute rules regarding
computer requirements with the merchant computer termi-
nal specifications to determine whether or not the merchant
computer terminal 1s compliant with current dispute rules
(block 314). For instance, the one or more processors may
analyze the dispute rules to identily requirements or required
specifications of merchant computing terminals. The method
310 may include verifying other dispute rules are satisfied
for a valid chargeback and/or whether the financial transac-
tion 1s still within requisite time or allowable recovery
pertod. The method 310 may include, if the merchant
computer terminal 1s not compliant with the dispute rules or
computer required specifications, generating an electronic
chargeback noftification and transmitting 1t to a merchant
computing device (block 315) to facilitate merchant notifi-
cation.

For instance, the dispute rules may require merchant
computing terminals to be equipped with “chip” readers,
smart card readers, or the like. The method 310 may
determine that the merchant computing terminal 1s only
equipped with older or “swipe” technology, and 11 so, a card
issuer may be entitled to a chargeback associated with a
fraudulent transaction from the merchant.

In one aspect, a computer-implemented method of 1den-
tifying a merchant computer terminal warranting a charge-
back may be provided. The method may include (1) 1den-
tifying, via one or more processors and/or transceivers, a
merchant computer terminal (and/or an IP address of the
merchant computer terminal) associated with a fraudulent
financial transaction; (2) retrieving or receiving, via the one
or more processors and/or transceivers, an actual configu-
ration, parameters, and/or specifications associated with the
merchant computer terminal; (3) retrieving or receiving, via
the one or more processors and/or transceivers, up-to-date
dispute rules associated with chargebacks, the dispute rules
including merchant computer terminal requirements; (4)
analyzing, via the one or more processors, the dispute rules
to determine merchant computer terminal requirements; (5)
comparing, via the one or more processors and/or transce1v-
ers, the merchant computer terminal requirements from the
current dispute rules with the actual configuration, param-
cters, and/or specifications associated with the merchant
computer terminal to identily 1f the merchant computer
terminal 1s non-complaint with the dispute rules; (6) 1f the
merchant computer terminal 1s non-complaint, then gener-
ating, via the one or more processors, an electronic notifi-
cation that includes an i1dentification of the financial trans-
action at 1ssue, a transaction amount, and that a chargeback
1s warranted due to a merchant computing device being
non-compliant with the dispute rules; and/or (7) transmuit-
ting, via the one or more processors and/or transceivers, the
clectronic notification to a merchant computing device via
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wireless communication over one or more radio frequency
links to facilitating resolving financial transaction disputes.

The method may include receiving, via the one or more
processors and/or transceivers, dispute rules associated with
a credit card 1ssuer; and i1dentifying, via the one or more
processors, merchant computer terminal technical specifi-
cations that would warrant a chargeback and merchant
computer terminal technical specifications that would not
warrant a chargeback.

The method may include receiving, via the one or more
processors and/or transceivers, actual technical specifica-
tions of a merchant computer associated with the financial
transaction; comparing, via the one or more processors, the
actual technical specifications with the merchant computer
terminal technical specifications that would warrant a
chargeback to determine that a chargeback 1s warranted;
and/or generating, via the one or more processors, an
clectronic notification indicating that the chargeback 1is
warranted.

The method may include receiving, via the one or more
processors and/or transceivers, actual technical specifica-
tions of a merchant computer associated with the financial
transaction; comparing, via the one or more processors, the
actual technical specifications with the merchant computer
terminal technical specifications that would not warrant a
chargeback (or satisiy computer requirements of the dispute
rules) to determine that a chargeback 1s not warranted;
and/or generating, via the one or more processors, an
clectronic notification indicating that the chargeback 1s not
warranted based upon computer specifications.

In another aspect, a computer system configured to iden-
tify a merchant computer terminal warranting a chargeback
may be provided. The computer system may 1nclude one or
more processors and/or transceivers configured to: identify
a merchant computer terminal (and/or an IP address of the
merchant computer terminal) associated with a fraudulent
financial transaction; retrieve from a local or remote
memory umt, and/or receive via wireless communication or
data transmission over one or more radio links or wireless
communication channels, an actual configuration, param-
cters, and/or specifications associated with the merchant
computer terminal; retrieve from a local or remote memory
unit, and/or receive via wireless communication or data
transmission over one or more radio links or wireless
communication channels, up-to-date dispute rules associ-
ated with chargebacks, the dispute rules including merchant
computer terminal requirements; determine merchant coms-
puter terminal requirements from processor analysis of the
dispute rules; compare the merchant computer terminal
requirements from the current dispute rules with the actual
configuration, parameters, and/or specifications associated
with the merchant computer terminal to identity if the
merchant computer terminal 1s non-complaint with the dis-
pute rules; 1f the merchant computer terminal 1s non-com-
plaint, then generate an electronic notification that imcludes
an 1dentification of the financial transaction at 1ssue, a
transaction amount, and that a chargeback 1s warranted due
to a merchant computing device being non-compliant with
the dispute rules; and/or transmit the electronic notification
to a merchant computing device via wireless communication
or data transmission over one or more radio frequency links
or wireless communication links to facilitating resolving
financial transaction disputes.

FI1G. 7 illustrates a computer-implemented method 320 of
identifying compromised, or potentially compromised, mer-
chants and/or reducing future chargebacks (or actual losses)
or fraud. The method 320 may include, via one or more
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processors and/or transceivers (such as via wireless com-
munication or data transmission over one or more radio
frequency links and/or wireless communication channels),

(1) generating a list of chargebacks for a given period of time
(block 321); (2) inputting the list of chargebacks associated
with the merchant (and/or associated facts related to the
underlying financial transaction) into a machine learming
program that 1s trained to identify a reason why each
chargeback was generated (or actual loss was incurred),
and/or a type or classification of each chargeback (block
322) (such stolen card, lost card, account take over, fraudu-
lent application, compromised computing system, identity
thelt, counterteit card, etc.); (3) analyzing the reason and/or
the type or classification of each chargeback to identity those
chargebacks associated with a potentially compromised
merchant computer system (block 323) (such as by inputting
the reason and/or the type or classification of each charge-
back 1nto a second machine learning program traimned to
identily chargebacks associated with potentially compro-
mised merchant computer systems); (4) determining a mer-
chant associated with a number of chargebacks within the
given period of time (including those that are 1dentified as
being associated with potentially compromised merchant
computer systems) that are over a predetermined threshold
amount or an outlier amount indicative of suspicious activity
(block 324), such as a spike 1n a specific type or classifica-
tion of chargeback that 1s an individual merchant 1s expe-
riencing; (5) generating an electronic notification notifying
the potentially compromised merchant of a possibility of a
data breach or other security concern (block 323); and/or (6)
transmitting the electronic noftification to a compromised
merchant computing device (block 326) to alert the com-
promised merchant of the data breach or other security
concern.

FIG. 8 1llustrates a computer-implemented method 330 of
identifying compromised, or potentially compromised, mer-
chants. The method 330 may include, via one or more
processors and/or transceivers (such as via wireless com-
munication or data transmission over one or more radio
frequency links and/or wireless communication channels),
(1) generating financial fraud electronic alerts using a rules-
based model or engine (block 331); (2) inputting the finan-
cial fraud electronic alerts into a machine learning program
trained to determine a reason why each fraud alert was
generated (such stolen card, lost card, account take over,
fraudulent application, compromised computing system,
identity thelt, counterteit card, etc.), and/or a type or clas-
sification of each fraud alert (block 332); (3) analyzing the
reason and/or the type or classification of each fraud alert to
identify those fraud alerts associated with a potentially
compromised merchant computer system (block 333) (such
as by mputting the reason and/or the type or classification of
cach fraud alert into a second machine learning program
trained to identity fraud alerts associated with potentially
compromised merchant computer systems or determine
unusual fraud alerts for individual merchants or types of
merchants); (4) determining a merchant associated with a
number of fraud alerts (such as those i1dentified as being
associated with potentially compromised merchant com-
puter systems, or other types of alerts) that are over a
predetermined threshold or an outlier amount indicative of
suspicious activity (block 334); (5) generating an electronic
notification notifying the compromised merchant of a pos-
sibility of a data breach or other security concern (block
335); and/or (6) transmitting the electronic notification to a
compromised merchant computing device (block 336) to
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alert the compromised, or potentially compromised, mer-
chant of the data breach or other security concern.
H. Exemplary Application Fraud Detection Methods

Referring now to FIG. 9, an exemplary computer-imple-
mented method 340 may be used to detect potential appli-
cation fraud, e.g., to detect instances where an applicant for
a loan, credit, checking, savings, mvestment and/or other
type of account, service or benefit 1s not the person that he
or she purports to be. In the method 340, application data,
indicative of applicant entries 1 one or more fields of an
application associated with a potential account, may be
received (block 341). The application may be an application
received from a source computing device via the Internet
(e.g., via a web page, via a dedicated application, via email,
etc.), Tor example.

The source computing device, via which the applicant
submitted the application data, may be identified (block
342). The source computing device may be similar to one of
computing devices 20 of FIG. 1, for example. In one
embodiment, block 342 may include identifying an IP
address of the source computing device.

Search history data, indicative of one or more search
terms submitted to an Internet-based search engine (e.g., a
Google® or Yahoo® search engine) via the source comput-
ing device, may be retrieved (block 343). The search history
data may be retrieved from a database maintained by an ISP
of the applicant, or a temporary database that i1s locally
constructed based upon information received directly from
the source computing device, for example. In one embodi-
ment where the IP address of the source computing device

1s 1dentified at block 342, the search history data may
include search terms that were submitted to the Internet-
based search engine from the identified IP address.

It may be determined, by analyzing the application data
and the search history data, that the applicant may not be the
person whom the applicant purports to be (block 344), e.g.,
the person whose name and/or signature 1s included on the
application, or 1s otherwise listed or indicated 1n connection
with the application. For example, the application may be
flagged at block 344 for a further, more in-depth review. In
other scenarios, not represented by FIG. 9, 1t may instead be
determined that the applicant likely 1s the person whom he
or she purports to be, such that it 1s not necessary to flag the
application for further review.

Block 344 may include various operations, depending
upon the embodiment and/or scenario. For example, block
344 may include comparing information included 1n
retrieved search term(s) (and/or included 1n search results) to
information included in the applicant entries 1n the applica-
tion fields. As other examples, block 344 may include
comparing a name included in the search term(s) to a name
included in the applicant entries, determining that the search
term(s) 1s/are directed to discovering an address associated
with the name (e.g., by including the terms “Jonathon Doe
address” or “Jonathon Doe residence,” etc.), and/or deter-
mimng that the search term(s) 1s/are directed to discovering
an employment history associated with the name (e.g., by
including the terms “Jonathon Doe employer” or “Jonathon
Doe work history,” etc.).

An indication ol potential application fraud may be
caused to be displayed to one or more people via one or more
respective computing device user interfaces (block 3435).
The 1indication may also specity the purported applicant, the
actual applicant, and/or other relevant information. The
indication may be sent to a computing device of a card 1ssuer
or other enfity, for example, to prompt a full review of the
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application (e.g., a manual investigation). Block 345 may be
implemented by notification unit 36 of FIG. 1, for example.

In some embodiments, the method 340 may include one
or more additional blocks not shown 1n FIG. 9. For example,
in an embodiment where block 344 includes applying appli-
cation fraud detection rules to the application data and the
search history data, the method 340 may include an addi-
tional block 1n which the application fraud detection rules
are generated or updated. For example, the rules may be
generated or updated by traiming a machine learning pro-
gram, such as any of the types of machine learning programs
discussed above 1n connection with ML rule generator 40 of
FIG. 1 or process stage 84 of FIG. 2. The machine learning
program may be trained using historical application fraud
determinations made 1n connection with a plurality of other
applications, and additional search history data associated
with additional source computing devices (e.g., the devices
that submitted the data for those applications), for example.

FIG. 10 illustrates an exemplary computer-implemented
method 350 of using IP address and/or browsing activity to
identily fraudulent online or wvirtual applications. The
method 350 may include, via one or more processors and/or
transceivers, recerving an online or virtual application via
wireless communication or data transmission over one or
more radio links or wireless communication channels (block
351), such as an application for financial services, such as
vehicle, home, or personal loans, or credit cards. The virtual
application may include an IP address 1dentification and/or
a recent browser activity history of the computer. The
method 350 may include determining or retrieving a name of
the applicant listed on the online application (block 352).
The method 350 may include determining an IP address of
the source computer that generated the online application
(block 353). The method 350 may include retrieving or
receiving recent online browsing activity of the source
computer (such as by using the IP address and/or browsing
activity recerved with the virtual application, or querying the
source computer for such information) (block 354). The
method 350 may include determining if the recent online
activity of the source computer includes internet searches on
the applicant’s name and/or the applicant’s social media
presence or website (block 353) (indicating that the person
submitting the application retrieved facts about the named
applicant 1 an eflort to perform fraudulent activity or
impersonate the named applicant). If so, the method 350

may include flagging the virtual application as fraudulent,
and/or 1n need of further manual or processor review (block
356).

In one aspect, a computer-implemented method of using,
browsing activity to identify fraudulent online or virtual
applications may be provided. The method may include (1)
receiving, via one or more processors and/or transceivers, a
virtual application over one or more radio frequency links or
wireless communication channels; (2) determining, via the
one or more processors, an applicant name on the virtual
application; (3) determining, via the one or more processors,
an IP address of a source computer from which the virtual
application originated; (4) determining or receiving, via the
one or more processors and/or transceivers, an online brows-
ing or search history associated with the IP address and/or
source computer; (5) determining, via the one or more
processors, 11 the online browsing or search history indicates
recent internet searches for or on the applicant name; and/or
(6) 1f so, tlagging, via the one or more processors, the virtual
application as fraudulent and generating an electronic alert
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indicating that the virtual application 1s fraudulent to facili-
tating identifying fraudulent virtual or online applications
for goods or services.

The virtual application may include a field or routine that
records and retrieves recent online browsing or searching
activity of the source computer, and that information 1is
transmitted from the source computer along with the virtual
application when the virtual application 1s submitted. In
other words the virtual application may carry with 1t online
browsing or search activity associated with the source
computer when it 1s transmitted or submitted to a remote
server, such as a financial services provider remote server.

The virtual application may include a field or routine that
records and retrieves recent social media searching activity
of the source computer. The virtual application may include
a field or routine that records and retrieves recent internet
search engine searching activity of the source computer. The
virtual application may include an IP address field of the
source computer. The wvirtual application may include a
current GPS location of the source computer.

The method may further include determining, via the one
or more processors, whether the named applicant 1s an
existing customer; if so, receiving, via the one or more
processors, customer data from one or more sources indi-
cating a current customer location; determining, via the one
or more processors, whether the current customer location
corresponds to, or 1s within a predetermined distance of, a
location of the source computer from which the virtual
application originated; and/or if the current customer loca-
tion does not correspond to the location of the source
computer, then generating, via the one or more processors,
an electronic alert indicating such.

Determining an online browsing or search history asso-
ciated with the IP address and/or source computer may
include retrieving an online browsing or search history
stored with or within the virtual application. Receiving an
online browsing or search history associated with the IP
address and/or source computer may include receiving, via
the one or more processors and/or transceivers, an online
browsing or search history over one or more radio links or
wireless communication channels via wireless communica-
tion or data transmission. The virtual or online application
may be an application for financial services or products,
such vehicle, home, or personal loans; a credit card appli-
cation; or an application for auto, homeowners, or life
insurance.

In another aspect, a computer system configured to use IP
addresses and/or browsing activity to identily fraudulent
online or virtual applications may be provided. The com-
puter system may include one or more processors and/or
transceiver configured to: receive a virtual application via
wireless communication or data transmission over one or
more radio frequency links or wireless communication chan-
nels; determine an applicant name on the virtual application
(or retrieve the virtual applicant name saved within the
virtual application); determine an IP address of a source
computer from which the wvirtual application originated;
determine or receive an online browsing or search history
associated with the IP address and/or source computer;
determine 11 the online browsing or search history indicates
recent internet searches for, or on, the applicant name;
and/or 1f so, flag the virtual application as fraudulent and
generate an electronic alert indicating that the virtual appli-
cation 1s fraudulent to facilitating identifying fraudulent
virtual or online applications for goods or services.

FIG. 11 illustrates a computer-implemented method 360
of identifying mortgage fraud. The method 360 may include,
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via one or more processors and/or transceivers (such as via
wireless communication or data transmission over one or
more radio frequency links or wireless communication chan-
nels), (1) receiving a virtual application for a home loan or
line of credit for a property and an identity of a person or
entity applying (block 361); (2) recerving home loan or line
of credit information for the property from multiple sources
or lenders, each of the multiple sources or lenders having
provided a previous home loan or line of credit for the
property (block 362), such as providing a previous home
loan or line of credit for the property to the person or entity
applying for another home loan or line of credit; (3) retriev-
ing from a memory, or receiving an appraisal for the
property, the appraisal including an estimated or actual value
of the property (block 363), such as receiving a virtual
appraisal from another lender; (4) determining that a total
amount of the multiple home loans or lines of credit for the
property exceed the estimated or actual value of the prop-
erty, or a percentage thereof (block 364); (5) if so, generating
an electronic notification indicating that mortgage fraud
associated with the property may exist and/or denying the
application (block 365); and/or (6) transmitting the elec-
tronic notification to the multiple sources or lenders to notify
them of the potential mortgage fraud (block 366).

V1. Exemplary System for Fraud Detection & Classification

FIG. 12 depicts an exemplary computer system S00 1n
which the techniques described herein may be implemented,
according to one embodiment. The computer system 500 of
FIG. 12 may include a computing device 1n the form of a
computer 510. Components of the computer 510 may
include, but are not limited to, a processing unit 520, a
system memory 530, and a system bus 3521 that couples
various system components including the system memory
530 to the processing unit 520. The system bus 521 may be
any ol several types of bus structures including a memory
bus or memory controller, a peripheral bus, or a local bus,
and may use any suitable bus architecture. By way of
example, and not limitation, such architectures include the
Industry Standard Architecture (ISA) bus, Micro Channel
Architecture (MCA) bus, Enhanced ISA (EISA) bus, Video
Electronics Standards Association (VESA) local bus, and
Peripheral Component Interconnect (PCI) bus (also known
as Mezzanine bus).

Computer 510 may include a variety of computer-read-
able media. Computer-readable media may be any available
media that can be accessed by computer 510 and may
include both wvolatile and nonvolatile media, and both
removable and non-removable media. By way of example,
and not limitation, computer-readable media may comprise
computer storage media and communication media. Com-
puter storage media may include volatile and nonvolatile,
removable and non-removable media implemented in any
method or technology for storage of information such as
computer-readable 1nstructions, data structures, program
modules or other data. Computer storage media may
include, but 1s not limited to, RAM, ROM, FEPROM.,
FLASH memory or other memory technology, CD-ROM,
digital versatile disks (DVD) or other optical disk storage,
magnetic cassettes, magnetic tape, magnetic disk storage or
other magnetic storage devices, or any other medium which
can be used to store the desired information and which can
accessed by computer 510.

Communication media typically embodies computer-
readable instructions, data structures, program modules or
other data in a modulated data signal such as a carrier wave
or other transport mechanism, and may include any infor-
mation delivery media. The term “modulated data signal™
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means a signal that has one or more of 1ts characteristics set
or changed 1n such a manner as to encode mformation in the
signal. By way of example, and not limitation, communi-
cation media may include wired media such as a wired
network or direct-wired connection, and wireless media 5
such as acoustic, radio frequency (RF), infrared and other
wireless media. Combinations of any of the above are also
included within the scope of computer-readable media.

The system memory 530 may include computer storage
media in the form of volatile and/or nonvolatile memory 10
such as read only memory (ROM) 531 and random access
memory (RAM) 332. A basic mput/output system 533
(BIOS), containing the basic routines that help to transfer
information between elements within computer 510, such as
during start-up, 1s typically stored in ROM 531. RAM 532 15
typically contains data and/or program modules that are
immediately accessible to, and/or presently being operated
on, by processing unit 520. By way of example, and not
limitation, FIG. 12 illustrates operating system 534, appli-
cation programs 535, other program modules 336, and 20
program data 537.

The computer 510 may also include other removable/non-
removable, volatile/nonvolatile computer storage media. By
way ol example only, FIG. 12 illustrates a hard disk drive
541 that reads from or writes to non-removable, nonvolatile 25
magnetic media, a magnetic disk drive 551 that reads from
or writes to a removable, nonvolatile magnetic disk 5352, and
an optical disk drive 555 that reads from or writes to a
removable, nonvolatile optical disk 556 such as a CD ROM
or other optical media. Other removable/non-removable, 30
volatile/nonvolatile computer storage media that can be used
in the exemplary operating environment include, but are not
limited to, magnetic tape cassettes, flash memory cards,
digital versatile disks, digital video tape, solid state RAM,
solid state ROM, and the like. The hard disk drive 341 may 35
be connected to the system bus 521 through a non-remov-
able memory interface such as interface 540, and magnetic
disk drive 551 and optical disk drive 555 may be connected
to the system bus 3521 by a removable memory interface,
such as interface 5350. 40

The drives and their associated computer storage media
discussed above and illustrated 1n FIG. 12 provide storage of
computer-readable 1instructions, data structures, program
modules and other data for the computer 510. In FIG. 12, for
example, hard disk drive 541 1s illustrated as storing oper- 45
ating system 544, application programs 345, other program
modules 546, and program data 547. Note that these com-
ponents can either be the same as or different from operating,
system 534, application programs 535, other program mod-
ules 536, and program data 337. Operating system 544, 50
application programs 545, other program modules 546, and
program data 547 are given different numbers here to
illustrate that, at a minimum, they are different copies. A user
may enter commands and information into the computer 510
through mput devices such as cursor control device 561 55
(e.g., a mouse, trackball, touch pad, etc.) and keyboard 562.

A monitor 591 or other type of display device 1s also
connected to the system bus 521 via an interface, such as a
video interface 590. In addition to the monitor, computers
may also include other peripheral output devices such as 60
printer 596, which may be connected through an output
peripheral interface 593.

The computer 510 may operate in a networked environ-
ment using logical connections to one or more remote
computers, such as a remote computer 580. The remote 65
computer 380 may be a personal computer, a server, a router,
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and may 1include many or all of the elements described above
relative to the computer 510, although only a memory
storage device 381 has been illustrated i FIG. 12. The
logical connections depicted in FIG. 12 include a local area
network (LAN) 571 and a wide area network (WAN) 573,
but may also include other networks. Such networking
environments are commonplace 1n hospitals, oflices, enter-
prise-wide computer networks, intranets and the Internet.

When used in a LAN networking environment, the com-
puter 510 1s connected to the LAN 371 through a network
interface or adapter 570. When used 1n a WAN networking
environment, the computer 510 may include a modem 572
or other means for establishing communications over the
WAN 573, such as the Internet. The modem 572, which may
be 1nternal or external, may be connected to the system bus
521 via the 1nput interface 560, or other appropriate mecha-
nism. The communications connections 570, 572, which
allow the device to communicate with other devices, are an
example of communication media, as discussed above. In a
networked environment, program modules depicted relative
to the computer 510, or portions thereof, may be stored in
the remote memory storage device 581. By way of example,
and not limitation, FIG. 12 illustrates remote application
programs 385 as residing on memory device 381.

The techmiques for detecting and/or classifying fraud
described above may be implemented 1n part or in their
entirety within a computer system such as the computer
system 500 1llustrated 1n FIG. 12. The computer 510 may be
included i AFSS 12 of FIG. 1, for example, and/or the
remote application programs 385 may include one or more
applications of either FAMS 14, one of cardholder comput-
ing device 20, one of merchant computing systems 22, or a
computing device of other sources 24. Moreover, the func-
tionality of fraud detection/classification unit 36 of FIG. 1
may be mmplemented by one or more of application pro-
grams 5335 and/or other program modules 536. As another
example, ML rules database 58, account holder behaviors
database 60 and/or chargeback rules database 62 of FIG. 1
may be stored in hard disk drive 541 (e.g., as program data
547), magnetic disk 352 and/or optical disk drive 555,
and/or the data retrieved by fraud detection/classification
umt 36 of FIG. 1 may be stored 1n hard disk drive 541 (e.g.,
as program data 547) and/or RAM 532 (e.g., as program data
537).

VII. Exemplary Method Embodiments

In another aspect, a computer-implemented method,
implemented in one or more servers or other computing
devices, of identifying a potential chargeback scenario may
include (1) generating or updating, by one or more proces-
sors of the one or more servers, chargeback candidate
detection rules, at least by training a machine learning
program using at least (1) transaction data associated with a
plurality of financial transactions, and (i1) chargeback deter-
minations each made 1n accordance with chargeback rules
associated with a card network entity, and each correspond-
ing to a respective one of the plurality of financial transac-
tions; (2) receiving, by the one or more processors, an
indication that fraud has been confirmed for a first financial
transaction associated with a merchant and a first financial
account; (3) retrieving, by the one or more processors and
from an account records database, first transaction data
associated with the first financial transaction; (4) determin-
ing, by the one or more processors applying the chargeback
candidate detection rules to the first transaction data, that a
chargeback may be warranted for the first financial transac-
tion; and/or (5) causing, by the one or more processors, an
indication that the chargeback may be warranted to be
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displayed to one or more people via one or more respective
computing device user interfaces, wherein the indication
may further specifying at least the first financial transaction
and the merchant. The method may include additional, fewer
or alternative actions, such as any of those discussed else-
where herein.

For instance, the method may further include determining,
by the one or more processors applying the chargeback rules
to (1) the first transaction data and (1) additional data
associated with the first financial transaction, that a charge-
back 1s warranted for the first financial transaction.

Additionally or alternatively, the method may further
include, prior to determining that the chargeback 1s war-
ranted, receiving at least a portion of the additional data
from the merchant. Additionally or alternatively, the portion
of the additional data received from the merchant may
include data indicative of a card information entry mode
used to conduct the first financial transaction.

Additionally or alternatively, the method may further
include retrieving, by the one or more processors and from
the account records database, first account data associated
with the first financial account, and determining that the
chargeback may be warranted for the first financial transac-
tion may further be performed by the one or more processors
applying the chargeback candidate detection rules to the first
account data.

Additionally or alternatively, determining that a charge-
back may be warranted for the first financial transaction may
include determining that a chargeback may be warranted
based at least upon a card associated with the first financial
account being expired when the first financial transaction
occurred. Additionally or alternatively, determining that a
chargeback may be warranted for the first financial transac-
tion may include determining that a chargeback may be
warranted based at least upon (1) a dollar amount of the first
financial transaction, and/or (1) a second financial transac-
tion duplicating one or more characteristics of the first
financial transaction.

In another aspect, a computer-implemented method,
implemented 1n one or more servers or other computing
devices, of detecting potential application fraud may include
(1) receiving, by one or more processors of the one or more
servers, application data indicative of applicant entries 1n
one or more fields of an application associated with a
potential account; (2) identifying, by the one or more
processors, a source computing device via which the appli-
cant submitted the application data; (3) retrieving, by the one
or more processors and from a database, search history data
indicative ol one or more search terms submitted to an
Internet-based search engine via the source computing
device; (4) determining, by the one or more processors
analyzing the application data and the search history data,
that the applicant may not be a person whom the applicant
purports to be; and/or (5) causing, by the one or more
processors, an indication of potential application fraud to be
displayed to one or more people via one or more respective
computing device user intertaces. The method may include
additional, fewer or alternative actions, such as any of those
discussed elsewhere herein.

For instance, i1dentifying the source computing device
may include identifying an Internet Protocol (IP) address of
the source computing device. Additionally or alternatively,
retrieving search history data may include retrieving search
history data indicative of search terms submitted to the
Internet-based search engine from the identified IP address.

Additionally or alternatively, determining that the appli-
cant may not be the person whom the applicant purports to
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be may include comparing information included in the one
or more search terms to mformation included in the appli-
cant entries 1n the one or more fields; comparing a name
included 1n the one or more search terms to a name included
in the applicant entries in the one or more fields; determining
that the applicant may not be the person whom the applicant
purports to be may further include determining that the one
or more search terms are directed to discovering an address
associated with the name; and/or determining that the one or
more search terms are directed to discovering an employ-
ment history associated with the name.

Additionally or alternatively, (1) determinming that the
applicant 1s not, or may not be, the person whom the
applicant purports to be may include determiming, by the one
or more processors applyving application fraud detection
rules to the application data and the search history data, that
the applicant may not be a person whom the applicant
purports to be; and/or (2) the method may further include
generating or updating, by the one or more processors, the
application fraud detection rules, at least by training a
machine learning program using at least (1) historical appli-
cation fraud determinations made in connection with a
plurality of applications, and (11) additional search history
data associated with a plurality of additional source com-
puting devices.

VIII. Exemplary System Embodiments

In another aspect, a computer system for identifying a
potential chargeback scenario may include (1) an account
records database configured to store data associated with a
plurality of financial accounts; (2) a rules database config-
ured to store chargeback candidate detection rules; (3) one
or more processors; and/or (4) a non-transitory memory. The
non-transitory memory stores instructions that, when
executed by the one or more processors, may cause the one
or more processors to (1) generate or update the chargeback
candidate detection rules, at least by traiming a machine
learning program using at least (1) transaction data associ-
ated with a plurality of financial transactions stored in the
account records database, and (11) chargeback determina-
tions each made 1n accordance with chargeback rules asso-
ciated with a card network entity, and each corresponding to
a respective one of the plurality of financial transactions; (2)
receive an indication that fraud has been confirmed for a first
financial transaction associated with a merchant and a first
financial account; (3) retrieve, from the account records
database, first transaction data associated with the first
financial transaction; (4) determine, by applying the charge-
back candidate detection rules stored 1n the rules database to
the first transaction data, that a chargeback may be war-
ranted for the first financial transaction; and/or (5) cause an
indication that the chargeback may be warranted to be
displayed to one or more people via one or more respective
computing device user interfaces, wherein the indication
may further specily at least the first financial transaction and
the merchant. The system may include additional, fewer or
alternative components, features and/or functionality, such
as any ol those discussed elsewhere herein.

For instance, the instructions may further cause the one or
more processors to determine, by applying the chargeback
rules to (1) the first transaction data and (11) additional data
associated with the first financial transaction, that a charge-
back 1s warranted for the first financial transaction. Addi-
tionally or alternatively, the instructions may further cause
the one or more processors to, prior to determining that the
chargeback 1s warranted, receive at least a portion of the
additional data from the merchant.
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Additionally or alternatively, the portion of the additional
data recei1ved from the merchant may include data indicative
of a card mformation entry mode used to conduct the first
financial transaction. Additionally or alternatively, the
instructions may further cause the one or more processors to
retrieve, from the account records database, first account
data associated with the first financial account, and/or the
instructions may cause the one or more processors to deter-
mine that the chargeback may be warranted for the first
financial transaction further by applying the chargeback
candidate detection rules to the first account data.

Additionally or alternatively, the instructions may cause
the one or more processors to determine that a chargeback
may be warranted for the first financial transaction based at
least upon a card associated with the first financial account
being expired when the first financial transaction occurred.
Additionally or alternatively, the instructions may cause the
one or more processors to determine that a chargeback may
be warranted for the first financial transaction based at least
upon (1) a dollar amount of the first financial transaction,
and/or (11) a second financial transaction duplicating one or
more characteristics of the first financial transaction.

In another aspect, a computer system for detecting poten-
tial application fraud may include (1) a search history
database configured to store data associated with a plurality
of Internet searches; (2) one or more processors; and/or (3)
a non-transitory memory. The non-transitory memory stores
instructions that, when executed by the one or more proces-
sors, may cause the one or more processors to (1) receive
application data indicative of applicant entries 1 one or
more fields of an application associated with a potential
account; (2) identily a source computing device via which
the applicant submitted the application data; (3) retrieve,
from the search history database, search history data indica-
tive of one or more search terms submitted to an Internet-
based search engine via the source computing device; (4)
determine, by analyzing the application data and the search
history data, that the applicant may not be a person whom
the applicant purports to be; and/or (5) cause an indication
of potential application fraud to be displayed to one or more
people via one or more respective computing device user
interfaces. The system may include additional, fewer or
alternative components, features and/or functionality, such
as any ol those discussed elsewhere herein.

For instance, the mstructions may cause the one or more
processors to 1dentify the source computing device at least
by 1dentitying an Internet Protocol (IP) address of the source
computing device. Additionally or alternatively, the search
history data may be indicative of search terms submitted to
the Internet-based search engine from the identified IP
address.

The 1nstructions may cause the one or more processors to
determine that the applicant may not be the person whom the
applicant purports to be (1) at least by comparing informa-
tion 1ncluded 1n the one or more search terms to information
included in the applicant entries 1n the one or more fields; (11)
at least by comparing a name included 1n the one or more
search terms to a name included in the applicant entries 1n
the one or more fields; (111) further by determining that the
one or more search terms are directed to discovering an
address associated with the name; and/or (1v) further by
determining that the one or more search terms are directed
to discovering an employment history associated with the
name.

Additionally or alternatively, (1) the instructions may
cause the one or more processors to determine that the
applicant may not be the person whom the applicant pur-
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ports to be at least by determining, by applying application
fraud detection rules to the application data and the search
history data, that the applicant may not be the person whom
the applicant purports to be; and/or (2) the mstructions may
further cause the one or more processors to generate or
update the application fraud detection rules, at least by
training a machine learning program using at least (1)
historical application fraud determinations made in connec-
tion with a plurality of applications, and (11) additional
search history data associated with a plurality of additional
source computing devices.

IX. Exemplary Computer-Readable Medium Embodiments

In one aspect, a non-transitory, computer-readable
medium storing instructions that, when executed by one or
more processors, may cause the one or more processors 1o
(1) generate or update chargeback candidate detection rules,
at least by training a machine learning program using at least
(1) transaction data associated with a plurality of financial
transactions, and (11) chargeback determinations each made
in accordance with chargeback rules associated with a card
network entity, and each corresponding to a respective one
of the plurality of financial transactions; (2) receive an
indication that fraud has been confirmed for a first financial
transaction associated with a merchant and a first financial
account; (3) retrieve, from an account records database, first
transaction data associated with the first financial transac-
tion; (4) determine, by applying the chargeback candidate
detection rules to the first transaction data, that a chargeback
may be warranted for the first financial transaction; and/or
(35) cause an indication that the chargeback may be war-
ranted to be displayed to one or more people via one or more
respective computing device user interfaces, wherein the
indication may further specity at least the first financial
transaction and the merchant. The system may include
additional, fewer or alternative components, features and/or
functionality, such as any of those discussed elsewhere
herein.

For instance, the instructions may further cause the one or
more processors to determine, by applying the chargeback
rules to (1) the first transaction data and (11) additional data
associated with the first financial transaction, that a charge-
back 1s warranted for the first financial transaction. Addi-
tionally or alternatively, the instructions may further cause
the one or more processors to, prior to determining that the
chargeback 1s warranted, receive at least a portion of the
additional data from the merchant.

Additionally or alternatively, the portion of the additional
data recerved from the merchant may include data indicative
of a card mformation entry mode used to conduct the first
financial transaction. Additionally or alternatively, the
instructions may further cause the one or more processors to
retrieve, from the account records database, first account
data associated with the first financial account, and/or the
instructions may cause the one or more processors to deter-
mine that the chargeback may be warranted for the first
financial transaction further by applying the chargeback
candidate detection rules to the first account data.

Additionally or alternatively, the instructions may cause
the one or more processors to determine that a chargeback
may be warranted for the first financial transaction based at
least upon a card associated with the first financial account
being expired when the first financial transaction occurred.

In another aspect, a non-transitory, computer-readable
medium stores instructions that, when executed by one or
more processors, may cause the one or more processors to
(1) receive application data indicative of applicant entries 1n
one or more fields of an application associated with a
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potential account; (2) identity a source computing device via
which the applicant submitted the application data; (3)
retrieve, from a search history database, search history data
indicative of one or more search terms submitted to an
Internet-based search engine via the source computing
device; (4) determine, by analyzing the application data and
the search history data, that the applicant may not be a
person whom the applicant purports to be; and/or (35) cause
an indication of potential application fraud to be displayed
to one or more people via one or more respective computing,
device user interfaces. The computer-readable medium may
store 1nstructions that include additional, fewer or alterna-

tive actions, such as any of those discussed elsewhere
herein.

For instance, the mstructions may cause the one or more
processors to 1dentily the source computing device at least
by 1dentitying an Internet Protocol (IP) address of the source
computing device. Additionally or alternatively, the search
history data may be indicative of search terms submitted to
the Internet-based search engine from the identified IP
address. Additionally or alternatively, the instructions may
cause the one or more processors to determine that the
applicant may not be the person whom the applicant pur-
ports to be at least by comparing information included in the
one or more search terms to information included i the
applicant entries 1n the one or more fields.

X. Additional Considerations

The following additional considerations apply to the
foregoing discussion. Throughout this specification, plural
instances may implement operations or structures described
as a single mstance. Although individual operations of one
or more methods are illustrated and described as separate
operations, one or more of the individual operations may be
performed concurrently, and nothing requires that the opera-
tions be performed 1n the order illustrated. These and other
variations, modifications, additions, and improvements fall
within the scope of the subject matter herein.

What 1s claimed:

1. A computer-implemented method of using browsing
activity to 1dentily fraudulent online or virtual applications,
the method comprising:

determining, by the one or more processors, an applicant

name on a virtual application;

determining, by the one or more processors, an IP address

ol a source computer from which the virtual application
originated;

determining, by the one or more processors, an online

browsing or search history associated with the IP
address:

determining, by the one or more processors, whether the

online browsing or search history indicates recent Inter-
net searches for the applicant name; and

in response to determining that the online browsing or

search history does indicate recent Internet searches for
the applicant name, (1) flagging, by the one or more
processors, the virtual application as fraudulent and (11)
generating an electronic alert indicating that the virtual
application 1s fraudulent.

2. The computer-implemented method of claim 1,
wherein the virtual application includes a field or routine
that records recent online browsing or searching activity of
the source computer, and the method further comprises
receiving a recorded recent online browsing or searching
activity of the source computer along with the wvirtual
application when the virtual application 1s submitted.
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3. The computer-implemented method of claim 1,
wherein the virtual application includes a field or routine
that records recent social media searching activity of the
source computer.

4. The computer-implemented method of claim 1,
wherein the virtual application includes a field or routine
that records recent Internet search engine searching activity
of the source computer.

5. The computer-implemented method of claim 1,
wherein the virtual application includes an IP address field
of the source computer, and wherein determining the IP
address of the source computer includes reading the IP

address field of the virtual application.
6. The computer-implemented method of claim 1,

wherein the virtual application includes a field indicating a
current GPS location of the source computer.
7. The computer-implemented method of claim 1, the
method further comprising;
determiming, by the one or more processors, whether the
applicant name corresponds to an existing customer;

alter determining that the applicant name corresponds to
an existing customer, receiving, by the one or more
processors, customer data from one or more sources
indicating a current customer location;

determiming, by the one or more processors, whether the

current customer location corresponds to, or 1s within a
predetermined distance of, a location of the source
computer from which the virtual application originated;
and

in response to determining that the current customer

location does not correspond to the location of the
source computer, generating, by the one or more pro-
cessors, an electronic alert indicating such.

8. The computer-implemented method of claim 1,
wherein determining an online browsing or search history
associated with the IP address includes retrieving an online
browsing or search history that 1s stored with or within the
virtual application.

9. The computer-implemented method of claim 1,
wherein determining an online browsing or search history
associated with the IP address includes receiving, by the one
or more processors and via the one or more transceivers, the
online browsing or search history over one or more radio
links.

10. The computer-implemented method of claim 1,
wherein the virtual application 1s an application for financial
services or products, a credit card application, or an appli-
cation for auto, homeowners, or life insurance.

11. A computer system configured to use IP addresses and
browsing activity to 1identify fraudulent virtual applications,
the computer system comprising:

one or more transceivers; and

one or more processors configured to:

determine an applicant name on a virtual application;

determine an IP address of a source computer from
which the virtual application originated;

determine an online browsing or search history asso-
ciated with the IP address:

determine whether the online browsing or search his-
tory indicates recent Internet searches for the appli-
cant name; and

in response to determining that the online browsing or
search history does indicate recent Internet searches
for the applicant name, (1) flag the virtual application
as fraudulent and (1) generate an electronic alert
indicating that the virtual application 1s fraudulent.
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12. The computer system of claim 11, wherein the virtual
application includes a field or routine that records recent
online browsing or searchung activity of the source com-
puter, and wherein the received virtual application includes

the source computer.
13. The computer system of claim 11, wherein the virtual
application includes a field or routine that records recent

social media searching activity of the source computer.

14. The computer system of claim 11, wherein the virtual
application includes an IP address field of the source com-
puter, and wherein the one or more processors are configured
to determine the IP address of the source computer at least
by reading the IP address field of the virtual application.

15. The computer system of claim 11, wherein the virtual
application includes a field indicating a current GPS location
of the source computer.

16. The computer system of claim 11, wherein the online
browsing or search history associated with the IP address 1s
stored with or within the virtual application.

17. A non-transitory, computer-readable medium storing
instructions that, when executed by one or more processors,
cause the one or more processors to:

determine an applicant name on a virtual application;

determine an IP address of a source computer {from which

the virtual application originated;

the recorded recent online browsing or searching activity of >
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determine an online browsing or search history associated
with the IP address; determine whether the online
browsing or search history indicates recent Internet
searches for the applicant name; and

in response to determining that the online browsing or

search history does indicate recent Internet searches for
the applicant name, (1) flag the virtual application as
fraudulent and (11) generate an electronic alert indicat-
ing that the virtual application 1s fraudulent.

18. The non-transitory, computer-readable medium of
claim 17, wherein the virtual application includes a field or
routine that records recent online browsing or searching
activity of the source computer, and wherein the received
virtual application includes the recorded recent online
browsing or searching activity of the source computer.

19. The non-transitory, computer-readable medium of
claim 17, wherein the virtual application 1includes a field or
routine that records recent social media searching activity of
the source computer.

20. The computer system of claim 17, wherein the virtual
application includes an IP address field of the source com-
puter, and wherein the instructions cause the one or more
processors to determine the IP address of the source com-
puter at least by reading the IP address field of the virtual
application.
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