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SYSTEM AND METHOD FOR
UNSUPERVISED DENSITY BASED TABLE
STRUCTURE IDENTIFICATION

COPYRIGHT NOTICE

A portion of the disclosure of this patent document
contains material which 1s subject to copyright protection.
The copyright owner has no objection to the facsimile
reproduction by anyone of the patent document or the patent
disclosure, as 1t appears 1n the Patent and Trademark Oflice
patent file or records, but otherwise reserves all copyright
rights whatsoever.

TECHNICAL FIELD

The present disclosure generally relates to machine learn-
ing models for processing unstructured data, and more
specifically, to systems and methods for unsupervised den-
sity based table structure i1dentification.

BACKGROUND

The subject matter discussed 1n the background section
should not be assumed to be prior art merely as a result of
its mention 1n the background section. Similarly, a problem
mentioned 1n the background section or associated with the
subject matter of the background section should not be
assumed to have been previously recognized in the prior art.
The subject matter 1n the background section merely repre-

sents different approaches, which 1n and of themselves may
also be mmventions.

Documents often contain table structures in different
formats. For documents 1n an noneditable format (e.g., PDF,
picture format, etc.), existing systems may apply optical
character recognition (OCR) with line detectors to infer
table structures. For example, the system may identily
horizontal or vertical lines that define the grids of the table
structure, and then 1n turn extract contents within each
identified grnid as the cell value. However, when the table
structure does not have any visible lines separating rows and
columns, traditional methods of OCR with line detection
may not apply.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a block diagram of an example envi-
ronment wherein systems and methods for identifying a
table structure based on the word density may be provided
and used according to some embodiments.

FIG. 2 1llustrates a block diagram of another example
environment according to some embodiments.

FIG. 3 1s a simplified diagram of a computing device
implementing unsupervised density-based table structure
identification, according to some embodiments.

FIG. 4 1s a simplified logic flow diagram illustrating a
method for 1dentifying a table structure from a block of text
based on the word density of the block of text using the
computing device shown 1n FIG. 3, according to embodi-
ments described herein.

FIGS. 5A-5D are examples of a table structure 1llustrative
of the method of identifying the table structure from the
block of text shown i FIG. 4, according to embodiments
described herein.

FIG. 6 1s a simplified logic flow diagram illustrating
details of identifying cells for the table structure as part of
the method shown 1 FIG. 4, according to embodiments
described herein.
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2

FIG. 7 1s an example segment of a table structure from the
block of text illustrating the process of identifying cells

discussed in FIG. 6, according to embodiments described
herein.

FIG. 8 1s a simplified logic flow diagram illustrating
details of expanding an 1dentified cell horizontally to 1den-
tify a row for the table structure as part of the method shown
in FIG. 4, according to embodiments described herein.

FIG. 9 1s an example segment of a table structure from the
block of text illustrating the process of 1dentifying the row
discussed 1n FIG. 8, according to embodiments described
herein.

FIG. 10 1s a simplified logic flow diagram illustrating
details of expanding identified cells vertically to identify a
column for the table structure as part of the method shown
in FIG. 4, according to embodiments described herein.

FIG. 11 1s an example segment of a table structure from
the block of text illustrating the process of identifying a
column discussed 1 FIG. 10, according to embodiments
described herein.

In the figures, elements having the same designations
have the same or similar functions.

DETAILED DESCRIPTION

This description and the accompanying drawings that
illustrate aspects, embodiments, implementations, or appli-
cations should not be taken as limiting—the claims define
the protected invention. Various mechanical, compositional,
structural, electrical, and operational changes may be made
without departing from the spirit and scope of this descrip-
tion and the claims. In some instances, well-known circuits,
structures, or techniques have not been shown or described
in detail as these are known to one skilled 1n the art. Like
numbers i two or more figures represent the same or similar
clements.

In this description, specific details are set forth describing
some embodiments consistent with the present disclosure.
Numerous specific details are set forth 1n order to provide a
thorough understanding of the embodiments. It will be
apparent, however, to one skilled imn the art that some
embodiments may be practiced without some or all of these
specific details. The specific embodiments disclosed herein
are meant to be illustrative but not limiting. One skilled 1n
the art may realize other elements that, although not spe-
cifically described here, are within the scope and the spirit
of this disclosure. In addition, to avoid unnecessary repeti-
tion, one or more features shown and described 1n associa-
tion with one embodiment may be incorporated into other
embodiments unless specifically described otherwise or 1if
the one or more features would make an embodiment
non-functional.

As used herein, the term “network™ may include any
hardware or software-based framework that includes any
artificial intelligence network or system, neural network or
system and/or any training or learning models implemented
thereon or therewith.

As used herein, the term “module” may include hardware
or software-based framework that performs one or more
functions. In some embodiments, the module may be 1mple-
mented on one or more neural networks.

Overview

In view of the need for a robust mechanism for table
detection, embodiments described herein provide a word
density-based clustering method to infer table structure from
document. Specifically, a number of words are identified
from a block of text (e.g., within a rectangular region) 1n an
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noneditable document, and the X-Y coordinates of each
word relative to the rectangular region are 1dentified. Based
on the word density of the rectangular region, the words are
grouped 1nto clusters using a heuristic radius search method.
For example, when the rectangular region 1s 100x200 units
in size and has an average word density of 60%, two words
that are less than a certain threshold (e.g., 5 units, etc.) apart
in X-coordinate, are likely to be grouped into the same
cluster. Words that are grouped into the same cluster are
determined to be the element that belong to the same cell. In
this way, the cells of the table structure can be i1dentified.
Once the cells are 1dentified based on the word density of the
block of text, the identified cells can be expanded horizon-
tally or grouped vertically to identity rows or columns of the
table structure.

Example Environment

The system and methods of the present disclosure can
include, incorporate, or operate 1n conjunction with or in the
environment of a database, which 1n some embodiments can
implemented as a multi-tenant, cloud-based architecture.
Multi-tenant cloud-based architectures have been developed
to improve collaboration, integration, and community-based
cooperation between customer tenants without sacrificing
data security. Generally speaking, multi-tenancy refers to a
system where a single hardware and software platform
simultaneously supports multiple user groups (also referred
to as “organizations” or “tenants”) from a common data
storage element (also referred to as a “multi-tenant data-
base”). The multi-tenant design provides a number of advan-
tages over conventional server virtualization systems. First,
the multi-tenant platform operator can often make improve-
ments to the platform based upon collective information
from the entire tenant community. Additionally, because all
users 1n the multi-tenant environment execute applications
within a common processing space, 1t 1s relatively easy to
grant or deny access to specific sets of data for any user
within the multi-tenant platform, thereby improving collabo-
ration and integration between applications and the data
managed by the various applications. The multi-tenant
architecture therefore allows convenient and cost-eflective
sharing of similar application features between multiple sets
of users. In some embodiments, the multi-tenant architecture
may provide the data table transformation from an unstruc-
tured table to a one-dimensional relational table, as dis-
cussed herein.

FIG. 1 illustrates a block diagram of an example envi-
ronment 110 according to some embodiments. Environment
110 may include user systems 112, network 114, system 116,
processor system 117, application platform 118, network
interface 120, tenant data storage 122, system data storage
124, program code 126, and process space 128 for executing,
database system processes and tenant-specific processes,
such as running applications as part of an application hosting
service. In other embodiments, environment 110 may not
have all of the components listed and/or may have other
elements 1nstead of, or 1n addition to, those listed above.

In some embodiments, the environment 110 1s an envi-
ronment 1n which an on-demand database service exists. A
user system 112 may be any machine or system that 1s used
by a user to access a database user system. For example, any
of user systems 112 can be a handheld computing device, a
mobile phone, a laptop computer, a notepad computer, a
work station, and/or a network of computing devices. As
illustrated 1n FIG. 1 (and in more detail in FIG. 2) user
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4

systems 112 might interact via a network 114 with an
on-demand database service, which 1s system 116.

An on-demand database service, such as that which can be
implemented using the system 116, 1s a service that 1s made
available to users outside of the enterprise(s) that own,
maintain or provide access to the system 116. In some
implementations, the on-demand database service may
include operations on a relational database. As described
above, such users do not need to necessarily be concerned
with building and/or maintaining the system 116. Instead,
resources provided by the system 116 may be available for
such users’ use when the users need services provided by the
system 116—=¢.g., on the demand of the users. Some on-
demand database services may store mformation from one
or more tenants stored into tables of a common database
image to form a multi-tenant database system (MTS).
Accordingly, the “on-demand database service 116" and the
“system 116 will be used interchangeably herein. The term
“multi-tenant database system™ can refer to those systems 1n
which various elements of hardware and software of a
database system may be shared by one or more customers or
tenants. For example, a given application server may simul-
taneously process requests for a great number of customers,
and a given database table may store rows of data such as
feed 1tems for a potentially much greater number of cus-
tomers. A database 1image may include one or more database
objects. A relational data base management system
(RDBMS) or the equivalent may execute storage and
retrieval of information against the data base object(s).

The application platform 118 may be a framework that
allows the applications of system 116 to run, such as the
hardware and/or software infrastructure, e.g., the operating
system. In an embodiment, on-demand database service 116
may include an application platform 118 that enables cre-
ating, managing, and executing one or more applications
developed by the provider of the on-demand database ser-
vice, users accessing the on-demand database service via
user systems 112, or third-party application developers
accessing the on-demand database service via user systems
112.

The users of user systems 112 may differ in their respec-
tive capacities, and the capacity of a particular user system
112 might be entirely determined by permissions (permis-
sion levels) for the current user. For example, where a
salesperson 1s using a particular user system 112 to interact
with system 116, that user system has the capacities allotted
to that salesperson. However, while an administrator 1s using
that user system 112 to interact with system 116, that user
system 112 has the capacities allotted to that administrator.
In systems with a hierarchical role model, users at one
permission level may have access to applications, data, and
database information accessible by a lower permission level
user, but may not have access to certain applications, data-
base information, and data accessible by a user at a higher
permission level. Thus, different users will have di
capabilities with regard to accessing and moditying appli-
cation and database information, depending on a user’s
security or permission level.

The network 114 1s any network or combination of
networks of devices that communicate with one another. For
example, the network 114 can be any one or any combina-
tion of a local area network (LAN), wide area network
(WAN), telephone network, wireless network, point-to-point
network, star network, token ring network, hub network, or
other appropriate configuration. As the most common type
of computer network 1n current use 1s a transfer control
protocol and Internet protocol (TCP/IP) network, such as the




US 11,347,708 B2

S

global nter network of networks often referred to as the
“Internet” with a capital “I” that network will be used 1n
many of the examples herein. However, 1t should be under-
stood that the networks that the present embodiments might
use are not so limited, although TCP/IP 1s a frequently
implemented protocol.

The user systems 112 might communicate with system
116 using TCP/IP and, at a higher network level, use other
common Internet protocols to communicate. Such as hyper-
text transier protocol (HT'TP), file transier protocol (FTP),
Andrew file system (AFS), wireless application protocol
(WAP), etc. In an example where HTTP 1s used, user system
112 might include an HT'TP client commonly referred to as
a “browser” for sending and receiving HITP messages to
and from an HTTP server at system 116. Such an HTTP
server might be implemented as the sole network interface
between system 116 and network 114, but other techniques
might be used as well or instead. In some 1implementations,
the interface between system 116 and network 114 includes
load sharing functionality, such as round-robin HTTP
request distributors to balance loads and distribute incoming,
HTTP requests evenly over a plurality of servers. At least for
the users that are accessing that server, each of the plurality
of servers has access to the MTS data; however, other
alternative configurations may be used instead.

In some embodiments, the system 116, shown 1n FIG. 1,
implements a web-based customer relationship management
(CRM) system. For example, 1n one embodiment, system
116 includes application servers configured to implement
and execute CRM software applications as well as provide
related data, code, forms, webpages and other information to
and from user systems 112 and to store to, and retrieve from,
a database system related data, objects, and web page
content. With a multi-tenant system, data for multiple ten-
ants may be stored 1n the same physical database object.
However, tenant data typically 1s arranged so that data of one
tenant 1s kept logically separate from that of other tenants so
that one tenant does not have access to another tenant’s data,
unless such data 1s expressly shared. In certain embodi-
ments, the system 116 implements applications other than,
or 1n addition to, a CRM application. For example, system
16 may provide tenant access to multiple hosted (standard
and custom) applications, including a CRM application.
User (or third-party developer) applications, which may or
may not mclude CRM, may be supported by the application
platform 118, which manages creation, storage of the appli-
cations into one or more database objects, and executing of
the applications 1n a virtual machine in the process space of
the system 116.

One arrangement for elements of the system 116 1s shown
in FIG. 1, including the network interface 120, the applica-
tion platform 118, the tenant data storage 122 for tenant data
123, the system data storage 124 for system data 125
accessible to system 116 and possibly multiple tenants, the
program code 126 for implementing various functions of the
system 116, and the process space 128 for executing MTS
system processes and tenant-specific processes, such as
running applications as part of an application hosting ser-
vice. Additional processes that may execute on system 116
include database indexing processes.

Several elements 1n the system shown in FIG. 1 include
conventional, well-known elements that are explained only
briefly here. For example, each of the user systems 112 could
include a desktop personal computer, workstation, laptop,
notepad computer, PDA, cell phone, or any wireless access
protocol (WAP) enabled device or any other computing
device capable of iterfacing directly or indirectly to the

10

15

20

25

30

35

40

45

50

55

60

65

6

Internet or other network connection. Each of the user
systems 112 typically runs an HTTP client, e.g., a browsing
program, such as Microsoit’s Internet Explorer browser,
Netscape’s Navigator browser, Opera’s browser, or a WAP-
enabled browser in the case of a cell phone, notepad
computer, PDA or other wireless device, or the like, allow-
ing a user (e.g., subscriber of the multi-tenant database
system) of the user systems 112 to access, process, and view
information, pages, and applications available to 1t from the
system 116 over the network 114. Each of the user systems
112 also typically includes one or more user interface
devices, such as a keyboard, a mouse, trackball, touch pad,
touch screen, pen or the like, for interacting with a graphical
user interface (GUI) provided by the browser on a display
(e.g., a monitor screen, liquid crystal display (LCD) monitor,
light emitting diode (LED) monitor, organic light emitting
diode (OLED) monitor, etc.) mn conjunction with pages,
forms, applications, and other information provided by the
system 116 or other systems or servers. For example, the
user interface device can be used to access data and appli-
cations hosted by system 116, and to perform searches on
stored data, and otherwise allow a user to interact with
vartous GUI pages that may be presented to a user. As
discussed above, embodiments are suitable for use with the
Internet, which refers to a specific global mternetwork of
networks. However, 1t should be understood that other
networks can be used instead of the Internet, such as an
intranet, an extranet, a virtual private network (VPN), a
non-TCP/IP based network, any LAN or WAN or the like.

According to one embodiment, each of the user systems
112 and all of 1ts components are operator configurable
using applications, such as a browser, including computer
code run using a central processing unit such as an Intel
Pentium® processor or the like. Similarly, system 116 (and
additional instances of an MTS, where more than one i1s
present) and all of their components might be operator
configurable using application(s) including computer code
to run using a central processing unit such as the processor
system 117, which may include an Intel Pentium® processor
or the like, and/or multiple processor units. A computer
program product embodiment includes a machine-readable
storage medium (media) having instructions stored thereon/
in which can be used to program a computer to perform any
of the processes of the embodiments described herein.
Computer code for operating and configuring the system 116
to intercommunicate and to process webpages, applications
and other data and media content as described herein are
preferably downloaded and stored on a hard disk, but the
entire program code, or portions thereof, may also be stored
in any other volatile or non-volatile memory medium or
device as 1s well known, such as a read only memory (ROM)
or random-access memory (RAM), or provided on any
media capable of storing program code, such as any type of
rotating media including floppy disks, optical discs, digital
versatile disk (DVD), compact disk (CD), microdrive, and
magneto-optical disks, and magnetic or optical cards, nano-
systems (including molecular memory integrated circuits
(ICs)), or any type of media or device suitable for storing
instructions and/or data. Additionally, the entire program
code, or portions thereof, may be transmitted and down-
loaded from a software source over a transmission medium,
¢.g., over the Internet, or from another server, as 1s well
known, or transmitted over any other conventional network
connection as 1s well known (e.g., extranet, virtual private
network (VPN), LAN, etc.) using any communication
medium and protocols (e.g., TCP/IP, HT'TP, HI'TPS, Ether-

net, etc.) as are well known. It will also be appreciated that
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computer code for implementing embodiments of the pres-
ent disclosure can be implemented 1n any programming
language that can be executed on a client system and/or
server or server system such as, for example, C, C++,
HTML, any other markup language, Java™, JavaScript,
ActiveX, any other scripting language, such as VBScript,
and many other programming languages as are well known
may be used. (Java™ 1s a trademark of Sun MicroSystems,
Inc.).

According to one embodiment, the system 116 1s config-
ured to provide webpages, forms, applications, data and
media content to the user (client) systems 112 to support the
access by the user systems 112 as tenants of the system 116.
As such, the system 116 provides security mechanisms to
keep each tenant’s data separate unless the data 1s shared. IT
more than one MTS 1s used, they may be located 1n close
proximity to one another (e.g., 1n a server farm located 1n a
single building or campus), or they may be distributed at
locations remote from one another (e.g., one or more servers
located 1n city A and one or more servers located 1n city B).
As used herein, each MTS could include one or more
logically and/or physically connected servers distributed
locally or across one or more geographic locations. Addi-
tionally, the term “server” 1s meant to include a computer
system, including processing hardware and process space(s),
and an associated storage system and database application
(c.g., object-oriented data base management system
(OODBMS) or relational database management system
(RDBMS)) as 1s well known 1n the art. It should also be
understood that “server system” and ““server” are often used
interchangeably heremn. Similarly, the database object
described herein can be implemented as single databases, a
distributed database, a collection of distributed databases, a
database with redundant online or offline backups or other
redundancies, etc., and might include a distributed database
or storage network and associated processing intelligence.

FI1G. 2 also illustrates the environment 110, which may be
used to implement embodiments described herein. FIG. 2
turther 1llustrates elements of system 116 and various inter-
connections, according to some embodiments. FIG. 2 shows
that each of the user systems 112 may include a processor
system 112A, a memory system 112B, an input system
112C, and an output system 112D. FIG. 2 shows the network
114 and the system 116. FIG. 2 also shows that the system
116 may include the tenant data storage 122, the tenant data
123, the system data storage 124, the system data 125, a user
interface (UI) 230, an application program interface (API)
232, a PL/Salesforce.com object query language (PL/
SOQL) 234, save routines 236, an application setup mecha-
nism 238, applications servers 200,-200,, a system process
space 202, tenant process spaces 204, a tenant management
process space 210, a tenant storage area 212, a user storage
214, and application metadata 216. In other embodiments,
environment 110 may not have the same elements as those
listed above and/or may have other elements 1nstead of, or
in addition to, those listed above.

The user systems 112, the network 114, the system 116,
the tenant data storage 122, and the system data storage 124
were discussed above 1n FIG. 1. Regarding the user systems
112, the processor system 112A may be any combination of
one or more processors. The memory system 112B may be
any combination of one or more memory devices, short-
term, and/or long-term memory. The mnput system 112C may
be any combination of mput devices, such as one or more
keyboards, mice, trackballs, scanners, cameras, and/or inter-
faces to networks. The output system 112D may be any
combination of output devices, such as one or more moni-
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tors, printers, and/or interfaces to networks. As shown in
FIG. 2, the system 116 may include the network interface
120 (of FIG. 1) implemented as a set of HT'TP application
servers 200, the application platform 118, the tenant data
storage 122, and the system data storage 124. Also shown 1s
system process space 202, including individual tenant pro-
cess spaces 204 and the tenant management process space
210. Each application server 200 may be configured to
access tenant data storage 122 and the tenant data 123
therein, and the system data storage 124 and the system data
125 therein to serve requests of the user systems 112. The
tenant data 123 might be divided into individual tenant
storage arcas 212, which can be either a physical arrange-
ment and/or a logical arrangement of data. Within each
tenant storage areca 212, the user storage 214 and the
application metadata 216 might be similarly allocated for
cach user. For example, a copy of a user’s most recently used
(MRU) items might be stored to the user storage 214.
Similarly, a copy of MRU i1tems for an entire organization
that 1s a tenant might be stored to the tenant storage area 212.
The UI 230 provides a user interface and the API 232
provides an application programmer interface to the system
116 resident processes and to users and/or developers at the
user systems 112. The tenant data and the system data may
be stored 1n various databases, such as one or more Oracle™
databases.

The application platform 118 includes an application
setup mechanism 238 that supports application developers’
creation and management of applications, which may be
saved as metadata into tenant data storage 122 by the save
routines 236 for execution by subscribers as one or more
tenant process spaces 204 managed by the tenant manage-
ment process space 210, for example. Invocations to such
applications may be coded using PL/SOQL 234 that pro-
vides a programming language style interface extension to
the API 232. Some embodiments of PL/SOQL language are
discussed 1n further detail in U.S. Pat. No. 7,730,478, filed
Sep. 21, 2007, entitled, “Method and System For Allowing
Access to Developed Applications Via a Multi-Tenant On-
Demand Database Service,” which 1s incorporated herein by
reference. Invocations to applications may be detected by
one or more system processes, which manage retrieving the
application metadata 216 for the subscriber, making the
invocation and executing the metadata as an application 1n
a virtual machine.

Each application server 200 may be communicably
coupled to database systems, e.g., having access to the
system data 125 and the tenant data 123, via a different
network connection. For example, one application server
200, might be coupled via the network 114 (e.g., the Inter-
net), another application server 200,, , might be coupled via
a direct network link, and another application server 200,
might be coupled by yet a diflerent network connection.
Transter Control Protocol and Internet Protocol (TCP/IP)
are typical protocols for communicating between applica-
tion servers 200 and the database system. However, 1t will
be apparent to one skilled 1n the art that other transport
protocols may be used to optimize the system depending on
the network connection used.

In certain embodiments, each application server 200 1s
configured to handle requests for any user associated with
any organization that i1s a tenant. Because 1t 1s desirable to be
able to add and remove application servers from the server
pool at any time for any reason, there 1s preferably no server
allinity for a user and/or organization to a specific applica-
tion server 200. In one embodiment, therefore, an interface
system 1mplementing a load balancing function (e.g., an F3
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Big-IP load balancer) 1s communicably coupled between the
application servers 200 and the user systems 112 to distrib-
ute requests to the application servers 200. In one embodi-
ment, the load balancer uses a least connections algorithm to
route user requests to the application servers 200. Other
examples of load balancing algorithms, such as round robin
and observed response time, also can be used. For example,
in certain embodiments, three consecutive requests from the
same user could hit three different application servers 200,
and three requests from diflerent users could hit the same
application server 200. In this manner, the system 116 is
multi-tenant, wherein the system 116 handles storage of, and
access to, different objects, data and applications across
disparate users and organizations.

As an example of storage, one tenant might be a company
that employs a sales force where each salesperson uses the
system 116 to manage his or her sales process. Thus, a user
might maintain contact data, leads data, customer follow-up
data, performance data, goals and progress data, etc., all
applicable to that user’s personal sales process (e.g., 1n the
tenant data storage 122). In an example of a MTS arrange-
ment, since all of the data and the applications to access,
view, modily, report, transmit, calculate, etc., can be main-
tained and accessed by a user system having nothing more
than network access, the user can manage his or her sales
efforts and cycles from any of many different user systems.
For example, 1f a salesperson 1s visiting a customer and the
customer has Internet access 1n their lobby, the salesperson
can obtain critical updates as to that customer while waiting
for the customer to arrive in the lobby.

While each user’s data might be separate from other
users’ data regardless of the employers of each user, some
data might be organization-wide data shared or accessible by
a plurality of users or all of the users for a given organization
that 1s a tenant. Thus, there might be some data structures
managed by the system 116 that are allocated at the tenant
level while other data structures might be managed at the
user level. Because a M'TS might support multiple tenants
including possible competitors, the MTS should have secu-
rity protocols that keep data, applications, and application
use separate. Also, because many tenants may opt for access
to a MTS rather than maintain their own system, redun-
dancy, up-time, and backup are additional functions that
may be implemented 1n the MTS. In addition to user-specific
data and tenant specific data, the system 116 might also
maintain system level data usable by multiple tenants or
other data. Such system level data might include industry
reports, news, postings, and the like that are sharable among,
tenants.

In certain embodiments, the user systems 112 (which may
be client systems) communicate with the application servers
200 to request and update system-level and tenant-level data
from the system 116 that may require sending one or more
queries to the tenant data storage 122 and/or the system data
storage 124. The system 116 (e.g., an application server 200
in the system 116) automatically generates one or more
structured query language (SQL) statements (e.g., one or
more SQL queries) that are designed to access the desired
information. The system data storage 124 may generate
query plans to access the requested data from the database.

In a database system, such as system 116 shown and
described with respect to FIGS. 1 and 2, data or information
may be organized or arranged in categories or groupings.
Each database can generally be viewed as a collection of
objects, such as a set of logical tables, containing data fitted
into predefined categories. A “table” 1s one representation of
a data object and may be used herein to simplily the
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conceptual description of objects and custom objects. It
should be understood that “table” and “object” may be used
interchangeably herein. Each table generally contains one or
more data categories logically arranged as columns or fields
in a viewable schema. Each row or record of a table contains
an 1stance of data for each category defined by the fields.
In a customer relationship management (CRM) system,
for example, these categories or groupings can include
various standard case tables for a case submitted to the
system and the responses to the case, including help
requests, data processing requests, annotated data generation
requests, and other customer requests. For example, a CRM
database may include a table that describes a customer
request and may include the customer data and resulting
response. In a CRM database and system providing an object
localization framework that utilizes a pipeline of algorithmic
approaches, machine learning processes, and/or neural net-
works to locate and classily objects in 1mages, the CRM
database may include one or more tables representing unan-
notated 1image data and resulting annotated image data. The
annotated image data may include customer results from the
unannotated 1mage data and may further be used to train a
neural network provided by the CRM system. In some
multi-tenant database systems, tables might be provided for
use by all tenants or may be only viewable by some tenants
and agents (e.g., users and administrators) of the system.
In some multi-tenant database systems, tenants may be
allowed to create and store custom objects, or they may be
allowed to customize standard entities or objects, for
example by creating custom fields for standard objects,
including custom index fields. Systems and methods for
creating custom objects as well as customizing standard
objects 1n a multi-tenant database system are described 1n

turther detail 1n U.S. Pat. No. 7,779,039, filed Apr. 2, 2004,
entitled “Custom Enftities and Fields in a Multi-Tenant
Database System,” which 1s incorporated herein by refer-
ence. In certain embodiments, for example, all custom entity
data rows are stored 1n a single multi-tenant physical table,
which may contain multiple logical tables per organization.
It 1s transparent to customers that their multiple “tables’™ are
in fact stored in one large table or that their data may be
stored 1n the same table as the data of other customers.

The multi-tenant database system 116 described above
may be accessed and used by a number of customers, clients,
or other persons (generally, “users™) regarding object local-
ization 1n 1mage data. To facilitate interaction between the
database system 116 and the user, a search bar, voice
interface, data upload process, or similar user interface tool
1s provided. The interface tool allows a user to submit
unannotated 1mage data requiring object localization
through the framework provided herein (e.g., object bound-
ing box generation i1dentifying an object, as well as object
class labels for classification). The interface tool further
allows a user to see the results of object localization, provide
teedback on the resulting bounding box generation, request
processing using diflerent object localization processes dis-
cussed herein, and receive the resulting annotated data used
for neural network training.

For neural networks providing object detection (e.g.,
detecting instances of semantic objects of a certain class 1n
images or videos), large amounts of annotated data are
required to receive good object detection results. For
example, tens of thousands or more annotated images hav-
ing bounding box imnformation of an object and classification
may be required to identily an object. Moreover, for detec-
tion of multiple different types of objects, class labels, and
other semantic items 1n 1mages, billions of different anno-
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tated 1mages showing those diflerent semantic items may be
requires. Thus, a customer of the CRM system must provide
large amounts of manpower to manually label images. This
introduces human error into the process of annotating data.
Furthermore, a database system may require large amounts
of resources to store diflerent sets of 1mage data. It 1s a
difficult task to train neural networks. In a multi-tenant
system, such as Salesforce.com, a customer may be required
to utilize a large amount of resources to train a neural
network for object detection. Continuing with the example,
because the customer may be interest 1n quickly training a
neural network without using valuable manpower and data-
base resources, it may be desirable or preferable that the
unannotated 1mage data 1s annotated using an automated
framework that requires no or minimal user input to generate
bounding box information and other annotations 1n unla-
beled or unannotated image data. As such, according to
some embodiments, systems and methods are provided for
generating annotated data for object detection neural net-
works.

Neural Model

According to some embodiments, 1n a multi-tenant data-
base system accessible by a plurality of separate and distinct
organizations, such as system 116 shown and described with
respect to FIGS. 1 and 2, a table identification module 1s
provided for translating a natural language question to a
database query that generates a value represents an answer
to the natural language question. The table i1dentification
module may be installed or implemented at a computing
device shown 1n FIG. 3.

FIG. 3 1s a simplified diagram of a computing device 300
according to some embodiments. As shown in FIG. 3,
computing device 300 includes a processor 310 coupled to
memory 320. Operation of computing device 300 15 con-
trolled by processor 310. And although computing device
300 1s shown with only one processor 310, 1t 1s understood
that processor 310 may be representative of one or more
central processing units, multi-core processors, micropro-
cessors, microcontrollers, digital signal processors, field
programmable gate arrays (FPGAs), application specific
integrated circuits (ASICs), graphics processing units
(GPUs), tensor processing units (TPUs), and/or the like 1n
computing device 300. Computing device 300 may be
implemented as a stand-alone subsystem, as a board added
to a computing device, and/or as a virtual machine.

Memory 320 may be used to store software executed by
computing device 300 and/or one or more data structures
used during operation of computing device 300. Memory
320 may include one or more types of machine readable
media. Some common forms of machine readable media
may include floppy disk, flexible disk, hard disk, magnetic
tape, any other magnetic medium, CD-ROM, any other
optical medium, punch cards, paper tape, any other physical
medium with patterns of holes, RAM, PROM, EPROM,
FLASH-EPROM, any other memory chip or cartridge, and/
or any other medium from which a processor or computer 1s
adapted to read.

Processor 310 and/or memory 320 may be arranged 1n any
suitable physical arrangement. In some embodiments, pro-
cessor 310 and/or memory 320 may be implemented on a
same board, 1n a same package (e.g., system-in-package), on
a same chip (e.g., system-on-chip), and/or the like. In some
embodiments, processor 310 and/or memory 320 may
include distributed, virtualized, and/or containerized com-
puting resources. Consistent with such embodiments, pro-
cessor 310 and/or memory 320 may be located in one or
more data centers and/or cloud computing facilities. In some
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examples, memory 320 may include non-transitory, tan-
gible, machine readable media that includes executable code
that when run by one or more processors (€.g., processor

310) may cause the one or more processors to perform any
of the methods described further herein.

As shown, memory 320 includes a table identification
module 330 for identifying a table structure from an input
document that contains a block of text 340, which poten-
tially 1s related to a table, obtained via the communication
interface 303. The table identification module 330 performs
unsupervised identification to generate a table structure 350,
which may include structural data elements defining to the

input question 340. For example, the input document may be
a noneditable file that contains a block of text 340, which
may be indicated, e.g., by the caption, as a table.

The table 1dentification module 330 further includes sub-
modules such as the clustering module 331 and a table
formation module 332. Specifically, the clustering module
331 1s configured to perform OCR on the block of text 340
to 1dentily a set of words and the spatial coordinates of each
word with a rectangular region of the block of text, based on
which the words are grouped into clusters. In this way, each
cluster of words, e.g., words within a heuristic search radius
based on the density of words within the block of text 340,
1s 1dentified as a cell for the table. The table formation
module 332 1s configured to identity rows and columns
based on the identified clusters of words, each of which 1s
used as a cell of the table.

After implementing and executing the table 1dentification
module 330, in some embodiments, the output table struc-
ture 350 may take a varniety of formats. For example, the
output table structure 350 may be presented via a graphic
user interface (GUI) as a table having lines separating
columns and rows. For another example, the output table
structure 350 may be presented 1n a specific data structure
such as but not limited to an array, a linked list, and/or the
like.

The output table structure 350 provided by module 330 1s
global for the multi-tenant database system, such as system
116, and applied to or used for all organizations or tenants
whose users or customers utilize system 116 for data object
generation, management, and use. Computing device 300
may receive or intake the input block of text 340 from a user
ol an organization or tenant accessing the database system.
The mput block of text 340 can be any type data 1n that 1t can
take the form of a picture, a photo, a PDF file, a text
document, etc. In some embodiments, the input block of text
340 1s not constrained, restricted, or required to be 1n a
particular form. Computing device 300 can receive the block
of text 340 through a user interface, a communication
interface 305 via a communication network, and/or the like.

FIG. 4 1s a simplified logic flow diagram illustrating a
method 400 for identifying a table structure from a block of
text based on the word density of the block of text using the
computing device shown i FIG. 3, and FIGS. 5A-5D are
examples of a table structure 1llustrative of the method 400
of 1dentifying the table structure from the block of text
shown 1n FIG. 4, according to embodiments described
herein.

The example method 400 including processes 402-414 1n
FIG. 4 may be implemented, at least in part, in the form of
executable code stored on non-transitory, tangible, machine-
readable media that when run by one or more processors
may cause the one or more processors to perform one or
more of the processes 402-414. In some embodiments, these
processes may correspond to the method used by the table
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identification module 330 to identity a table structure 350
from the input block of text 340.

At step 402, a block of text indicative of a table structure
may be received, e.g., via communication interface 305. For
example, the block of text may be part of a document, which
has been identified as relating to a table, e.g., the block of
text has been bounded by a rectangular region, or 1s asso-
ciated with a caption that entitled “Table X,” and/or the like.

At step 404, words may be detected from the block of text
and the spatial coordinates associated with the words, rela-
tive to the block of text may be identified. For example, as
shown by diagram 500q in FIG. SA, OCR may be performed
(e.g., by clustering module 331) on the block of text show
at diagram 500a. Thus, each word and 1ts respective position
within the diagram 5004 may be identified. For instance, the
block of text shown at diagram 500a may contain words
such as “Country/Heading” 501 at a start coordinate of (start
X-coordinate, Y-coordinate)=(5, 5), and an end coordinate of
(end X-coordinate, Y-coordinate)=(205, 5).

At step 406, the words are assigned 1nto clusters based on
the respective positions and the word density of the block of
text. For example, words that are closer to each other relative
to the size of the table, e.g., a detected rectangular region
containing the block of text, are grouped into clusters, which
can be converted to cells. A search radius heuristic 1n
density-based clustering 1s derived using the scale of the
document. For example, when the block of text has a size of
500x3000 pixels, and a total number of 50 words in the
table, the search radius heuristic may be determined to be
greater than 10 pixels and less than 60 pixels.

Each word may be assigned with a cluster ID which
represents the cluster the word belongs to. For example, as
shown by diagram 3500q 1n FIG. 5A, the word *“cohesion”
502, “tund” 503 and “EURbn”” 504 may be assigned with the
same cluster 1D, as the three words 3502-504 are spatially
close, e.g., within a threshold distance horizontally. For
another example, the word “Country/Heading” 501 1is
assigned to a different cluster ID from word “Cohesion” 502,
as the difference in X-coordinates of two words 501 and 502
may exceed a threshold.

In some embodiments, the threshold may be determined
based on the word density of block text 350a. For example,
the word density may be proportional to the total scale of the
block text 500a, e.g., 500x3000, divided by the total number
of words within the block text 500a. As further discussed 1n
relation to FIGS. 6-7, the word density-based heuristic
search may be performed horizontally and/or vertically to
identify clusters of words.

At step 408, each cluster of one or more words having the
same cluster ID 1s determined to be a cell of the table. For
example, starting from the left-most word, e.g., a word that
has the smallest start X-coordinate, or has no word on the
left, detection 1s at the start of the processing queue. Each
word 1s processed by scanning 1ts neighboring words hori-
zontally and the neighboring words with same cluster ID are
grouped together to form a row cell. As shown at diagram

5006 1n FIG. 5B, the word “Country/Heading” forms an
individual cell 508, and words “Cohesion,” “Fund” and
“EURbn” form an individual cell 509 as the three words are
assigned with the same cluster ID at step 406 (shown at
502-504 in FIG. 5A).

At step 410, one or more identified cells are expanded
horizontally to form a row of the table along the same
Y-coordinates of the cells. For example, as shown by dia-
gram 300c of FIG. 5C, cell 508 may be expanded horizon-
tally, along the same Y-coordinate=5, to include cell 509
which also has a Y-coordinate of 5. In this way, cells 508 and
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509 are included into the same row 310. Further details of
row formation are discussed 1n relation to FIGS. 8-9.

At step 412, one or more 1dentified cells are expanded
vertically to form a column of the table along the similar
X-coordinates (e.g., within a range of threshold difference)
of the cells. In some aspects, after the cells have been
identified with clustering from step 408, the cells may be
expanded to make the columns. For example, as shown by

diagram 3004 of FIG. 5D, cells 512, 514 and 515 may be

expanded vertically, and the differences between the average
X-coordinates of these cells are within a threshold range,
e.g., cell 512 starts at X-coordinate=35, and ends at X-coor-
dinate=205, cell 514 starts at X-coordinate=5, and ends at
X-coordinate=95, and cell 515 starts at X-coordinate=5, and
ends at X-coordinate=200. The three cells 512, 514 and 515
are thus all within the range of [0, 250] on the X-axis. In this
way, cells 512, 514 and 515 are included into the same

column. Further details of column formation are discussed

in relation to FIGS. 10-11.

At step 414, the table 1s determined with at least the
identified rows and the columns. For example, the table
structure may be presented via a GUI as a table having lines
separating columns and rows, as shown at 5004 1n FIG. 5D.
For another example, the determined table may be associ-
ated with a specific data structure such as but not limited to
an array, a linked list, and/or the like.

FIG. 6 1s a simplified logic flow diagram illustrating
details of a method 600 of i1dentifying cells for the table
structure as part of the method 400 shown 1n FIG. 4, and
FIG. 7 1s an example segment 700 of a table structure from
the block of text illustrating the process 600 of identifying
cells discussed i FIG. 6, according to embodiments
described herein.

The example method 600 including processes 602-614 1n
FIG. 6 may be implemented, at least in part, 1n the form of
executable code stored on non-transitory, tangible, machine-
readable media that when run by one or more processors
may cause the one or more processors to perform one or
more of the processes 602-614. In some embodiments, these
processes may correspond to the method used by the clus-
tering module 331 to i1dentily and cluster words from the
input block of text 340.

At step 602, an average horizontal distance 1s determined
between words within the block of text based on the word
density. For example, the average horizontal distance may
be computed based on the full scale of X-coordinate span of
the block of text, and the actual X-coordinates of the words
within the block.

At step 604, method 600 processes each word, by search-
ing for a horizontally adjacent word that 1s within a search
radius to the respective word at step 603. For example, when
the average horizontal distance 1s 200 pixels, for each word,
a neighboring range of xaverage horizontal distancex1.5 (or
any other number such as 1.2, 1.3, etc.) may be examined to
identify a neighboring word. As shown 1n table segment 700
of FIG. 7, neighboring word 503 may be 1dentified as within
the horizontal distance threshold of word 502, and neigh-
boring word 504 may be 1dentified as within the horizontal
distance threshold of word 503.

At step 606, the respective word and the horizontally
adjacent word are grouped 1nto a word cluster. In this way,
when word 502 1s processed, words 503 and 502 are grouped
into the same cluster. Method 600 then moves on to process
word 503, and words 503 and 504 are grouped 1nto the same
cluster 702. Thus, words 502, 503 and 504 are grouped into

the same cluster 702 eventually.
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Upon searching horizontally to group words into clusters,
method 600 may optionally search vertically to group
words. In a table structure, there 1s usually separation
between rows. For example, in some situations, there may be
a vertical separation space between adjacent rows. When the
vertical distance between two words, e.g., “Czech” and
“Republic” shown in FIG. 7, 1s less than any vertical
separation space in other pairs of vertically adjacent cells, or
a statistically obtained vertically separation distance based
upon the size/scale of the table, the two words may likely
belong to the same cell due to formatting. At step 608, an
average vertical distance between words can be determined
based on word density. For example, the average vertical
distance may be computed based on the full scale of Y-co-
ordinate span of the block of text, and the actual density of
Y-coordinates of the words within the block.

At step 610, method 600 processes each word, by search-
ing for a vertically adjacent word and horizontally adjacent
that 1s within a search radius to the respective word at step
612. For example, starting from the word “Czech,” the word
“Republic” may be identified as vertically adjacent with a
vertical distance less than the average vertical distance, and
also within a horizontal distance range to the word “Czech.”
In this case, at step 614, the respective word “Czech™ and the
vertically adjacent word “Republic” are grouped into a word
cluster 703.

FIG. 8 1s a simplified logic flow diagram illustrating
method 800 of expanding an identified cell horizontally to
identily a row for the table structure as part of the method
400 shown 1n FIG. 4, and FIG. 9 1s an example segment 900
of a table structure from the block of text illustrating the
process 800 of identitying the row discussed in FIG. 8,
according to embodiments described herein.

The example method 800 1including processes 802-812 in
FIG. 8 may be implemented, at least in part, in the form of
executable code stored on non-transitory, tangible, machine-
readable media that when run by one or more processors
may cause the one or more processors to perform one or
more of the processes 802-812. In some embodiments, these
processes may correspond to the method used by the table
formation module 332 to i1dentify rows of a table structure
from the input block of text 340.

At step 802, a first cell having the smallest start X-coor-
dinate may be retrieved, e.g., method 800 may start with
processing the left-most cells such as cell 901 1n table
segment 900 of FIG. 9.

At step 804, the respective cell 1s expanded horizontally
along the Y-coordinate until a horizontally neighboring cell
at the same Y-coordinate 1s met. At step 806, the same row
ID 1s then assigned to the respective cell and the horizontal
neighboring cell. For example, as shown 1n FI1G. 9, cell 901
can be expanded horizontally to the right at the same
Y-coordinate to meet cell 902. Thus, cell 902 and cell 901
are assigned with the same row ID.

At step 808, method 800 determines whether there are
more cells to the right to be processed. For example, when
cell 902 1s to the night of cell 901, method 800 proceed to
cell 902 at step 810, and repeat steps 804 and 806. In this
way, cell 903 1s identified as a horizontal neighboring cell to
cell 902, and cell 903 and cell 902 are assigned with the
same row ID. Thus, by progressively moving to the right one
by one, cells 901-904 will be assigned with the same row ID.

At step 808, when there 1s no more cell to the right of the
current cell, e.g., there 1s no more cell to the right of cell 904,
the cells having the same row ID are combined to form a
new row. In this example, cells 901-904, all at the same
Y-coordinate may be combined to form the new row.
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FIG. 10 1s a simplified logic flow diagram illustrating
method 1000 of expanding identified cells vertically to
identify a column for the table structure as part of the
method 400 shown in FIG. 4, and FIG. 11 1s an example
segment 1100 of a table structure from the block of text
illustrating the process 1000 of i1dentifying a column dis-

cussed 1n FIG. 10, according to embodiments described
herein.

The example method 1000 including processes 1002-
1014 1n FIG. 10 may be implemented, at least 1n part, in the
form of executable code stored on non-transitory, tangible,
machine-readable media that when run by one or more
processors may cause the one or more processors to perform
one or more of the processes 1002-1014. In some embodi-
ments, these processes may correspond to the method used
by the table formation module 332 to identity columns of a
table structure from the mput block of text 340.

At step 1002, a first cell having the smallest start X-co-
ordinate 1n the bottom row 1s retrieved. For example, as
shown at diagram 1100 1n FIG. 11, method 1000 may start
with the left-most cell 1101 1n the bottom row.

At step 1004, the respective cell 1s expanded vertically
along the start or the end X-coordinate until a vertical
neighboring cell within a threshold horizontal distance 1s
met. For example, the threshold horizontal distance may be
defined 1n a similar way as 1n step 602 1n i FIG. 6. In this
way, from cell 1101, method 1000 may identify a vertical
neighboring cell 1106 that 1s within a range of horizontal
distance to the cell 1101.

At step 1106, the same column ID i1s then assigned to the
respective cell (e.g., cell 1101) and the vertically neighbor-
ing cell (e.g., cell 1106).

At step 1108, method 1000 determines whether there 1s
more cell on top of the current cell. For example, as there 1s
at least one cell 1106 on top of cell 1101, method 1000
proceeds to step 1010 to set the neighboring cell (e.g., 1106)
as the current cell and repeats steps 1004-1008.

At step 1012, cells having the same column ID are
combined to form a new column.

In some embodiments, as words in cells may not be
horizontally aligned, e.g., cell 1101 1s aligned to the right of
the cell, while the rest of the cells of the same column are
aligned to the left. In this case, as steps 1004-1008 progres-
sively search vertically upward to determine whether a cell
on top of a current cell 1s within a horizontal range, method
1000 would i1dentify cell 1104 as a vertical neighbor of cell
1102. For example, starting from the bottom cell “Poland”
1101, method 1000 searches upward for the cell “Malta”
1106 as a vertically adjacent cell to cell 1101. Method 1000
continues to search upward to locate cell “Lithuania” as
vertically adjacent to cell “Malta,” and so on, until at cell
“Country/Heading,” method 1000 may determine that there
1s no more cell on top of cell “Country/Heading.” In this
case, method 1000 may restart at the bottom row with the
next cell “22” that 1s to the right of cell “Poland” 1101 to
search upwardly for defining a new column. In this way,
method 1000 may process columns from letft to the right and
may 1dentify the left most cell that has not been 1dentified as
belonging to an 1dentified column as the vertical neighbor.
For example, for cell 1102, while method 1000 searches
upward for a vertical neighbor, although cell 1103 may also
be within a horizontal range to cell 1101, method 1000 may
choose the left-most cell, e.g., cell 1104 as the vertical
neighbor to cell 1102. In this way, method 1000 may avoid
contfusing cells from the column to the right with cells of the
current column while the cells may not be aligned.
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At step 1014, method 1000 may determine whether there
1s more cell to the right of the currently identified column.
When no more cell needs to be processed, all the columns
ol the table structure has been defined. When there 1s more
cell to be processed, method 1000 proceeds to step 1016 to
retrieve a next cell 1in the bottom row, and again starts from
the bottom row to search upward, repeating steps 1004-1012
to define the next column until all columns are defined.

In some embodiments, upon defining the rows and col-
umns of the table structure, the top row may be identified as
the header row, e.g., when the data values of the cells 1n the
top row are 1n a different format from the data values 1n the
rest of the table. For example, as shown at 1100, as the top
row contains cells of strings such as “Country/Heading,”
“Cohesion Fund EURbn,” cells 1n the column under the cell
“Cohesion Fund EURbn” contain numeric values. In this
regard, the top row may be 1dentified as the header row of
the table.

Some examples of computing devices, such as computing
device 300, may include non-transitory, tangible, machine
readable media that include executable code that when run
by one or more processors (e.g., processor 310) may cause
the one or more processors to perform the processes of
methods 700-900. Some common forms of machine read-
able media that may include the processes and sub-processes
of methods 700-900 are, for example, floppy disk, flexible
disk, hard disk, magnetic tape, any other magnetic medium,
CD-ROM, any other optical medium, punch cards, paper
tape, any other physical medium with patterns of holes,
RAM, PROM, EPROM, FLASH-EPROM, any other
memory chip or cartridge, and/or any other medium from
which a processor or computer 1s adapted to read.

Although illustrative embodiments have been shown and
described, a wide range of modifications, changes and
substitutions are contemplated in the foregoing disclosure
and 1n some 1nstances, some features of the embodiments
may be employed without a corresponding use of other
teatures. One of ordinary skill in the art would recognize
many variations, alternatives, and modifications. Thus, the
scope of the present application should be limited only by
the following claims, and it 1s appropriate that the claims be
construed broadly and in a manner consistent with the scope
of the embodiments disclosed herein.

What 1s claimed 1s:

1. A method for identifying a table structure from a
document, the method comprising:

receiving, via an interface, a document containing a block

of text;

detecting a plurality of words within the block of text,

cach word being associated with a set of spatial coor-
dinates 1ndicating a respective position of the respec-
tive word within the block of text:;
assigning the plurality of words 1nto a plurality of clusters
based on the respective positions of the plurality of
words and a word density of the block of text;

determining that each cluster that contains one or more
words corresponds to a cell of a table;

expanding, horizontally, a first set of cells to form a row

of the table based on one or more first spatial coordi-
nates indicating a vertical position of the first set of
cells;

expanding, vertically, a second set of cells to form a

column of the table based on one or more second spatial
coordinates indicating a horizontal position of the sec-
ond set of cells; and

determining the table with at least the 1dentified row and

the 1dentified column.
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2. The method of claim 1, wherein the assigning the
plurality of words 1nto a plurality of clusters based on the
respective positions of the plurality of words and the word
density of the block of text further comprising;:

determining an average space between words within the

block of text based on a word density of the block of
text;

for each word from the plurality of words:

searching for an adjacent word that 1s within a search
radius to the respective word, wherein the search
radius 1s derived from the average space between
words based on a relative size of a table containing
the block of text; and

grouping the respective word and the adjacent word
that 1s within the search radius 1into a word cluster.

3. The method of claim 2, wherein the determining the
average space between words within the block of text based
on the word density of the block of text comprises:

determiming an average horizontal distance between

words within the block of text; and

using the average horizontal distance as a first search

radius for horizontally searching for the adjacent word
that 1s horizontally aligned with and within the first
search radius to the respective word.

4. The method of claim 2, wherein the determining the
average space between words within the block of text based
on the word density of the block of text comprises:

determining an average vertical distance between words

within the block of text; and

using the average vertical distance as a second search

radius for vertically searching for the adjacent word
that 1s vertically aligned with and within the second
search radius to the respective word.

5. The method of claim 2, wherein the determiming the
average space between words within the block of text based
on the word density of the block of text comprises:

determining a size of a rectangular region containing the

block of text;

determining a total number of words of the plurality of

words within the block of text; and

computing the average space between words based on the

total number of words and the size of the rectangular
region.

6. The method of claim 1, wherein the expanding, hori-
zontally, the first set of cells to form the row of the table
based on one or more first spatial coordinates indicating the
vertical position of the first set of cells comprises:

for each cell from the first set of cells:

expanding the respective cell horizontally along the
vertical spatial coordinate of the respective cell until
a horizontal neighboring cell at a same vertical
spatial coordinate 1s met, and

assigning a same row identifier to the respective cell
and the horizontal neighboring cell; and

combining cells having the same row identifier to form

ONne Or more rows.

7. The method of claim 1, wherein the expanding, verti-
cally, the second set of cells to form the column of the table
based on one or more second spatial coordinates indicating
the horizontal position of the second set of cells comprises:

for each cell from the second set of cells, retrieving a start

horizontal spatial coordinate and an end horizontal
spatial coordinate associated with the respective cell;
identifying at least one cell having a smallest start hori-
zontal spatial coordinate among the second set of cells;
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searching for a first subset of cells whose horizontal
distance to the one at least one cell 1s less than a

threshold derived from the word density of the block of
text; and

determining that the first subset of cells form a first
column of the tabular structure.

8. The method of claim 7, turther comprising;:

retrieving a largest end horizontal spatial coordinate
among cells within the first column;

starting, from the largest end horizontal spatial coordi-
nate, to search for a second subset of cells whose
horizontal distance to the largest end horizontal spatial
coordinate 1s less than the threshold derived from the
word density of the block of text; and

determining that the second subset of cells form a second

column of the tabular structure next to the first column.
9. The method of claim 7, wherein the threshold derived

from the word density of the block of text 1s determined by
an average horizontal distance between 1dentified cells of the
block of text.

10. The method of claim 1, further comprising;:

in response to determining that a first set of clusters of

words 1 a top row contain words having a different
format than a second set of clusters of words 1n a
different row, determining that the top row 1s a header
row of the tabular structure.

11. A system for identifying a table structure from a
document, the system comprising:

a communication interface that recetves a document con-

taining a block of text;

a memory containing machine readable medium storing

machine executable code; and

one or more processors coupled to the memory and

configurable to execute the machine executable code to

cause the one or more processors to:

detect a plurality of words within the block of text, each
word being associated with a set of spatial coordi-
nates indicating a respective position of the respec-
tive word within the block of text;

assign the plurality of words 1nto a plurality of clusters
based on the respective positions of the plurality of
words and a word density of the block of text;

determine that each cluster that contains one or more
words corresponds to a cell of a table;

expand, horizontally, a first set of cells to form a row of
the table based on one or more first spatial coordi-
nates indicating a vertical position of the first set of
cells:

expand, vertically, a second set of cells to form a
column of the table based on one or more second
spatial coordinates indicating a horizontal position of
the second set of cells; and

determine the table with at least the identified row and

the 1dentified column.

12. The system of claim 11, wherein the one or more
processors are configurable to execute the machine execut-
able code to cause the one or more processors to assign the
plurality of words into a plurality of clusters based on the
respective positions of the plurality of words and the word
density of the block of text by:

determining an average space between words within the

block of text based on a word density of the block of

text;
for each word from the plurality of words:
searching for an adjacent word that 1s within a search
radius to the respective word, wherein the search
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radius 1s derived from the average space between

words based on a relative size of a table containing

the block of text; and
grouping the respective word and the adjacent word
that 1s within the search radius into a word cluster.

13. The system of claim 12, wherein the one or more
processors are configurable to execute the machine execut-
able code to cause the one or more processors to determine
the average space between words within the block of text
based on the word density of the block of text by:

determining an average horizontal distance between

words within the block of text; and

using the average horizontal distance as a first search

radius for horizontally searching for the adjacent word
that 1s horizontally aligned with and within the first
search radius to the respective word.

14. The system of claim 12, wherein the one or more
processors are configurable to execute the machine execut-
able code to cause the one or more processors to determine
the average space between words within the block of text
based on the word density of the block of text by:

determining an average vertical distance between words

within the block of text; and

using the average vertical distance as a second search

radius for vertically searching for the adjacent word
that 1s vertically aligned with and within the second
search radius to the respective word.

15. The system of claim 12, wherein the one or more
processors are configurable to execute the machine execut-
able code to cause the one or more processors to determine
the average space between words within the block of text
based on the word density of the block of text by:

determining a size of a rectangular region containing the

block of text:

determining a total number of words of the plurality of

words within the block of text; and

computing the average space between words based on the

total number of words and the size of the rectangular
region.

16. The system of claam 11, wherein the one or more
processors are configurable to execute the machine execut-
able code to cause the one or more processors to expand,
horizontally, the first set of cells to form the row of the table
based on one or more first spatial coordinates indicating the
vertical position of the first set of cells by:

for each cell from the first set of cells:

expanding the respective cell horizontally along the
vertical spatial coordinate of the respective cell until
a horizontal neighboring cell at a same vertical
spatial coordinate 1s met, and

assigning a same row 1dentifier to the respective cell
and the horizontal neighboring cell; and

combining cells having the same row identifier to form

ONe Or mMore rows.

17. The system of claam 11, wherein the one or more
processors are configurable to execute the machine execut-
able code to cause the one or more processors to expand,
vertically, the second set of cells to form the column of the
table based on one or more second spatial coordinates
indicating the horizontal position of the second set of cells
by:

for each cell from the second set of cells, retrieving a start

horizontal spatial coordinate and an end horizontal
spatial coordinate associated with the respective cell;
identifying at least one cell having a smallest start hori-
zontal spatial coordinate among the second set of cells;
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searching for a first subset of cells whose horizontal
distance to the one at least one cell 1s less than a
threshold derived from the word density of the block of
text; and

determining that the first subset of cells form a first 5

column of the tabular structure.

18. The system of claim 17, wherein the one or more
processors are configurable to execute the machine execut-
able code to cause the one or more processors further to:

retrieve a largest end horizontal spatial coordinate among 10

cells within the first column:

start, from the largest end horizontal spatial coordinate, to

search for a second subset of cells whose horizontal
distance to the largest end horizontal spatial coordinate

1s less than the threshold derived from the word density 15
of the block of text; and

determine that the second subset of cells form a second

column of the tabular structure next to the first column.

19. The system of claim 17, wherein the threshold derived
from the word density of the block of text 1s determined by 20
an average horizontal distance between 1dentified cells of the
block of text.

20. The system of claim 11, wherein the one or more
processors are configurable to execute the machine execut-
able code to cause the one or more processors further to: 25

in response to determining that a first set of clusters of

words 1n a top row contain words having a different
format than a second set of clusters of words 1n a
different row, determine that the top row 1s a header row
of the tabular structure. 30
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