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A method of data forwarding 1n a mesh network includes:
layering a plurality of nodes 1in the mesh network, where the
mesh network includes the plurality of nodes and at least one
of the plurality of nodes 1s used as a relay node to forward
a data packet from a source node to a destination node;
allocating forwarding channels to lower nodes by upper
nodes; and transmitting the data packet from the source node
to the destination node through at least one relay node via
the forwarding channel corresponding to the destination
node, where each of the plurality of nodes has one corre-
sponding forwarding channel.
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DATA FORWARDING METHOD AND
APPARATUS

RELATED APPLICATIONS

This application claims the benefit of Chinese Patent

Application No. 201910366690.5, filed on May 35, 2019,
which 1s 1incorporated herein by reference 1n 1ts entirety.

FIELD OF THE INVENTION

The present invention generally relates to the field of data
communication technology, and more particularly to data
tforwarding methods and apparatuses.

BACKGROUND

With the development of Internet of Things (JOT) tech-
nology, more and more smart devices are connected to the
network. Mesh networks have attracted much attention
because of suitability for covering large open areas. A mesh
network 1s a network architecture that includes a plurality of
nodes, whereby at least one node serves as a network
controller. The network controller can be used for commu-
nication scheduling between nodes, and communication
routing between nodes and external networks. The nodes can
access external networks wvia the network controller,
whereby usually only one network controller controls the
network.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a schematic block diagram of an example mesh
network.

FIG. 2 1s a timing diagram of an example process of data
forwarding in the example mesh network.

FIG. 3 1s a schematic block diagram of an example mesh
network during initialization, in accordance with embodi-
ments ol the present invention.

FIG. 4 1s a schematic block diagram of an example data
torwarding process of the mesh network, 1n accordance with
embodiments of the present invention.

FIG. 5 1s a timing diagram of an example data forwarding
process ol the mesh network, 1n accordance with embodi-
ments of the present invention.

DETAILED DESCRIPTION

Reference may now be made in detail to particular
embodiments of the mnvention, examples of which are 1llus-
trated 1n the accompanying drawings. While the invention
may be described 1n conjunction with the preferred embodi-
ments, 1t may be understood that they are not intended to
limit the mnvention to these embodiments. On the contrary,
the 1nvention 1s intended to cover alternatives, modifications
and equivalents that may be included within the spint and
scope of the invention as defined by the appended claims.
Furthermore, 1n the following detailed description of the
present mvention, numerous specific details are set forth in
order to provide a thorough understanding of the present
invention. However, 1t may be readily apparent to one
skilled 1n the art that the present invention may be practiced
without these specific details. In other instances, well-known
methods, procedures, processes, components, structures,
and circuits have not been described 1n detail so as not to
unnecessarily obscure aspects of the present invention.
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Retferring now to FIG. 1, shown 1s a schematic block
diagram of an example mesh network. When node N1 sends
a data packet to node N6, node N1 first sends the data packet
to nodes N2-NS by broadcasting. After receiving the data
packet, nodes N2-N5 can perform a forwarding mechanism
to respectively forward the data packet to node N6. In this
example, node N1 1s the source node, nodes N2-N5 are relay
nodes, and node N6 1s the destination node. After node N6
receives any data packet forwarded by nodes N2-N5, the
task of transmitting data from node N1 to node N6 1n the
mesh network ends. However, nodes N2-N5 receive the data
packets from node N1 almost at the same time 1n this case,
and nodes N2-N5 forward the data packets at the same time,
such that the data packet received by node N6 may be
interfered by signals from the data packets forwarded by
other nodes. This can may further cause an increase in the
error rate of the data received by node N6.

Referring now to FIG. 2, shown 1s a timing diagram of an
example process of data forwarding in the example mesh
network. In order not to make the data packets forwarded by
relay nodes N2-N5 reach destination node N6 at the same
time, different random delays T4-17 may be generated when
relay nodes N2-N5 respectively recerve the data packets sent
by source node N1, such that the arrival times of the data
packets forwarded by relay nodes N2-N5 to destination node
N6 are different. However, random delays may be intro-
duced when the relay nodes forward data, such that the time
for the source node to transmit the data packet to the
destination node 1s increased by an additional random delay
to broadcast transmission times T1 and T2 between nodes.
Thus, the data forwarding time of the entire network may be
prolonged. When the number of nodes in the mesh network
increases, the data forwarding time can also become longer.

In particular embodiments, data forwarding and the appa-
ratus of the mesh network can be improved, in order to
improve network communication efliciency, shorten com-
munication time, and avoid collision of data packets during
transmission. In the following description, specific details of
certain embodiments are described, such as data structure,
network protocol, network topology, network device hard-
ware structure, etc., i order to better understand the present
invention. However, 1t should be understood that by those
skilled 1n the art that the present invention may be practiced
without these specific details. In the following description,
the terms “source node” and “destination node” may refer to
devices that generate and expect to receive data packets,
respectively, “source node” and “destination node” may be
any ol network controllers and node devices, and “relay
node” may refer to node devices that forward data packets.

In one embodiment, a method of data forwarding 1n a
mesh network can include: (1) layering a plurality of nodes
in the mesh network, where the mesh network includes the
plurality of nodes and at least one of the plurality of nodes
1s used as a relay node to forward a data packet from a source
node to a destination node; (11) allocating forwarding chan-
nels to lower nodes by upper nodes; and (111) transmitting the
data packet from the source node to the destination node
through at least one relay node via the forwarding channel
corresponding to the destination node, where each of the
plurality of nodes has one corresponding forwarding chan-
nel.

Referring now to FIG. 3, shown 1s a schematic block
diagram of an example mesh network during initialization,
in accordance with embodiments of the present invention. In
this particular example, the mesh network can include nodes
N1 to N16. For example, node N1 may serve as a network
controller. For example, the network controller can be a
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smart terminal, such as a mobile phone or a computer, or a
dedicated network controller. For example, the other nodes
may serve as smart electronic devices, such as televisions,
refrigerators, water heaters, LED lights, cameras, monitors,
sockets, timers, etc., that have network connection function-
ality. The mesh network can be a single-path network, and
may a plurality of signal paths centering on network con-
troller N1. Each signal path can include a plurality of nodes
coupled 1n series, and the plurality of nodes on different
signal paths may not be coupled.

In some embodiments, the nodes between adjacent layers
can establish eflective communication paths for forwarding
data packets. However, the specific implementation of allo-
cating channels for the mesh network are not limited thereto,
and for example, ellective communication paths may also be
established between nodes across layers. The mesh network
may need a certain signal path in the data forwarding
process. Therefore, during mitialization, channels may need
to be allocated to a plurality of nodes according to a preset
protocol, such that the mesh network can provide a plurality
of signal paths for data transmission 1n the 1mitialization.

One example 1nitialization process can include, 1n a first
step, a plurality of nodes being layered according to the
communication distance between the nodes. The mesh net-
work may take network controller N1 as the center, and set
other nodes 1into multiple layers according to the commu-
nication distance with network controller N1. In this
example mesh network, nodes N2-N6 may be set as second-
layer nodes, nodes N7-N11 can be set as third-layer nodes,
and nodes N12-N16 may be set as fourth-layer nodes.
Network controller N1 can be located at the upper layer of
the second-layer nodes (e.g., the first layer of the network).

For example, network controller N1 1n the mesh network,
serving as the node at the upper layer above the other nodes,
may send second broadcast packet RSSI_REQ to the other
nodes in the network by broadcasting, in order to query the
Received Signal Strength Indicator (RSSI) of the other
nodes 1n the network. The payload value 1n second broadcast
packet RSSI_REQ can include “RSSIREQ” 1 order to
obtain relative position information between other nodes 1n
the network and network controller N1. After receiving
second broadcast packet RSSI_REQ sent by network con-
troller N1, other nodes 1n the network can respectively send
third broadcast packet RSSI_RSP to network controller N1
by broadcasting. The payload value 1n third broadcast packet
RSSI RSP can include the address of network controller N1
and the RSSI of the node itself. The RSSI of the node can
characterize the communication distance relative to network
controller N1. In addition, network controller N1 can receive
third broadcast packet RSSI_RSP sent by other nodes, and
may set the layer where the nodes around network controller
N1 with the communication distance within the preset range
are located as the second layer. For example, nodes N2-N6
can be the second-layer nodes. In the second step, the nodes
at the upper layer may allocate forwarding channels to the
nodes at the lower layer.

Network controller N1, which 1s the upper node, can send
first broadcast packet RSSI_SET to second-layer nodes
N2-N6. The payload value of first broadcast packet RSSI-
_SET can include the node address of second-layer nodes
N2-N6 and the forwarding channels. The allocation prin-
ciple of the forwarding channels can be that network con-
troller N1, as the upper node of the second-layer nodes,
randomly selects channels from N channels, and the chan-
nels selected after each selection are removed from the N
channels, such that network controller N1 can select and
allocate the forwarding channels for other second-layer
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nodes. Here, N 1s a positive mteger and 1s related to the
communication protocol adopted by the mesh network. For
example, the mesh network can adopt the Bluetooth protocol
4.0; however, the mesh network can also communicate
under the Bluetooth protocol 5.0, or any other suitable
protocol. The forwarding channels allocated to the second-
layer nodes by network controller N1 may be different than
each other, such that network controller N1 can establish
communication with up to N second-layer nodes and allo-
cate forwarding channels thereto.

When second-layer nodes N2-N6 are allocated with the
torwarding channels, the forwarding channels can be stored.
After that, second-layer nodes N2-N6 can be used as upper
nodes to repeat the first and second steps. Taking node N11
as an example, second-layer nodes N2-N6 may respectively
send second broadcast packet RSSI_REQ) to other nodes that
are not layered by broadcasting (e.g., nodes N2-Né6 all send
second broadcast packet RSSI_REQ to node N11), whereas
second broadcast packet RSSI_REQ sent by node N6 may
be received by node N11 before other second-layer nodes.
Thus, node N6 can establish interaction with node N11 and
obtain channel allocation rights. Then, node N11 can send
third broadcast packet RSSI_RSP to node N6. Accordingly,
node N11, as a lower node of node N6, may be set as a
third-layer node. That 1s, surrounding nodes that establish
ellective communication with the second-layer nodes may
be set as third-laver nodes. In this example, the third-layer
nodes can include nodes N7-N11.

The second-layer nodes may respectively send first broad-
cast packet RSSI_SET to the third-layer nodes with which
communication 1s established, 1n order to allocate forward-
ing channels to third-layer nodes N7-N11, and then the
forwarding channels of the third-layer nodes may be stored.
In this particular example, one node may have at least one
downlink channel (e.g., network controller N1 has five
downlink channels). In addition, the forwarding channels of
nodes at the same layer may belong to different frequency
bands or the same frequency band. For example, since the
channel of node N16 allocated by node N11 and the channel
of node N135 allocated by node N10 may be the same
channel or different channels, and the data packet may not
be transmitted to node N15 and node N16 at the same time,
even 1f the forwarding channels of node N15 and node N16
belong to the same frequency band, the bit error rate of the
data may not increase due to the collision of the data packets
in the channels with the same frequency band. Also, one
lower node can establish effective interactive communica-
tion with one upper node, For example, the commumnication
distance between the lower and upper nodes establishing
communication can be less than the communication distance
between the lower node and other upper nodes.

The Bluetooth protocols 4.0 and 5.0 can be used for
interconnection between network controller N1 in the mesh
network and the external network, and Bluetooth protocols
4.0 and 5.0 can be used for interconnection between network
controller N1 and a plurality of nodes and among a plurality
ol nodes. In the example mesh network, network controller
N1 may not only control the data communication within the
mesh network, but can also provide a routing function for
communication between the mesh network and the external
network, such that a plurality of nodes 1n the mesh network
can access the external network via network controller N1.

Referring now FIG. 4, shown 1s a schematic diagram of an
example data forwarding process of the mesh network, 1n
accordance with embodiments of the present mnvention. In
this example, the mesh network can store a plurality of
single-path transmission channels during 1nitialization. Cen-




US 11,337,134 B2

S

tering on network controller N1, nodes N6, N11, and N16
may sequentially be coupled 1n a first signal path, nodes N2,
N7, and N12 may sequentially be coupled 1n a second signal
path, nodes N3, N8 and N13 may sequentially be coupled in
a third signal path, nodes N4, N9, and N14 may sequentially
be coupled 1n a fourth signal path, and nodes N5, N10, and
N15 may sequentially be coupled 1n a fifth signal path. The
first to fifth signal paths can commonly be coupled to
network controller N1, and signal nodes on different signal
paths may not be coupled to each other.

For example, node N16 1s taken as a destination node and
network controller N1 1s taken as a source node. The data
packet generated by source node N1 can be transmitted from
source node N1 to destination node N16 through the first
signal path, and nodes N6 and N11 may act as relay nodes
to forward the data packet. The forwarding channels of
nodes N6, N11 and N16 can sequentially be coupled in
series to form the first signal path. Also, the frequency bands
of the forwarding channels of each node 1n the first signal
path may be partially or completely the same or diflerent
from each other.

Referring now to FIG. 5, shown 1s a timing diagram of an
example data forwarding process of the mesh network, 1n
accordance with embodiments of the present invention. The
principle of data forwarding of each node in the mesh
network 1n this example 1s the same as discussed above; that
1s, data packets can be transmitted according to the stored
signal paths. In this example, the data packet can be trans-
mitted to relay node N3 by source node N1 after broadcast
transmission time 11, the data packet may be forwarded to
relay node N8 by relay node N3 after broadcast transmission
time T2, and the data packet can be forwarded to destination
node N13 by relay node N8 after broadcast transmission
time T3. That 1s, the data packet may be transmitted through
the signal path stored in the mesh network during initial-
ization. Since the signal path has been determined during
initialization, the data packet received by the destination
node 1s forwarded through one signal path, and the data
packet received by the destination node may not be collided
by the data packets forwarded from other paths to the
destination node. In addition, the data forwarding method
applied herein may be based on frequency division multi-
plexing that does not need to add random delay in the
broadcast forwarding process. In this way, the communica-
tion time of the mesh network can be reduced, and the
communication efliciency of the mesh network can be
improved.

In particular embodiments, an apparatus can be used to
store forwarding channels of the nodes in the mesh network,
to layer a plurality of nodes according to communication
distances between the nodes, and to control upper nodes to
allocate forwarding channels to lower nodes, as described
heremn. In certain embodiments, one node may have one
forwarding channel.

The embodiments were chosen and described 1n order to
best explain the principles of the mnvention and its practical
applications, to thereby enable others skilled in the art to
best utilize the 1nvention and various embodiments with
modifications as are suited to particular use(s) contemplated.
It 1s intended that the scope of the mvention be defined by
the claims appended hereto and their equivalents.

What 1s claimed 1s:

1. A method of data forwarding 1n a mesh network, the
method comprising:

a) layering a plurality of nodes in the mesh network,

wherein the mesh network comprises the plurality of
nodes and at least one of the plurality of nodes 1s used
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as a relay node to forward a data packet from a source
node to a destination node:

b) allocating, by randomly selecting from a plurality of
channels, forwarding channels to lower nodes by dii-
ferent upper nodes that are 1n a same layer; and

¢) transmitting the data packet from the source node to the
destination node through at least one relay node via the
forwarding channel corresponding to the destination
node, wherein each of the plurality of nodes has one
corresponding forwarding channel, thereby forming a
plurality of signal paths centering on the source node,
wherein signal nodes on different of the plurality of
signal paths are not coupled with each other.

2. The method of claim 1, wherein the allocating forward-
ing channels to the lower nodes by the upper nodes com-
Prises:

a) allocating forwarding channels to the plurality of lower
nodes respectively by the plurality of upper nodes on
the same layer; and

b) establishing interactive communication with one of the
upper nodes to be allocated a corresponding forwarding
channel by one of the lower nodes.

3. The method of claim 2, wherein a communication
distance between the lower node that establishes the inter-
active communication with the upper node and the upper
node 1s less than a communication distance between the
lower node and other upper nodes on the same layer.

4. The method of claim 2, further comprising sending a
first broadcast packet to the lower nodes on the same layer
by one of the upper nodes, wherein the first broadcast packet
comprises a node address and a forwarding channel corre-
sponding to the lower node.

5. The method of claim 1, wherein a plurality of forward-
ing channels allocated to the plurality of lower nodes on the
same layer by one of the plurality of upper nodes are
different.

6. The method of claim 1, wherein the plurality of nodes
are layered i accordance with communication distance
relative to the upper node.

7. The method of claim 6, wherein:

a) at least one of the plurality of nodes 1s set as a network
controller as a upper node to send a second broadcast
packet to the other nodes; and

b) the second broadcast packet 1s used to query received
signal strength indicator (RSSI) of the other nodes.

8. The method of claim 7, wherein the plurality of nodes

receiving the second broadcast packet respectively send a
third broadcast packet to the network controller to feedback

relative position mformation with the network controller.

9. The method of claim 8, wherein:

a) the third broadcast packet comprises an address of the

network controller and the RSSI of the nodes:; and

b) the communication distance between the nodes 1is

obtained in accordance with the RSSI of the nodes.

10. The method of claim 9, wherein when the communi-
cation distance between the nodes and the upper node 1is
within a preset range, the layer where the nodes are located
1s set as a next layer of the layer where the upper node 1s
located.

11. The method of claim 10, wherein the nodes on the next
layer are set as the upper nodes to send the second broadcast
packet to the other nodes that are not layered.

12. The method of claim 1, wherein communication
protocols adopted by the mesh network comprise Bluetooth
protocols.
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13. An apparatus, comprising;

a) a plurality of nodes layered in the mesh network,
wherein the mesh network comprises the plurality of
nodes and at least one of the plurality of nodes 1s used
as a relay node to forward a data packet from a source
node to a destination node;

b) the apparatus being configured to allocate, by randomly
selecting from a plurality of channels, forwarding chan-

nels to lower nodes by different upper nodes that are in
a same layer; and

¢) the apparatus being configured to transmit the data
packet from the source node to the destination node
through at least one relay node via the forwarding
channel corresponding to the destination node, wherein
cach of the plurality of nodes has one corresponding
forwarding channel, thereby forming a plurality of
signal paths centering on the source node, wherein
signal nodes on different of the plurality of signal paths
are not coupled with each other.

14. The apparatus of claim 13, being configured to store
the forwarding channels allocated to the nodes during 1ni-
tialization of the mesh network.

15. The apparatus of claim 13, wherein the plurality of
nodes are layered in accordance with communication dis-
tance relative to the upper node.
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16. The apparatus of claim 13, being configured to control
the plurality of upper nodes on the same layer to respectively
allocate the forwarding channels to the plurality of lower
nodes, and control one of the lower nodes to establish
interactive communication with one of the upper nodes to be
allocated a corresponding forwarding channel.

17. The apparatus of claim 16, wherein a communication
distance between the lower node that establishes the com-
munication with the upper node and the upper node 1s less
than a communication distance between the lower node and
other upper nodes.

18. The apparatus of claim 16, being configured to control
one of the plurality of upper nodes to send a first broadcast
packet to the plurality of lower nodes, wherein the first
broadcast packet comprises a node address and a forwarding
channel corresponding to the lower node.

19. The apparatus of claim 13, wherein the plurality of
forwarding channels allocated to the plurality of lower nodes
on the same layer by one of the plurality of upper nodes are
different.

20. The apparatus of claim 13, being configured to support
a network connection function, wherein communication
protocols adopted by the mesh network comprise Bluetooth
protocols.
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