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Enfity 4 e 410
OlDp: <company><sofiware _component> = sap-mapping_tool

SEp [ <type> = ‘entity’ ———4a14

SIDp: «<schema_ codex><schema version codex><entity code>

\-416
Exemplary URN: urn:sap-mapping_toot.entity:fsdm-v2-loan
\-41 8
Attribute f 4e2 420

OIDp: <company><software _component> = sap-mapping_tool 1
Skp @ <type> = ‘altribute’' 9424
SIDp: <schema_codex<schema version codes<entitiy name><attribute code>

\. 426
Exemplary URN: umn:sap-mapping_toolattributedsdm-vZ-loan-currency
\~428
Inheritance e 430

OIDp: <company><sofiware_component> = sap-mapping_tool
SEp: <type> = ‘inheritance’——434
SIDp: <schema_code><schema_version_codex<inheritance_codex><parent_entity_code>

\- 436

440

A

SEp: <type> = ‘relationship’—— 444

S1Dp: <schema_code><schema version_code><relationship_code><entity A code><entity B _code>

Exemplary URN: urn:sap-mapping_tool:relationship:fsdm-v2-loan_customer-loan-customer
448
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SEMANTIC, SINGLE-COLUMN
IDENTIFIERS FOR DATA ENTRIES

FIELD

The present disclosure generally relates to 1dentifiers for
entries 1n a data store, such as for records 1n a database
system. Particular embodiments relate to semantically-
meaningtul single-value i1dentifiers.

BACKGROUND

Being able to locate unique records 1n a database 1s a key
consideration 1n database design. Indeed, a significant
amount of the utility of database systems may be lost 1f
records cannot be uniquely identified. Typically, primary
keys are constructed from one or more attributes 1n a
database table. In some cases, artificial identifiers can be
assigned to rows 1n a database table and used as unique row
identifiers.

SUMMARY

This Summary 1s provided to mtroduce a selection of
concepts 1 a sumplified form that are further described
below 1n the Detailed Description. This Summary 1s not
intended to identily key features or essential features of the
claimed subject matter, nor 1s 1t intended to be used to limait
the scope of the claimed subject matter.

Techniques and solutions are described for identifying
data, such as records 1n a relational database. The data can
have a first plurality of attributes, a second plurality of which
are used to create the idenftifier. The identifier can be
included as a column 1n a data structure in which the data 1s
stored, such as a column in a table storing a record. The
disclosed data identifiers can provide semantically mean-
ingful information. The disclosed identifiers can also
improve data store performance, such as by facilitating data
retrieval, and helping to guard against inserting duplicate
entries 1n the data store.

In one aspect, a method 1s provided of generating a row
identifier for data to be inserted into a database table, such
as a relational database table or a table in the form of a
key-value store. Data 1s obtained that 1s to be 1nserted into
a database table. The database table includes a first plurality
of fields (e.g., attributes). The data to be 1nserted has values
for a second plurality of fields of the first plurality of fields.
In some cases, the second plurality of fields can be the same
as the first plurality of fields.

A row identifier 1s generated for the data. The row
identifier has values from a third plurality of fields of the
second plurality of fields. In some cases, the third plurality
of fields can be the same as the second plurality of fields.

The data 1s populated into the database table. The popu-
lating includes populating a row identifier field of the first
plurality of fields with the row 1dentifier.

In another aspect, a method 1s provided for generating an
identifier for data to be stored 1n a data store, such as a
database system (e.g., a relational database system) or a
key-value store. Data 1s obtained to be inserted into a data
store. The data store has at least a first column (which can
be, for example, a key column of a key-value store) and at
least a second column (which can be, for example, a value
column of a key-value store). The data 1s structured, and has
values for a first plurality of value types. For example, the
data can be an mstance of an abstract or composite data type,
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2

where the data values correspond to data members, and the
instance has values for at least some of the data members.

An 1dentifier for the data 1s generated. The identifier
includes values for a second plurality of fields of the first
plurality of fields. The 1dentifier also includes a namespace
identifier for the data store (such as an identifier of a
database system or a schema of the database system).

The data 1s populated to the data store. The populating
includes populating the first column of the data store with
the generated 1dentifier.

In a further aspect, a method 1s provided for generating a
row 1dentifier for data associated with a database table, such
as data stored 1n the database table, data to be 1nserted into
the database table, or data to be compared with data 1n the
database table. Data associated with the database table is
obtained. The database table includes a first plurality of
fields (e.g., columns or attributes). The data includes values
for a second plurality of fields of the first plurality of fields.
In some cases, the second plurality of fields can be the same
as the first plurality of fields.

A row identifier for the data 1s generated. The row
identifier includes values for a third plurality of fields of the
second plurality of fields. In some cases, the third plurality
of fields can be the same as the second plurality of fields.

A row 1dentifier field of the first plurality of fields 1s
populated with the row i1dentifier.

The present disclosure also includes computing systems
and tangible, non-transitory computer readable storage
media configured to carry out, or including instructions for
carrying out, an above-described method. As described
herein, a variety of other features and advantages can be
incorporated into the technologies as desired.

BRIEF DESCRIPTION OF THE

DRAWINGS

FIG. 1 1s a diagram 1illustrating how attributes of a
generalized database table can be used to generate unique
record 1dentifiers.

FIG. 2 1s a diagram 1llustrating a specific database table,
and how attributes of that table can be used to generate
umque record 1dentifiers.

FIG. 3 1s an example data model, illustrating how dis-
closed data identifiers can be used i1n conjunction with
denormalized database tables.

FIG. 4 illustrates how attributes of the data model of FIG.
3 can be used to generate data 1dentifiers for different types
of data objects in a denormalized database table.

FIG. 5 15 an example database table according to the data
model of FIG. 3.

FIG. 6 1s an example data model, illustrating how dis-
closed data identifiers can be useful in relating database
tables, including for purposes of database operations, such
as JOINSs.

FIG. 7 illustrates example SQL code for retrieving infor-
mation from tables of the data model of FIG. 6, using JOIN
operations, including JOIN operations on single columns
having disclosed data i1dentifiers.

FIG. 8 15 a table illustrating example query results from
using the SQL code of FIG. 7.

FIG. 9 1s a diagram 1llustrating how disclosed data i1den-
tifiers can simplily data retrieval operations, such as opera-
tions to determine whether a particular object exists 1 a
database table.

FIGS. 10A-10C are flowcharts illustrating operations 1n
disclosed embodiments of generating data identifiers.

FIG. 11 1s a diagram of an example computing system 1n
which some described embodiments can be implemented.
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FIG. 12 1s an example cloud computing environment that
can be used 1n conjunction with the technologies described
herein.

DETAILED DESCRIPTION

Example 1

Overview

Being able to locate unique records 1n a database 1s a key
consideration 1n database design. Indeed, a significant
amount of the utility of database systems may be lost 1f
records cannot be uniquely identified. Typically, primary
keys are constructed from one or more attributes i1n a
database table. In some cases, artificial i1dentifiers can be
assigned to rows 1n a database table and used as unique row
identifiers. These prior approaches can sufler from various
disadvantages. Accordingly, room for improvement exists 1n
the assignment of unique 1dentifiers for database tables.

As described above, commonly, one or more attributes 1n
a table can uniquely identify a particular record (1.e., a
particular row) 1n the table. Row 1dentifiers can generally be
referred to as “keys.” Super keys can refer to one attribute,
or a combination of multiple attributes, that are capable of
uniquely 1dentifying a database record. In some cases, there
can be multiple super keys for a table. Some super keys may
be subsets of other super keys. That 1s, for example, i
attributes A and B serve as a super key, then adding attribute
C, attribute D, etc. to that combination results i1n combina-
tions that are also super keys—since they contain A and B,
which by themselves are suflicient to uniquely 1dentify table
rows.

Candidate keys can refer to super keys that have the
smallest number of attributes needed to uniquely identify a
table row. In the above example, while {A, B, C} and {A,
B} are both super keys, only {A, B} would be designated as
a candidate key. A primary key 1s a candidate key chosen,
typically by the designer of a database schema, to actually
serve as the umique identifier for the database table. A
primary key can be chosen, 1n some cases, based on the
expected use of the attributes in the candidate key. For
example, database indexes are typically created based on a
primary key. In some cases, the index 1tself can be used to
answer queries, and so thoughttul selection of primary keys
can speed queries by allowing them to be answered using the
index, rather than having to access the actual table.

One problem that can arise in the use of primary keys
based on table attributes 1s that multiple columns need to be
used to refer to a particular row. Scanning a table for rows
meeting particular criteria can thus be computationally
expensive, which can be particularly expensive 1n operations
such as table joins.

Artificial primary keys can be assigned to table records,
such as when a particular record 1s 1nserted into the table.
The key values are unique, and 1n at least some cases can be
randomly generated. In other cases, an 1dentifier value can
be incremented, where a current value 1s assigned to a newly
created row, and then the current value 1s i1ncremented.
Typically, an attribute corresponding to the row 1dentifier 1s
added to the table to hold the row identifier. Because the
artificial 1dentifier 1s not based on actual record data (e.g., a
record representing an entity for an entity class defined by
the table schema), artificial 1dentifiers can be referred to as
surrogate keys.

Unique, artificial identifiers can help address at least
certain problems associated with composite primary keys
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(1.e., primary keys that include a plurality of attributes). For
example, rows that could normally only be accessed using
multiple columns associated with a composite primary key
can instead be accessed using a single column surrogate key.

The use of surrogate keys, however, can also have draw-
backs. Surrogate keys typically fail to provide sematic
information regarding the data in the corresponding row, or
even about the table in which the row appears. Take, for

example, a table that might represent a car registration,
having a structure and row as indicated below:

Surrogate Owner
Key Make  Model Color Year ID
1CE4B VW Golf Green 2016 763123

Consider two versions of the table above, one with the
surrogate key and one without. For the version without the
surrogate key, assume that {Make, Model, Color, Year,
Owner} is the primary key, and the only possible primary
key (e.g., because an owner may own multiple cars, includ-
ing cars having the same make and the same model, but
where the owner will not have two cars having the same
make, model, color, and year, and because, for any given
make/model/color/year, multiple cars may exist, but with
different owners). In this case, without considering the use
of an mndex, all columns of the table are required to be
accessed 1n order to locate a single record.

In the example table, the primary key value of the single
record in the table is {VW, Golf, Green, 2016, 763123}.
Assume that a developer or database admimstrator 1s
troubleshooting, and the record in the table 1s associated
with an error. The primary key above provides meaningiul
information, and may assist the developer in identifying the
source of the problem and correcting it. For example, it
could be that green VW Golfs were not available for sale 1n
2016. Or, the developer may look for problems with a
particular Owner ID value. On the other hand, while the
surrogate key 1CE4B may be used to concisely access the
record, 1t may not provide any sematic information about the
record to the developer or database administrator.

The present disclosure provides technologies that can
provide both the benefits of surrogate keys and the benefits
of semantically-rich primary keys, while reducing or elimi-
nating their corresponding drawbacks. In a particular imple-
mentation, the present disclosure provides a unique identi-
fier 1n the form of a uniform resource name (URN) useable
to uniquely 1dentily records 1n a particular table. The URN
can include attributes forming a super key for the table,
including a candidate key, such as a key that might be
selected as a primary key in the absence of the URN. Unless
the context clearly indicates otherwise, when URNs are
discussed 1n the remainder of this disclosure, 1t should be
understood that the discussion applies to disclosed data
identifiers that can be implemented other than as URNs, or
as URNSs having a different format, syntax, etc. than example
URNSs that are provided.

In a further embodiment, the URN can include additional
information to help provide a URN that provides meaningiul
semantic information, and serves the purpose of uniquely
identifying a table row. For example, the URN can include
attributes of the table that may not be 1n a primary key, or
even serve as part of a composite super key (including a
candidate key), but which may be meaningiul to an end user.
In at least some cases, the semantically enriching informa-
tion can be selected by a user when a URN definition 1s
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specified for a particular table schema (or a schema for other
database objects, such as views).

The URN can include mformation that further serves to
uniquely 1dentity particular table records, and may provide
information about the source of a table record. In particular,
the URN can include a namespace identifier. The namespace
identifier can represent a particular database system or a
particular sub-set of a particular database system. For
example, assume that an entity has two geographically
separated oflices that use at least part of a common table
schema. The URN can include a namespace identifier that
serves to 1dentily the geographic location of the office, such
that records of a first location can be distinguished from
records of the second location, even 1f the records otherwise
have identical information in the URN for a given table.

When the namespace 1dentifier represents a sub-set of a
particular database system, the namespace identifier can
refer to a particular organization or other entity associated
with the database system. In a cloud environment, for
example, a namespace identifier can refer to a particular
tenant of a multi-tenant database system. Or, a database
system (including a particular tenant container) can include
records that have multiple different sources, including orga-
nizations or other entities, and the namespace indicator can
be used to indicate the record source.

The URN can be added to rows 1n the table, such as by
adding to the table an attribute corresponding to the URN,
or adding the URN to row metadata. Providing the URN as
an attribute, or 1n a format that provides equivalent func-
tionality, can allow records to be umquely identified based
on a single, semantically-meaningiul column value.

The disclosed technologies can provide various advan-
tages. The use of a semantically meaningiul, single-value
primary key can assist in development and debugging
cllorts, as developers may be presented with meaningiul
information about a particular entity (record) that may be
associated with a bug or error message.

Because a particular record can be 1dentified based on a
single column, database operations, such as selects and
joins, can be carried out more quickly, and with greater
computational efliciency (e.g., less memory or processor
use).

The disclosed data identifiers (including as URNs) can
more accurately associate entities with particular identifiers,
compared with surrogate keys or similar artificial identifiers.
For example, if two systems use different surrogate keys, 1t
can be dificult to determine when duplicate records are
being added to a table, such as when transactional data 1s
loaded 1nto an analytical database system (e.g., as part of an
ETL or ELT process). As the disclosed URNs are based on
actual attributes of a particular enftity, the likelihood 1s
greater than the same entity would be assigned the same key
value/URN, allowing duplicate entries to be detected.

Although 1n some cases the use of a namespace 1dentifier
can be optional, and omitted, for a URN, 1n many cases it
can be beneficial to include a namespace identifier to help
avoid collisions between database entries. For example, if a
“material” table includes matenals associated with a variety
of departments 1n an organization, 1t 1s possible that two
departments might have identical records for a material.
When the records are combined into the material table, a
collision could occur. Including a namespace 1dentifier in the
URN for the material table can help ensure that collisions do
not occur between records from the diflerent departments. At
the same time, the namespace 1dentifier can be used to help
ensure that records that should be treated as 1dentical are 1n
fact recognized as such. For mstance, 11 multiple sources for
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a “finishing” department material table exist, the namespace
identifier can be used to determine when records for the
different sources represent the same entity.

Typically, database tables are normalized—where data
that might possibly be stored 1n a single table 1s split mnto
multiple tables according to particular rules. Database nor-
malization can be used to reduce data redundancy and
improve data integrity. For example, many databases are
normalized into the BCNF form. However, database nor-
malization may yield particular benefits for row-oriented
database systems, where performance can be enhanced 1n
column-oriented database systems by denormalizing data-
base tables. However, 11 the database objects in the denor-
malized table are sutliciently different, 1t may be diflicult to
construct a primary key that 1s semantically meaningftul, and
sO surrogate keys are often used instead.

The disclosed URNs can provide a way of uniquely
identifying records in a denormalized table, while still
providing a row 1dentifier that provides semantic meaning.
In some cases, multiple URNSs can be used for a single table,
where a given URN uses a different combination of attri-
butes useable to identily a particular entity type 1n a table
with multiple enfity types, and optionally semantically
enriching information about an entfity type.

Although described with respect to relational databases,
the disclosed data i1dentifiers can provide benefits 1n other
data storage contexts. For example, key-value stores are
typically required to have a single key. In situations where
a particular object 1s 1dentified by a particular combination
of multiple properties, artificial keys are often used. These
artificial keys are similar to the surrogate keys described
above, and can sufler from the same drawbacks—having an
identifier (key) for a particular value in the data store that
does not provide meaningtul information about the object
represented by that key.

In some cases, use of the disclosed URNSs can reduce or
climinate the need for external indices, which can speed
database operations, as well as reducing storage/memory
requirements and potentially making the database system
casier to maintain. In particular, column-store databases may
be configured to use columns 1n a similar manner as indices,
and having a column that includes relevant information from
multiple columns can further improve database operations
and maintenance, including potentially satisfying a query
from a URN column, rather than using an external index or
having to scan multiple columns of a table. A URN column
may also be able to take advantage of compression tech-
niques used for columns 1n a column-store database, which
can further reduce memory/storage requirements and expe-
dite data retrieval.

Example 2

Example Generalized Method for Creating Data
Identifiers

FIG. 1 provides a generalized example of how a URN can
be defined for a particular table, having a particular schema,
and how the schema can be modified to incorporate the
URN. A database system 108 can be associated with a
particular identifier 110, “XYZ” as shown. A table 114 of the
database system 108 1s shown as having attributes 118
(118a-118d), and includes four rows, or records, 122 (122a-
1224d). Each attribute 118 for each record 122 1s associated
with a value 126. However, in some cases, a given value 126
can be a blank value (e.g., no value 1s assigned to that cell),
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or can be a NULL value. In some cases, logic for generating
a URN can be programmed to omit NULL values from a
URN.

Function 130 1illustrates how a unique identifier, ID,, can
be determined for a given row D. According to the function

130, ID,, 1s determined by the row 122 of the table (in
particular, values 126 for the row) as:

AD,SID,, OID,, SEr,)—IDy,

where:

D 1s the row 122 of the table 114;:

SID,, represents the semantic information needed to
uniquely i1dentity an entity in the table 114, where the
individual components of the semantic information are
s1d. ,&=SID , where [1|=ISID 5;

OID,, represents the namespace of the database, or owner
of the data record, where the individual components of the
namespace are o1d, 01D, where 111=|0OID,|;

SE ,, represents semantically enriching information about
D, which semantic information 1s not required to uniquely
identity D;

ID, 1s a unique 1dentifier for D that can be stored 1n a
single column of the table 114, where the individual com-
ponents are 1d,,EID,, where 1|=I1D,|, where OID,< 1D,
and SID,<1Dj;

such that: D, SID,,, OID,#{ }; and

such that: SE, 1s optional, SE,,<1D,,, and can be null.

ID,, can be used to generate a URN 140, where the URN
may have a particular syntax. That 1s, the ID, can define
elements that can be used as data identifiers, and URNSs can
provide a particular syntax for expressing an ID,,.

As shown, the syntax of the URN 1s OID,, SE, af
present) and SID,, separated by colons. However, 1t should
be appreciated that the disclosed technologies are not nec-
essarily limited to any particular syntax. Also, although the
OID,, 1s included 1n the URN definition, in other cases, a
URN, or more generally, a data identifier, need not include
an OID .

The rules for generating URNs typically will be set on a
table-by-table basis. However, 1n some cases, default URN
formats can be specified. For example, 1f a database system
1s being converted to a URN-based key format, and currently
has a primary key based on table attributes (i.e., rather than
being a surrogate key), the primary key can be combined
with the namespace 1dentifier, OID,, to generate a default
URN.

Taking the example values 126 in the table 114, consider
a table where SID,, is {Attribute A, Attribute B}. When
multiple attributes are in the SID,,, they can be separated by

a delimiter, which 1n at least some cases can include “:”. As
described, the i1dentifier 110, “XYZ” can be the OID,. So,
the URN for row 122a can be XYZ:Al:A2. In some cases,
the syntax used for the URN can indicate which elements
correspond to the OID,,, the SIDDj or the SE,,. As OID, 1s
the first element, a terminal “:” can be suﬁic1ent to indicate
the end of the OID,,. In the case of SE, with multiple
attrlbutes a dehmlter other than *:” can be used, such as

“-”. Similarly, attributes of the SID can be separated by
a di Terent delimiter than used to separate diflerent primary
clements of the URN in order to help distinguish between
such primary elements, and between subelements of primary
clements.

Continuing the above example, assume that a database
designer determines that Attribute D serves as semantically-
enriching information. Although Attribute D 1s not necessary
for distinguishing between rows 122 of the table 114, 1t can

be included in the URN to make the URN more meamngiul,
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such as to an end user, a developer, a database administrator,
or to soltware programs or processes. When Attribute D 1s
added as semantically enriching information, the URN {for
row 122a can be XYZ:D1:A1:B1 or XYZ:D1:Al1-Bl1.

In a specific example, “:” (or another character) 1s used as
a reserved separation character to separate the OID,,, SE,
and SID, of a URN. In a particular implementation of this
example, “-” (or another character) i1s used as a reserved
separation character to separate subelements (e.g., field
names or identifiers) within the OID,, SE,,, and SID,, of a
URN. Having reserved separation characters can facilitate
processing ol URNs, include parsing the diflerent elements
and subelements of the URN, as well as other processing
(e.g., removing other characters, including white spaces).

The schema for the table 114 can be restructured to
include an attribute 118¢ for the URN. As the URNs 1n
attribute 118¢ include at least some of the information from
other attributes 118 of the corresponding row, the URN for
any particular row contains semantically meaningful infor-
mation. However, any particular row can be 1dentified using
only a single column—attribute 118e¢, which can make
selects, joins, and other database operations more efficient.
When the attribute 118e¢ serves as the primary key, the
primary key can be consistent between systems, as the URN
includes meaningtul information based on the properties of
the entity, rather than a surrogate key, where 1t may be
difficult to determine if two records having different surro-
gate keys represent the same entity, assuming that difierent
surrogate key generation mechanisms were used for the two
records.

The use of a semantically meaningful primary key, 1n the
form of the URN (or, more generally, an ID ) can also allow
for additional database operations to be carried out that
might not be possible using prior types of primary keys. For
example, the URN attribute 118¢ can be searched for entries
having particular elements, including semantic elements
(e.g., elements of SID, or SE ). Taking a table similar to the
example table in Example 1, regarding car models, but using
a disclosed URN, the URN could be searched to find entries
for all “VW” models, “Green” cars, or all owner IDs having
a particular set of characters (e.g., SELECT FROM TABLE
WHERE URN LIKE 76%).

In some cases, elements of the ID,, can be related, such as
in a taxonomy. Taxonomies can include hierarchically
related elements. When an ID,, definition 1s being defined, a
designer can 1nclude elements of the 1D ,, such as elements
of the SE,, or the SID,,, in an order that assists a user 1n
understanding what a particular record represents. In the
case of hierarchically-related elements, the order may
include listing elements in broad-narrow or narrow-broad
order.

As an example, a three-level taxonomy may be used to
describe asset types. One type of asset may be real property,
which can have a label of “estate.” Real property can have
various sub-types, such as residential, commercial, indus-
trial, undeveloped, or agricultural. Within one of those
sub-types, additional classifications may exist, such as clas-
sifying residential properties as economy, premium, Or
super-premium. Thus, one way of expressing these proper-
ties, such as when used 1n the SE,, for an object, could be
broad-narrow, such as estate-residential-premium.

In some 1mplementations, objects maintained 1n a data
store can be versioned. In some cases, multiple versions of
an object can be stored (either in the same table, or 1n
different tables, for example). In other cases, only a latest
version of an object 1s maintained. In any of these situations,
it can be usetul to associate a version code with the object.
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The version code can be used 1n the ID,, such as 1n the SE,
or the SID,,. Including the version code 1n an 1D, (e.g., as

part of a URN), can be beneficial, as it can allow a
one-column query to determine whether a specific version of
the object exists in the data store, even 1f multiple versions
of the object are maintained 1n the same database table.

Example 3

Example Method of Generating Data Identifiers for
Specific Use Case

FIG. 2 illustrates a more concrete example ol how dis-
closed row 1dentifiers can provide benefits in both under-
standing the context and meaning of a particular database
record from 1ts primary key value, and how such 1dentifiers
can result i 1improved database performance FIG. 2 1llus-
trates a database system 210 associated with a particular
namespace 1dentified by 1dentifier 212. In this example, the
database system 210 can represent a database used by the
entity “Long Hotels” (having a namespace 1dentifier 212 of
“Long_Hotels”).

The database system 210 includes a table 216 the can be
used to store information regarding guests that are registered
with a hotel. The table 216 can include an attribute 220aq
representing a class of room associated with a particular
hotel operated by Long Hotels (e.g., economy, premium,
platinum), an attribute 2205 representing the street address
of the hotel, an attribute 220c¢ representing the city or town
in which the hotel 1s located, an attribute 220e representing
a particular room number 1 a particular hotel, and an
attribute 2204 representing a current guest that 1s occupying
that particular room.

At least 1n particular circumstances, none of the attributes
220 (e.g., 220a-220¢) may be suilicient, by themselves, to
serve as a primary key. For example, Long Hotels may have
multiple premium hotels or multiple hotels located 1n a
single city. A particular guest may have rented multiple
rooms at a given property, and so guest name may not be
suilicient to serve as a primary key. Similarly, although a
street address might, by itself, be suflicient to i1dentify a
particular hotel, 1t st1ill may not serve as a primary key, given
that each hotel at a particular address has multiple rooms,
and likely multiple guests. Thus, it 1s likely that a primary
key constructed from the attributes 220 will require mul-
tiple, and perhaps all, of the attributes 220a-220e. Directly
selecting records from the table 216, without the use of an
index, can thus be computationally expensive, since 1t may
require accessing every column of the table.

Continuing the example, assume that unique records in
the table 116 can be 1dentified using the street address 2205,
city 220c¢, and room number 220e attributes. Assume further
that 1s has been determined, such as by a database designer,
that the room class attribute 220q should be 1included 1n the
URN as semantically enriching information. Using the URN
formulation from Example 2, the schema for the table 216

can be updated to add an attribute 220f for the URN.
Looking at the URN values of the attribute 220¢, 1t can be
seen how these record identifiers can immediately provide
semantically meaningtul information. The SID , information
provides the address, city, and room number of a particular
record. This information might be used to indicate that, for
example, a problem exists with data being transferred from
a particular hotel location. The semantic information, SE,,,
regarding a room class provides additional information. The
room class mformation may indicate, for instance, that a

point of sale system associated with a particular hotel
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classification may be the source of database errors, or may
indicate a particular priority for resolving any database
1ssues (e.g., 1ssues for platinum class hotels may be consid-
ered more urgent than 1ssues for economy class hotels).

Example 4

Example Data Identifiers Used with Denormalized
Database Tables

As discussed 1 Example 1, traditional methods of 1den-
tifying rows can be particularly problematic when denor-
malized tables are used, because diflerent types of entities
may be included in the same table. U.S. patent application

Ser. No. 16/399,533, entitled “Matching Metastructure for
Data Modeling,” filed on Apr. 30, 2019, and incorporated by
reference herein, describes mnovations for matching differ-
ent metadata schemas. FIG. 3 illustrates a portion of a data
model 300 used 1n that application.

The data model 300 includes a SchemaObject table 310

that includes an attribute 312 identifying a particular schema
associated with a mapping, an attribute 314 for an object ID
of an object being mapped, an attribute 316 providing a
name for the object, an attribute 318 providing a description
for the object, an attribute 320 providing an object type for
the object, an attribute 322 for any value list associated with
the object (e.g., a list that specifies valid values the object
may have), an attribute 324 representing comments provided
for the object, and an attribute 326 indicating whether the
object 1s a virtual object. The object type attribute 320 may
have a number of possible values, such as indicating a
database table, an attribute of a database table, an interface
parameter, a relationship between tables (e.g., a relationship
that might be indicated 1n an entity-relation diagram), cal-
culation views, and attributes of calculation views.

As shown i FIG. 3, the SchemaObject table 310 can
include the DataSchema attribute 312 and the ObjectiD
attribute 314 as elements of a composite primary key.
However, using this value as a primary key can potentially
reduce database performance, 1n some aspects, as multiple
columns may need to be accessed 1n order to 1dentify and
retrieve data from a particular record. In addition, even
though the primary key 1s constructed from attributes of the
table 310, those attributes may not provide suflicient seman-
tic information. For example, both the DataSchema attribute
312 and the ObjectlD attribute 314 may be essentially
artificial i1dentifiers (e.g., alphanumeric values that can be
randomly generated or otherwise do not convey significant
semantic information, such as to a user).

The attributes 312-326 can be attributes that are mean-
ingtul for any entity type that may be included 1n the table
310. As the table 310 can contain a variety of entity types
(e.g., object types indicated by attribute 320), 1t may include
one or more attributes 330 (3304-330:) that are specific to
one or more entity types associated with the table 310, but
less than all of such entity types. Attributes 330 for entity
types that are not relevant for an entity type for a given
record can be left empty (i.e., no value 1s assigned to that cell
of the table), or can be provided with NULL values or
similar indicators that a value 1s not present, not relevant, or
not defined for that record.

It should be appreciated that various changes can be made
to the table 310. For instance, one or more of the general
attributes 312-326 can be omitted, including being replaced
with entity-specific attributes that serve a corresponding
purpose. As an example, instead of a name attribute 316, the
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table 310 can include attributes 330 for names correlated
with a specific object type (e.g., table name, attribute name,
relationship name, etc.).

According to disclosed embodiments, multiple, different

URN definitions can be provided for a single table. Typi-
cally, such URNs are defined such that any URN identifies

a particular record in the table. Take, for example, table 310
as 1including an object enfity type (e.g., tables) and a table
attribute object type. A URN for a table object type can be
created that uniquely identifies a particular record for a
particular table, but also does not i1dentily records corre-
sponding to attributes or other object types.

FIG. 4 provides 1D, definitions and example URNs for
various object types that can be included 1n a table having
the table schema 310. An example table 500 according to the
table schema 310 1s provided 1n FIG. 5. In the URNs of FIG.
4, the OID, 1s associated with a mapping tool, and the same
value 1s used for all of the 1D, definitions/URNS for the
different object types. In the examples shown, the object
type attribute 320 1s used as the semantically enhancing
information, SE,. Thus, when a user views a URN con-
structed according to FIG. 4, the user will immediately be
able to tell what type of object 1s being represented, which
can make other components of the URN more meaningtul to
the user.

In FIG. 4, definition 410 1s provided for an entity object
type, where an entity may refer to a table in a relational
database system. The OID,, 412, 1s defined as a particular
namespace. In this case, the OID,, 412 includes the name of
the company associated with the database system, “SAP,”
and a particular software component associated with all or a
portion of the database, “Mapping_Tool.” As described
above, URNs for table 310 can include the entity type as
semantically enriching information, the SE, 414. In this
case, the object type 1s “entity.”

The mnformation used in an SID,, 416 for the entity object
type can include information useable to uniquely identify
records 1n the table 310, including records having the entity
object type and records having a diflerent object type. The
SID,, 416 includes a schema_code attribute 312, a
schema_version_code attribute 330q, and an entity code
330c.

In the table 500, row 508 corresponds to a record for an
entity object type. In row 508, attributes used in the SE , and
the SID,, attributes 320 and 312, 330qa, 330c are shown as
populated, as are some of the general attributes, attributes
314, 316, 318, 326. Other general attributes, and attributes
330 (including those associated with SID, information for
other object types) are shown as having NULL values. In
other cases, some or all of such attributes can be populated,
or can lack a value rather than being assigned a null value.
Using the example OID, information provided above, and
the information of row 508, an ID,/URN 418 can be
generated as:

urn: sap-mapping_tool:entity:fsdm-v2-loan

In FIG. 4, a definition 420 1s provided for an attribute
object type (e.g., a column definition that can be associated
with a particular table, or which can be used 1n a plurality of
tables). An OID, 422 1s defined as for the OID, 412 for the
entity object type defimition 410. Similarly, an SE,, 424 1s
defined as for the SE,, 414, as the object type 320, except
that the value for the object type will be “attribute” rather
than entity. An SID, 426 1n the definition 420 can use
attributes that are relevant to an attribute object type, and
useable to identify a particular record for an attribute. The
SID,, 426 1s shown as including the schema code attribute
312 and the schema version code attribute 330a, as in the
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definition 410. However, the SID,, 426 includes the entity
name attribute 3305 and the attribute code attribute 3304,
rather than including the entity code attribute 330c¢ that 1s
included in the SID, definition 416 for the URN specifica-
tion 410 for an entity object type.

In the table 500, row 512 corresponds to a record for an

[ 1

attribute object type. In row 512, attributes used in the SE,
and SID,, attributes 320 and 312, 330q, 3300, 3304 arc
shown as populated, as are some of the general attributes,
attributes 314, 316, 318, 326. Other general attributes, and
attributes 330 (including those associated with SID,, infor-
mation for other object types) are shown as having NULL
values. In other cases, some or all of such attributes can be
populated, or can lack a value rather than being assigned a
null value. Using the example OID,, information provided
above, and the information of row 512, an ID,,/URN 428 can

be generated as:

um: sap-mapping_tool:attribute:fsdm-v2-loan-cur-
rency

In FIG. 4, a definition 430 1s provided for an inheritance
object type (e.g., an object that defines a relationship
between a parent object and a child object, where the child
object includes some or all of the properties of the parent
object, where the parent object and child object can be, 1n
particular examples, table schemas). An OID , 432 1s defined
as for the OID,, 412 for the entity object type definition 410.
Similarly, an SE,, 434 1s defined as for the SE,, 414, as the
object type, except that the value for the object type will be
“inheritance” rather than entity. A SID,, 436 1n the definition
430 can use attributes that are relevant to an inheritance
object type, and useable to 1dentify a particular record for a
particular inheritance object. The SID,, 436 1s shown as

including the schema code attribute 312 and the schema

version code attribute 330q, as 1n the definition 410. How-
ever, the SID,, 436 includes the mheritance code attribute
330e¢ and the parent_entity_code attribute 330/, rather than
including the entity code attribute 330¢ that 1s imncluded 1n
the SID,, definition 416 for the URN specification 410 for an
entity object type.

In the table 500, row 516 corresponds to a record for an

[

attribute object type. In row 516, attributes used 1n the SE,,
and SID,,, attributes 320 and 312, 330a, 330e, 330/ arc
shown as populated, as are some of the general attributes,
attributes 314, 316, 318, 326. Other general attributes, and
attributes 330 (including those associated with SID,, infor-
mation for other object types) are shown as having NULL
values. In other cases, some or all of such attributes can be
populated, or can lack a value rather than being assigned a
null value. Using the example OID, mformation provided

above, and the information of row 516, an ID,,/URN 438 can
be generated as:

um: sap-mapping tool:inheritance:fsdm-v2-
retail_loan-loan

In FIG. 4, a definition 440 1s provided for a relationship
object type (e.g., an object that defines a relationship
between two other schema objects, such as between two
entities or between two attributes). An OID,, 442 1s defined
as for the OID, 412 for the entity object type defimition 410.
Similarly, an SE , 444 1s defined as for the SE,, 414, as the
object type, except that the value for the object type will be
“relationship” rather than entity.

An SID,, 446 1n the definition 440 can use attributes that
are relevant to a relationship object type, and useable to
identify a particular record for a particular relationship
object. The SID, 446 1s shown as including the schema code
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attribute 3124 and the schema version code attribute 3304,
as 1n the definition 410. However, the SID,, 446 includes the
relationship_code attribute 330g, the entity_A_code attri-
bute 330/, and the entity_B_code attribute 330:, rather than
including the entity code attribute 330¢ that 1s included 1n
the SID,, definition 416 for the URN specification 410 for an
entity object type.

In the table 500, row 520 corresponds to a record for a
relationship object type. In row 520, attributes used 1n the
SE,, and SID,,, attributes 320 and 312, 330a, 330g, 3307,
330:, 330; are shown as populated, as are some of the
general attributes, attributes 314, 316, 318, 326. Other
general attributes, and attributes 330 (including those asso-
ciated with SID, information for other object types) are
shown as having NULL values. In other cases, some or all
ol such attributes can be populated, or can lack a value rather
than being assigned a NULL value. Using the example

OID,, information provided above, and the information of
row 520, an ID,/URN 448 can be generated as:

urn: sap-mapping tool:relationship:fsdm-v2-
loan_customer-loan-customer

Example 5

Example Data Retrieval Using Disclosed Data
Identifiers

FIG. 6 illustrates a data model 600 that can have com-
ponents that are at least generally similar to components of
the data model 300 of FIG. 3. In FIG. 6, a SCHEMA_NODE

table 610 can be at least generally similar to the SchemaO-
bject table 310 of FIG. 3. The table 610 can store informa-
tion regarding objects of multiple object types in a database
schema, where the object types can include, for example,
attributes, tables (entities), relationships, inheritances, etc.
A CORRESPONDENCE table 614 can store information
regarding objects 1n a target database schema (e.g., to which

B

a source database schema i1s being mapped). A CORRE-
SPONDENCE_NODE table 618 can store information that,

for a particular set of schemas, maps an object from the

[ 1

source schema to an object 1n the target schema. A SCHE-
MA_ALIGNMENT table 622 can represent a particular
mapping between a source schema and a target schema,
where an individual schema can be represented in a
SCHEMA table 626. A SCHEMA_EDGE table 630 can
store relationships between objects within the same schema
(e.g., attributes that are associated with a particular table).

Some or all of the tables 610-630 can include primary
keys 1n the form of URNSs, such URNs constructed as, or
constructed 1n a similar manner to, those described in
Examples 2-4. However, not all tables in a database system,
or a particular schema, need to include keys formed in
accordance with the present disclosure. For example, the
table 618 1includes a primary key 634 that can be a surrogate
key, such as a randomly generated number. Although not
shown 1n the schema 600, tables can also include primary
keys that are a single table attribute or composite keys
formed from a plurality of table attributes (but, typically do
not iclude a separate column that stores the composite key
value).

FIG. 7 presents example SQL code 700 that can be used
to display object mappings between two schemas. The SQL
code includes a three way join. The joins are shown 1n FIG.
6. Join 630 joins the CORRESPONDENCE table 614 with
the SCHEMA_NODE table 610 using the URN of a target
node, where such URN 1is the primary key 652 of the table
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610, and 1s a foreign key 654 of the table 614. Join 658 joins
the CORRESPONDENCE table 614 with the CORRE-
SPONDENCE_NODE table 618 using the correspondence
URN 660, which serves as the primary key for the table 614,
and as a foreign key 662 for the table 618. Join 666 joins the
CORRESPONDECE_NODE table 618 with the SCHE-
MA_NODE table 610 using the URN 652, the primary key
of the table 610, which serves as a foreign key 668 of the
table 618.

FIG. 8 presents an example user interface screen 800
showing example query execution results of executing the
SQL code 700.

Although the SQL code 700 includes a three-way join, 1t
can execute significantly more quickly than in cases where
composite primary keys are used. Each of the joins 650, 658,
666 1s on a single column. However, the primary keys 6352,
660 provide meaningtul information to users, including, for
the primary key 652, the type of object represented by the
record, provided by the SCHEMA_NODE_TYPE attribute
680. In addition to executing more quickly than 1f composite
keys were used, the SQL code 700 can be simpler to write,
and to understand, which can help 1n programming and
debugging eflorts.

Example 6

Example Duplicate Data Object Detection Using
Disclosed Data Identifiers

As has been disclosed, disclosed innovations can provide
enhanced database performance, including allowing queries
and other operations to execute more quickly, and using
fewer computing resources, such as memory and processor
time. Database systems can also be more accurate, including
because duplicate entries are less likely to occur, as they can
be more easily detected. FIG. 9 1llustrates a scenario 900
where data from a transactional database system 908, such
as associated with Long Hotels, described 1n Example 3, 1s
transferred (such as from a room_guest table 910) to an
analytical database system 912 1n an extract-transform-load
(E'TL) process 916.

As data 1s imported to the analytical database system 912
during the ETL process 916, decision 920 determines
whether a record being imported already exists 1n a target
table 924 (a property table) of the analytical database
system. If the record exists, 1t 1s not imported. I1 the record
does not exist, i1t 1s 1imported.

SQL statement 930 represents a query that can be used to
determine whether a particular record already exists in the
target table 924, when a primary key was constructed
according to prior approaches. In this case, a primary key
may correspond to attributes for a room class, an address, a
city, and a room number. As shown in schematic table
representation 934, the primary key requires four out of five
columns of the table 216 (upper version) of FIG. 2.

SQL statement 940 represents a query that can be used to
determine whether a particular record exists in the target
table 924 when the primary key 1s a URN constructed
described in Examples 2-4. As shown in the table schematic
944, the table with the URN as the primary key includes an
extra column, as compared with the table representation 934
with the composite key, to hold the URN. However, the
entity check can be reduced to a check of the URN of the
data being extracted from the transactional database system
908 against data 1n the target table 924—which only requires

accessing the URN column of the table representation 944.
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In this example, use of the disclosed record identifiers
reduces column selection by 75%.

Generally, the use of composite keys scales multi-linearly
with the number of attributes N 1n a key and the number of
entries 1 a table M. Using big O notation, the time com-
plexity can be described as O(N*M). In contrast, when using,
the disclosed data identifiers, because only a single column
1s needed to access an entry, the time complexity for locating
a record scales linearly with the number of records, having

O(M).
Example 7

Example Data Transformation Operations

FIG. 10A 1s a tlowchart of an example method 1000 of
generating a row 1dentifier for data to be inserted into a
database table, such as a relational database table or a table
in the form of a key-value store. At 1005, data 1s obtained
that 1s to be 1nserted into a database table. The database table
includes a first plurality of fields (e.g., attributes). The data
to be inserted has values for a second plurality of fields of
the first plurality of fields. In some cases, the second

plurality of fields can be the same as the first plurality of
fields.

A row 1dentifier 1s generated for the data at 1010. The row
identifier has values from a third plurality of fields of the
second plurality of fields. In some cases, the third plurality
of fields can be the same as the second plurality of fields.

At 1015, the data 1s populated into the database table. The
populating includes populating a row 1dentifier field of the
first plurality of fields with the row identifier.

FIG. 10B 1s a flowchart of a method 1030 for generating
an 1dentifier for data to be stored 1n a data store, such as a
database system (e.g., a relational database system) or a
key-value store. At 1035, data 1s obtained to be 1nserted 1nto
a data store. The data store has at least a first column (which
can be, for example, a key column of a key-value store) and
at least a second column (which can be, for example, a value
column of a key-value store). The data 1s structured, and has
values for a first plurality of value types. For example, the
data can be an 1nstance of an abstract or composite data type,
where the data values correspond to data members, and the
instance has values for at least some of the data members.

An i1dentifier for the data 1s generated at 1040. The
identifier includes values for a second plurality of fields of
the first plurality of fields. The i1dentifier also includes a
namespace 1dentifier for the data store (such as an 1dentifier
ol a database system or a schema of the database system).

At 1045, the data 1s populated to the data store. The
populating 1ncludes populating the first column of the data
store with the generated 1dentifier.

FIG. 10C 1s a flowchart of a method 1060 for generating,
a row 1dentifier for data associated with a database table,
such as data stored 1in the database table, data to be inserted
into the database table, or data to be compared with data 1n
the database table. At 1065, data associated with the data-
base table 1s obtained. The database table includes a first
plurality of fields (e.g., columns or attributes). The data
includes values for a second plurality of fields of the first
plurality of fields. In some cases, the second plurality of
fields can be the same as the first plurality of fields.

A row 1dentifier for the data 1s generated at 1070. The row
identifier includes values for a third plurality of fields of the
second plurality of fields. In some cases, the third plurality
of fields can be the same as the second plurality of fields.
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At 1075, a row 1identifier field of the first plurality of fields
1s populated with the row identifier.

Example 8
Computing Systems

FIG. 11 depicts a generalized example of a suitable
computing system 1100 1n which the described innovations
may be implemented. The computing system 1100 1s not
intended to suggest any limitation as to scope of use or
functionality of the present disclosure, as the innovations
may be implemented 1n diverse general-purpose or special-
purpose computing systems.

With reference to FIG. 11, the computing system 1100
includes one or more processing units 1110, 1115 and
memory 1120, 1125. In FIG. 11, this basic configuration
1130 1s 1included within a dashed line. The processing units
1110, 1115 execute computer-executable instructions, such
as for implementing technologies described in Examples
1-7. A processing unit can be a general-purpose central
processing unit (CPU), processor 1n an application-specific
integrated circuit (ASIC), or any other type of processor. In
a multi-processing system, multiple processing units execute
computer-executable 1nstructions to increase processing
power. For example, FIG. 11 shows a central processing unit
1110 as well as a graphics processing unit or co-processing,
umt 1115. The tangible memory 1120, 1125 may be volatile
memory (e.g., registers, cache, RAM), non-volatile memory
(e.g., ROM, EEPROM, flash memory, etc.), or some com-
bination of the two, accessible by the processing unit(s)
1110, 1115. The memory 1120, 1125 stores software 1180
implementing one or more mnovations described herein, 1n
the form of computer-executable instructions suitable for
execution by the processing unit(s) 1110, 1115.

A computing system 1100 may have additional features.
For example, the computing system 1100 includes storage
1140, one or more mput devices 1150, one or more output
devices 1160, and one or more communication connections
1170. An 1interconnection mechanism (not shown) such as a
bus, controller, or network interconnects the components of
the computing system 1100. Typically, operating system
soltware (not shown) provides an operating environment for
other software executing in the computing system 1100, and
coordinates activities of the components of the computing
system 1100.

The tangible storage 1140 may be removable or non-
removable, and includes magnetic disks, magnetic tapes or
cassettes, CD-ROMs, DVDs, or any other medium which
can be used to store information 1n a non-transitory way, and
which can be accessed within the computing system 1100.
The storage 1140 stores instructions for the software 1180
implementing one or more inovations described herein.

The mput device(s) 1150 may be a touch mput device
such as a keyboard, mouse, pen, or trackball, a voice input
device, a scanning device, or another device that provides
input to the computing system 1100. The output device(s)
1160 may be a display, printer, speaker, CD-writer, or
another device that provides output from the computing
system 1100.

The communication connection(s) 1170 enable commu-
nication over a communication medium to another comput-
ing entity. The communication medium conveys information
such as computer-executable instructions, audio or video
input or output, or other data 1n a modulated data signal. A
modulated data signal 1s a signal that has one or more of its
characteristics set or changed 1n such a manner as to encode
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information 1 the signal. By way of example, and not
limitation, communication media can use an electrical, opti-

cal, RF, or other carrier.

The mnovations can be described 1n the general context of
computer-executable instructions, such as those included 1n
program modules, being executed in a computing system on
a target real or virtual processor. Generally, program mod-
ules or components include routines, programs, libraries,
objects, classes, components, data structures, etc. that per-
form particular tasks or implement particular abstract data
types. The functionality of the program modules may be
combined or split between program modules as desired 1n
various embodiments. Computer-executable instructions for
program modules may be executed within a local or distrib-
uted computing system.

The terms “system” and “device” are used interchange-
ably herein. Unless the context clearly indicates otherwise,
neither term 1mplies any limitation on a type of computing,
system or computing device. In general, a computing system
or computing device can be local or distributed, and can
include any combination of special-purpose hardware and/or
general-purpose hardware with software implementing the
functionality described herein.

In various examples described herein, a module (e.g.,
component or engine) can be “coded” to perform certain
operations or provide certain functionality, indicating that
computer-executable instructions for the module can be
executed to perform such operations, cause such operations
to be performed, or to otherwise provide such functionality.
Although tunctionality described with respect to a software
component, module, or engine can be carried out as a
discrete soltware umt (e.g., program, Iunction, class
method), 1t need not be implemented as a discrete unit. That
1s, the functionality can be incorporated 1nto a larger or more
general-purpose program, such as one or more lines of code
in a larger or general-purpose program.

For the sake of presentation, the detailed description uses
terms like “determine” and “‘use” to describe computer
operations 1 a computing system. These terms are high-
level abstractions for operations performed by a computer,
and should not be confused with acts performed by a human
being. The actual computer operations corresponding to
these terms vary depending on implementation.

Example 9
Cloud Computing Environment

FI1G. 12 depicts an example cloud computing environment
1200 1n which the described technologies can be imple-
mented. The cloud computing environment 1200 comprises
cloud computing services 1210. The cloud computing ser-
vices 1210 can comprise various types of cloud computing,
resources, such as computer servers, data storage reposito-
ries, networking resources, etc. The cloud computing ser-
vices 1210 can be centrally located (e.g., provided by a data
center ol a business or organization) or distributed (e.g.,
provided by various computing resources located at different
locations, such as diflerent data centers and/or located in
different cities or countries).

The cloud computing services 1210 are utilized by vari-
ous types ol computing devices (e.g., client computing
devices), such as computing devices 1220, 1222, and 1224.
For example, the computing devices (e.g., 1220, 1222, and
1224) can be computers (e.g., desktop or laptop computers),
mobile devices (e.g., tablet computers or smart phones), or
other types of computing devices. For example, the com-
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puting devices (e.g., 1220, 1222, and 1224) can utilize the
cloud computing services 1210 to perform computing opera-
tors (e.g., data processing, data storage, and the like).

Example 10
Implementations

Although the operations of some of the disclosed methods
are described in a particular, sequential order for convenient
presentation, 1t should be understood that this manner of
description encompasses rearrangement, unless a particular
ordering 1s required by specific language set forth below. For
example, operations described sequentially may in some
cases be rearranged or performed concurrently. Moreover,
for the sake of simplicity, the attached figures may not show
the various ways 1n which the disclosed methods can be used
in conjunction with other methods.

Any of the disclosed methods can be implemented as
computer-executable instructions or a computer program
product stored on one or more computer-readable storage
media, such as tangible, non-transitory computer-readable
storage media, and executed on a computing device (e.g.,
any available computing device, including smart phones or
other mobile devices that include computing hardware).
Tangible computer-readable storage media are any available
tangible media that can be accessed within a computing
environment (e.g., one or more optical media discs such as
DVD or CD, volatile memory components (such as DRAM
or SRAM), or nonvolatile memory components (such as
flash memory or hard drives)). By way of example, and with
reference to FIG. 11, computer-readable storage media
include memory 1120 and 1125, and storage 1140. The term
computer-readable storage media does not include signals
and carrier waves. In addition, the term computer-readable
storage media does not include communication connections
(e.g., 1170).

Any of the computer-executable instructions for imple-
menting the disclosed techniques as well as any data created
and used during implementation of the disclosed embodi-
ments can be stored on one or more computer-readable
storage media. The computer-executable 1nstructions can be
part of, for example, a dedicated software application or a
soltware application that 1s accessed or downloaded via a
web browser or other software application (such as a remote
computing application). Such soitware can be executed, for
example, on a single local computer (e.g., any suitable
commercially available computer) or in a network environ-
ment (e.g., via the Internet, a wide-area network, a local-area
network, a client-server network (such as a cloud computing
network), or other such network) using one or more network
computers.

For clarity, only certain selected aspects of the software-
based implementations are described. Other details that are
well known 1n the art are omitted. For example, it should be
understood that the disclosed technology 1s not limited to
any specific computer language or program. For instance,
the disclosed technology can be implemented by software
written 1 C, C++, C#, Java, Perl, JavaScript, Python, R,
Ruby, ABAP, SQL, XCode, GO, Adobe Flash, or any other
suitable programming language, or, 1n some examples,
markup languages such as html or XML, or combinations of
suitable programming languages and markup languages.
Likewise, the disclosed technology i1s not limited to any
particular computer or type of hardware. Certain details of
suitable computers and hardware are well known and need
not be set forth 1n detail 1n this disclosure.
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Furthermore, any of the software-based embodiments
(comprising, for example, computer-executable instructions
for causing a computer to perform any of the disclosed
methods) can be uploaded, downloaded, or remotely
accessed through a suitable communication means. Such
suitable communication means include, for example, the
Internet, the World Wide Web, an intranet, software appli-
cations, cable (including fiber optic cable), magnetic com-
munications, electromagnetic communications (including
RF, microwave, and inirared communications), electronic
communications, or other such communication means.

The disclosed methods, apparatus, and systems should not
be construed as limiting 1n any way. Instead, the present
disclosure 1s directed toward all novel and nonobvious
features and aspects of the various disclosed embodiments,
alone and 1n various combinations and sub combinations
with one another. The disclosed methods, apparatus, and
systems are not limited to any specific aspect or feature or
combination thereof, nor do the disclosed embodiments
require that any one or more specific advantages be present,
or problems be solved.

The technologies from any example can be combined
with the technologies described in any one or more of the
other examples. In view of the many possible embodiments
to which the principles of the disclosed technology may be
applied, 1t should be recognized that the illustrated embodi-
ments are examples of the disclosed technology and should
not be taken as a limitation on the scope of the disclosed
technology. Rather, the scope of the disclosed technology
includes what 1s covered by the scope and spinit of the
following claims.

What 1s claimed 1s:

1. A computer-implemented method comprising:

obtaining data to be inserted into a database table, the

database table comprising a first plurality of fields and
the data comprising values for a second plurality of
fields of the first plurality of fields;

generating a plurality of row identifiers for the data,

wherein a given row identifier of the plurality of row
identifiers uniquely identifies a row of the database
table and comprises a plurality of values from a third
plurality of fields of the second plurality of fields;
populating the data into the database table, the populating
comprising populating a row 1dentifier field of the first
plurality of fields with the row 1dentifiers; and

(1) receiving a query comprising one or more search

terms and identifying at least one table row of the table
by comparing at least one of the one or more search
terms with the row identifier for the at least one table
row; or

(2) retrieving at least one row 1dentifier of the plurality of

row 1dentifiers from the table and displaying the row
identifier to a user.

2. The method of claim 1, wherein the database table 1s 1n
a database schema of a database system, the database system
being associated with a namespace i1dentifier, wherein the
row 1dentifier comprises the namespace 1dentifier.

3. The method of claim 1, wherein a fourth plurality of
fields of the third plurality of fields are useable to uniquely
identify a row having the row identifier from a plurality of
rows ol the database table.

4. The method of claam 3, wherein fields of the fourth
plurality of fields are separated by a delimiter.

5. The method of claim 3, wherein at least one of the third
plurality of fields i1n the row identifier 1s not needed to
uniquely 1dentily the row.
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6. The method of claim 5, wherein the at least one of the
third plurality of fields i1s separated from fields of the fourth
plurality of fields by a syntax element.

7. The method of claim 5, wherein the at least one of the
third plurality of fields comprises semantically enriching
information.

8. The method of claim 3, wherein a fifth plurality of
fields of the third plurality of fields are not needed to
uniquely 1dentily the row.

9. The method of claim 8, wherein the fifth plurality of
fields are hierarchically arranged in the row 1dentifier.

10. The method of claim 8, wherein fields of the fifth

plurality of fields are separated by a delimater.
11. The method of claim 1, wherein the row i1dentifier 1s
a first row 1dentifier, the method further comprising;:
recerving request to retrieve data from the database table,
the request comprising a second row i1dentifier;
searching the database table for a row having the second
row 1dentifier;
determiming that the first row 1dentifier matches the sec-
ond row 1dentifier; and
retrieving at least a portion of data associated with a row
having the first row i1dentifier.
12. The method of claim 11, whereimn the request com-
prises a SELECT operation.
13. The method of claim 11, wherein the request com-
prises a JOIN operation.
14. The method of claim 1, wherein the row i1dentifier 1s
a first row 1dentifier, the method further comprising:
recerving request to add a row to the database table, the
request comprising a second row 1dentifier;
searching the database table for a row having the second
row 1dentifier;
determining that the first row 1dentifier matches the sec-
ond row 1dentifier; and
based on the determining, not adding the row to the
database table.
15. The method of claim 1, wherein the row identifier 1s
a first row 1dentifier, the method further comprising:
recetving request to add a row to the database table, the
request comprising a second row 1dentifier;
searching the database table for a row having the second
row 1dentifier;
determining that no row identifiers in the database table
match the second row 1dentifier; and
based on the determining, adding the row to the database
table.
16. The method of claim 1, wherein the database table 1s
a denormalized database table that comprises rows repre-
senting a plurality of object types.
17. The method of claim 16, wherein a field of the third
plurality of fields represents the object type.
18. The method of claim 1, wherein the database table 1s
a first database table and 1s part of a database system
comprising at least a second database table, the second
database table comprises a plurality of attributes, at least one
of the plurality of attributes being a foreign key referencing
the row 1dentifier field of the first database table.
19. A computing system comprising:
memory;
one or more processing units coupled to the memory; and
one or more computer readable storage media storing
instructions that, when executed, cause the computing
system to perform operations comprising:
obtaining data to be inserted into a data store, the data
store comprising at least a first column and at least a
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second column, the data being structured and having
values for a first plurality of value types;

generating an identifier for the data, the identifier
comprising at least one value of the values for a first
plurality of value types and a namespace 1dentifier
for the data store, wherein the identifier uniquely
1dentifies the data;

populating the data into the data store, the populating
comprising populating the first column with the
identifier; and

(1) receiving a query comprising one or more search
terms and 1dentifying the data by comparing at least
one of the one or more search terms with 1dentifier;
or

(2) retrieving the 1identifier and displaying the identifier
to a user.

20. One or more computer-readable medium comprising:
computer-executable instructions that, when executed by

a computing system comprising at least one memory

and at least one hardware processor coupled to the at

least one memory, cause the computing system to

obtain data associated with a database table, the data-
base table comprising a first plurality of fields and the
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data comprising values for a second plurality of fields
of the first plurality of fields;

computer-executable mstructions that, when executed by
the computing system, cause the computing system to
generate a row 1dentifier for the data, the row 1dentifier
comprising a plurality of values for a third plurality of
fields of the second plurality of fields;

computer-executable mstructions that, when executed by
the computing system, cause the computing system to
populate a row identifier field of the first plurality of
fields with the row i1dentifiers and:

(1) computer-executable mstructions that, when executed
by the computing system, cause the computing system
to rece1ve a query comprising one or more search terms
and 1dentifying at least one table row of the database
table by comparing at least one of the one or more
search terms with the row 1dentifier for the at least one
table row; or

(2) computer-executable mstructions that, when executed
by the computing system, cause the computing system
to retrieve at least one row 1dentifier from the database
table and displaying the row identifier to a user.
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