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where an occupant 1s allowed to occupy 1n a vehicle cabin,
to at least a first exposure period and a second exposure
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image data captured 1n the first exposure period and second
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IMAGING CONTROL DEVICE FOR
MONITORING A VEHICLE OCCUPANT

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s based on and claims priority under 335
U.S.C. § 119 to Japanese Patent Application 2019-112748,

filed on Jun. 18, 2019, the entire contents of which are
incorporated herein by reference.

TECHNICAL FIELD

The present disclosure relates to an 1maging control
device.

BACKGROUND DISCUSSION

In recent years, technologies have been known for using
an 1mage ol a target region captured by an imaging unit
(camera) to detect an object captured in the target region or
detecting a posture of the object, a surrounding condition, or
the like, which are used for grasping a situation, performing
a control, and so on. When the captured image 1s used for
grasping a situation and performing a control as described
above, accuracy 1s likely to depend on the quality of the
captured 1image. For example, depending on the surrounding
environment (for a visible light camera, a diflerence between
brightness and darkness, for an infrared camera, a difference
in temperature, for example), “blown-out white” or “crushed
black” may occur 1n a part of the captured image, and the
content of the captured 1image may not be accurately recog-
nized. Therefore, various techmques have been proposed for
capturing a bright image and a dark image to generate a
composite 1mage, thereby increasing a dynamic range, and
improving recognizability. JP 2018-503315T and JP 2019-
16893 A are examples of the related art.

However, when 1mage composition 1s performed as pro-
posed 1n the above-mentioned references, the number of bits
of the composite image increases, which leads to increase 1n
the processing load, which 1n turn requires a high-perfor-
mance processing device, or requires a measure against heat
radiation to cope with an increase 1n heat generation due to
high processing load. In this way, the above factors may be
the cause of increasing the overall cost of devices.

A need thus exists for an 1maging control device which 1s
not susceptible to the drawback mentioned above.

SUMMARY

An 1maging control device according to an aspect of this
disclosure includes, for example, an exposure control por-
tion configured to control an exposure length of an 1maging
unit, which 1s capturable an 1mage of a region where an
occupant 1s allowed to occupy 1n a vehicle cabin, to at least
a first exposure period and a second exposure period longer
than the first exposure period, an 1mage acquisition portion
configured to acquire first captured image data captured 1n
the first exposure period and second captured image data
captured 1n the second exposure period, and a processing
unit configured to separately process the first captured image
data and the second captured 1mage data.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and additional features and characteristics
of this disclosure will become more apparent from the
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2

following detailed description considered with the reference
to the accompanying drawings, wherein:

FIG. 1 1s an exemplary schematic diagram illustrating a
configuration of a vehicle on which an imaging control
device according to an embodiment can be mounted and an
image-capturing range 1n the vehicle;

FIG. 2 1s an exemplary schematic diagram illustrating a
captured 1image of occupant sitting on a front seat and a
disposition of an 1maging unit 1n the vehicle on which the
imaging control device according to the embodiment is
mounted;

FIG. 3 1s an exemplary schematic block diagram 1llus-
trating a schematic hardware configuration of a monitoring
control system including an imaging control device (1mag-
ing control portion) according to the embodiment;

FIG. 4 1s an exemplary schematic diagram 1llustrating an
exposure period and a driving period of illumination (infra-
red LED) in front seats and rear seats in the imaging control
device according to the embodiment;

FIG. 5 1s an exemplary schematic diagram illustrating a
captured 1image of a vehicle cabin captured when exposure
1s performed during a first exposure period in the 1imaging
control device according to the embodiment;

FIG. 6 1s an exemplary schematic diagram illustrating a
captured 1mage of the vehicle cabin captured when exposure
1s performed during a second exposure period 1n the imaging
control device according to the embodiment; and

FIG. 7 1s an exemplary schematic flowchart showing a
process of operating the imaging control device, including a
series of steps executed by the imaging control device
according to the embodiment.

DETAILED DESCRIPTION

Heremaiter, embodiments of the present disclosure waill
be described with reference to the drawings. The configu-
ration of the embodiment to be described below, and the
operation and eflect provided by the configuration are
merely examples, and are not lmmited to the following
description.

FIG. 1 1s an exemplary schematic diagram illustrating a
configuration of a vehicle 10 to which an 1imaging control
device according to an embodiment 1s applied and an
image-capturing range of an imaging unit in the vehicle 10.

The 1maging control device according to the present
embodiment performs control for acquiring captured image
data for detecting (recognizing) a situation in a vehicle cabin
10a of the vehicle 10. Examples of the situations in the
vehicle cabin 10a includes, for example, whether or not an
occupant 1s present in the vehicle cabin 10a (boarding
status), the posture of the occupant, and the usage situation
of equipment by the occupant 1n the vehicle cabin 10a. In
addition, the situation 1n the vehicle cabin 10a can include
the presence or absence of an object (package, living thing,
or the like) brought into the vehicle cabin 10a.

In the embodiment, the vehicle 10 on which the 1imaging,
control device (imaging control portion) 1s mounted may be,
for example, a vehicle driven by an internal combustion
engine (not shown), that 1s, an internal combustion engine
automobile, and may be a vehicle driven by the electric
motor (not shown), that 1s, an electric vehicle or a fuel cell
vehicle. Further, the vehicle may be a hybrid vehicle using
both of the internal combustion engine and the electric
motor as drive sources, and may be a vehicle provided with
another drive source.

As 1llustrated in FIG. 1, the vehicle 10 includes the

vehicle cabin 10a 1n which an occupant (driver, passenger)
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(not shown) rides. In the vehicle cabin 10a, for example, a
seat 14a for a driver (drivers seat) located at a position
facing a steering wheel 12, and a seat 145 for a passenger
(passenger seat) located next to the seat 14a are disposed as
a front row seats 14 (front seats). In addition, for example,
passenger seats 16a, 165, and 16¢ are disposed as a rear row
seats 16 (rear seats). Although FIG. 1 shows an example of
a five-seat (five-seater) car having front row seats 14 of two
seats and rear row seats 16 of three seats, the seat layout can
be appropnately selected according to, for example, the type
of vehicle. For example, the rear row seats 16 may 1nclude
two seats (which 1s combined with the front row seats 14 to
make a four-seater car). Further, a three-row seat configu-
ration or a more than three-row configuration may be
employed. For occupants, the front row seats 14 may be one
row, and the rear of the front row seats 14 may be a package
space.

FIG. 2 1s an exemplary schematic diagram illustrating a
captured 1mage of an occupant 18 sitting on the front row
seats 14 (seat 14a) and a disposition of the 1imaging unit 1n
the vehicle 10 on which the imaging control device accord-
ing to the embodiment 1s mounted.

The front row seats 14 (seat 14a) include a seat cushion
14¢, a seat back 14d, a headrest 14e, and the like, and a
frame (not shown) supporting the seat cushion 14¢ and 1s
fixed to the floor surface of the vehicle cabin 10a by rails to
be adjustable 1n the vehicle front-rear direction. The front
row seats 14 are provided with various adjustment mecha-
nisms such as a reclining mechanism, and thereby the
posture of the occupant 18 (driver) wearing a seat belt 20
and holding the steering wheel 12 1s adjusted to be easily
maintained 1n a state suitable for driving.

As described above, 1n order to detect (recognize) the
situation 1n the vehicle cabin 10a, the imaging control device
according to the embodiment includes, for example, an
infrared 1imaging unit 22 as an imaging umt at a position
overlooking the interior of the vehicle cabin 10q. In addi-
tion, an infrared irradiation umit 24 1s disposed in the
proximity of the infrared imaging unit 22. In the embodi-
ment, the infrared 1imaging umt 22 and the infrared 1rradia-
tion unit 24 are disposed substantially at a central and upper
part inward of the windshield of the vehicle 10 (for example,
near a rear-view mirror). In addition, the infrared imaging
unit 22 may be disposed at another position as long as the
interior of the vehicle cabin 10a can be viewed. As long as
the entire 1mage-capturing region of the infrared imaging
unit 22 can be wrradiated with infrared light, the position of
the infrared wrradiation umit 24 can be also changed as
appropriate, and the infrared 1imaging unit 22 and the 1nfra-
red irradiation unit 24 may be disposed even at diflerent
positions. Further, the infrared imaging unit 22 and the
infrared 1rradiation umt 24 may be configured as an 1inte-
grated camera unit.

The infrared 1maging unit 22 1s, for example, a digital
camera having a built-in imaging device such as a charge
coupled device (CCD) or a CMOS 1mage sensor (CIS) that
supports inifrared 1mage-capturing. The infrared i1maging
unit 22 can sequentially output moving image data (captured
image data) at a predetermined frame rate. The infrared
irradiation unit 24 can be, for example, a light emitting diode
(LED) light or the like that emits infrared rays. As shown by
hatching in FIG. 1, the infrared imaging unit 22 captures, for
example, an 1image ol a region where the occupant 18 can get
on (the region where the front row seats 14 and the rear row
seats 16 are located) 1n the vehicle cabin 10a with one unit.
Further, the 1rradiation angle and 1rradiation intensity of the
infrared irradiation unit 24 are set such that the region

5

10

15

20

25

30

35

40

45

50

55

60

65

4

including at least the 1image-capturing range of the infrared
imaging umt 22 can be irradiated with infrared light.

The viewing angle and the posture of the infrared imaging
umt 22 are adjusted and fixed such that at least occupants 18
sitting on the front row seats 14 and the rear row seats 16 are
included in the image-capturing region. For example, as
shown 1n FIG. 2, when the occupant 18 1s seated on the seat
14a (drivers seat), the image-capturing region of the infrared
imaging unit 22 includes the face and at least the upper body
of the occupant 18. Similarly, when the occupant 18 1s seated
on the seat 14H (passenger seat), the face and at least the
upper body of the occupant 18 are included. When occu-
pants 18 are sitting on the seats 16a to 16c¢ of the rear row
seats 16, the faces and at least the upper bodies of the
occupants 18 are included.

The infrared 1rradiation unit 24 1rradiates the occupants 18
seated on the seat 144, the seat 164, or the like with infrared
light, but since human eyes does not recognize the infrared
light as light, the occupants 18 does not feel glare even when
the inirared rays are emitted 1n the direction of the faces of
the occupants 18. Therefore, 1t 1s possible to easily 1imple-
ment the image-capturing of occupants 18 and the like with
the infrared 1maging unit 22 while securing the comiort of
the occupants 18 1n the vehicle cabin 10a.

As shown 1n FIG. 1, when the infrared imaging unit 22
and the infrared 1rradiation unit 24 are disposed in the front
part of the vehicle cabin 10aq, there 1s a likeliness that, 1n the
captured infrared image, an 1mage-capturing quality 1s not
high enough to identify the details of the captured image
accurately over the entire region of the front row seats 14
and the rear row seats 16. For example, since the distance
from the mirared imaging unit 22 to the rear row seats 16 1s
larger than the distance to the front row seats 14 and thus the
light (infrared ray) retlected by the rear row seats 16 1s more
attenuated than the light retlected by the front row seats 14,
the captured infrared image tends to darken. In this case, 1t
1s assumed that image-capturing 1s performed 1n the vicinity
of the region of the front row seats 14 which are relatively
close to the infrared imaging unit 22 (hereinaiter, may be
referred to as a first region) such that a captured mirared
image can have a brightness that can be used for control or
the like. In this case, 1n the captured infrared image, the
attenuation of the reflected light increases in the vicinity of
the region of the rear row seats 16 (hereinafter, also referred
to as a second region) which are relatively far from the
inirared imaging umt 22, and “crushed black” 1s more likely
to occur. As a result, the captured image of the second region
1s dithicult to use for control or the like. In contrast, 1t 1s
assumed that image-capturing 1s performed 1n the vicinity of
the second region including the rear row seats 16 to obtain
a captured inirared image having a brightness that can be
used for control or the like. In this case, in the captured
image, the attenuation of the reflected light 1s relatively
small 1n the vicinity of the first region including the front
row seats 14 which are relatively close to the iirared
imaging unit 22, and thus the amount of received light
increases, and “blown-out white” 1s more likely to occur. As
a result, the captured 1image of the first region 1s difficult to
use for control or the like.

Therefore, 1n the imaging control device of the embodi-
ment, when the mfrared imaging unit 22 sequentially cap-
tures 1mages ol the interior of the vehicle cabin 10a and
outputs inirared captured image data (heremnafter simply
referred to as captured image data) at a predetermined frame
rate, the exposure control i1s performed to output the first
captured 1mage data exposed and captured for the first
region including the front row seats 14 and the second
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captured 1mage data exposed and captured for the second
region including the rear row seats 16 i1n an alternating
manner, for example. That 1s, the first captured 1mage data
captured by the infrared ray that can express the first region
with appropriate brightness for the front row seats 14, and
the second captured image data captured by the infrared ray
that can express the second region with appropriate bright-
ness for the rear row seats 16 are acquired, and each captured
image data 1s processed (dealt with) mndependently to be
used for, for example, various monitoring controls.
Examples of the monitoring control using the first captured
image data and the second captured image data include
control for detecting the presence or absence of the occupant
18 and the load, i1dentification control thereof, control for
detecting whether or not the seat belt 20 1s worn, and
warning control when the seat belt 20 1s not worn, and
gesture detection control when the occupant 18 operates a
vehicle-mounted device. Further, it can be used for, for
example, control for detecting a lost object in the vehicle
cabin 10q. In addition, by further analyzing the first captured
image data and the second captured image data, for example,
determination of the drowsiness level of a driver, control of
an airbag, identification of the occupant 18 sitting on the
front row seats 14 and the rear row seats 16, for example,
identification of an adult male, an adult female, a child, or
the like, can be performed, and appropriate control can be
performed. In these cases, the composite process of the first
captured 1mage data and the second captured 1mage data 1s
not performed and each captured image data 1s used for
control. As a result, the 1mage composition process 1s not
needed, and thus the processing load can be reduced, which
can lead to reduction in the device cost.

FIG. 3 1s an exemplary schematic block diagram illus-
trating a configuration of the imaging control device (1mag-
ing control portion) for performing the image-capturing
control as described above. FIG. 3 illustrates a monitoring
control system 100 including an electronic control unit
(ECU) 26, which functions as an imaging control device
(imaging control portion), and a device control portion 28,
which 1s included 1 the ECU 26 and performs various
monitoring controls 1n the vehicle 10 using the first captured
image data and the second captured image data acquired by
the 1maging control device.

As shown 1n FIG. 3, the ECU 26 controls the infrared
imaging unit 22 and the infrared irradiation unit 24 to
perform 1mage-capturing, and provides the acquired first
captured 1image data and second captured image data to the
device control portion 28. The device control portion 28
controls an output device 32 and a vehicle-mounted device
34 that are electrically connected through an in-vehicle
network 30. The in-vehicle network 30 may be, for example,
a controller area network (CAN). Further, the in-vehicle
network 30 1s electrically connected to various sensors
referred to when the device control portion 28 performs
control. In FIG. 3, as an example, the seat belt sensors 36
(36a to 36¢) for detecting whether or not seat belts 20
mounted on the front row seats 14 and the rear row seats 16
are worn are shown.

The ECU 26 has, for example, a read only memory
(ROM) 40, a random access memory (RAM) 42, a solid state
drive (SSD) (or flash memory) 44, and the like, 1n addition
to the device control portion 28, a central processing unit
(CPU) 38. For example, the CPU 38 can read a program
installed and stored 1n a non-volatile storage device such as
the ROM 40 and execute calculation processing according to
the program. The RAM 42 temporarily stores various data

used 1n the calculation by the CPU 38. The SSD 44 1s a
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rewritable nonvolatile storage unit, and can store data even
when the power of the ECU 26 1s turned oil. The device
control portion 28, the CPU 38, the ROM 40, the RAM 42
and the like can be integrated 1n the same package. Further,
the ECU 26 may be constituted by using another logical
operation processor or a logical circuit such as a digital
signal processor (DSP) instead of the CPU 38. Further, a
hard disk drive (HDD) may be provided instead of the SSD
44, and the SSD 44 and the HDD may be provided sepa-
rately from the ECU 26. The ECU 26 functioning as an
imaging control device (1imaging control portion) may be
constructed by CPUs of a plurality of other ECUs that
control the vehicle 10. In FIG. 3 an example in which the
device control portion 28 1s implemented as an independent
module 1n the ECU 26 1s shown. In another embodiment, the
device control portion 28 may be constructed by the CPU 38
executing a program 1installed in the ROM 40 or the like, or
may be provided imndependently of the ECU 26.

The CPU 38 can read a program installed and stored 1n a
storage device such as the ROM 40 and execute the program
to construct an exposure control portion 38a, an 1mage
acquisition portion 385, a processing unit 38¢, and the like.

The exposure control portion 38a controls the exposure
length of the infrared imaging unit 22 capable of capturing
an 1mage of the region (the first region including the front
row seats 14 and the second region including the rear row
seats 16) to be occupied by the occupants 18 in the vehicle
cabin 10aq, at least to the first exposure period and the second
exposure period longer than the first exposure period. The
image acquisition portion 386 acquires first captured image
data captured 1n the first exposure period and second cap-
tured 1image data captured in the second exposure period,
and temporarily stores the acquired data in a storage device
such as the RAM 42 sequentially. The processing unit 38¢
separately processes the first captured image data and the
second captured 1mage data and provides the processed data
to the device control portion 28 to perform various controls.

For example, the exposure control portion 38a controls
the infrared tmaging unit 22 such that the first exposure
pertiod and the second exposure period are alternately
switched. That 1s, the captured image data captured by the
infrared 1maging unit 22 constitutes moving image data
where a frame 1n which the first region including the front
row seats 14 1s expressed (1mage-captured) with a luminance
that 1s easy to recogmize and a frame where the second
region including the rear row seats 16 1s expressed (1mage-
captured) with a luminance that 1s easy to recognize alter-
nately exist. For example, odd-numbered frames are image-
captured 1n the first exposure period, and even-numbered
frames are 1mage-captured in the second exposure period. In
this case, it 1s assumed that the luminance in the captured
image 1s represented by, for example, 256 gradations from 0
to 255 (07 1s dark and “255” 1s bright). It 1s also assumed
that the luminance of the captured image suitable for rec-
ognizing (detecting) the situation 1n the vehicle cabin 104 1s
“128” by a test or the like 1n advance. In this case, when an
odd-numbered frame 1s 1mage-captured, the first exposure
period 1s set such that the average of the luminance of the
first region 1s, for example, “128”. Further, when an even-
numbered frame 1s i1mage-captured, the second exposure
period 1s set such that the average of luminance of the
second region 1s, for example, “128”. Image-capturing in the
first exposure period 1s performed 1n odd-numbered frames,
and 1mage-capturing in the second exposure period 1n even-
numbered frames, and thus the time lag of the time of
image-capturing in the first exposure period and the time of
image-capturing in the second exposure period can be
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minimized. Therefore, 1t can be considered that the situation
of the first region including the front row seats 14 and the
situation of the second region including the rear row seats 16
are acquired at substantially the same timing. Since the
installation posture of the infrared imaging unit 22 1s fixed,
the position corresponding to the first region and the position
corresponding to the second region 1n the captured image
data to be image-captured have been already known. There-
fore, 1t 1s easy to calculate the average luminance values of
the first region and the second region in the captured image
data.

As described above, since the first region i1s relatively
close to the infrared imaging unit 22, when the infrared light
1s emitted by the infrared irradiation unit 24, the retlected
light has a relatively small attenuation. As a result, the first
region looks relatively bright. Therefore, as shown 1n FIG.
4, the first exposure period for setting the average luminance
of the first region of the front row seats 14 to, for example,
“128” 1s controlled such that the ON period 1s relatively
short (line E1). On the other hand, since the second region
1s relatively farther from the infrared imaging unit 22 than
the first region, when the infrared light 1s emitted by the
infrared irradiation unit 24, the reflected light has a relatively
large attenuation. As a result, the second region becomes
relatively darker than the first region. Therefore, as shown in
FIG. 4, the ON period of the second exposure period for
setting the average luminance of the second region of the
rear row seats 16 to, for example, “128” 1s controlled to be
relatively longer than the first exposure period (line E2).

The infrared mmaging unit 22 visualizes infrared rays
emitted from an object or reflected by the object. Therefore,
the luminance of the captured image may change 1n accor-
dance with a change in the temperature of the 1mage-
capturing target or the temperature of the surroundings.
Then, the exposure control portion 38a corrects the length of
the first exposure period at the time of current 1mage-
capturing, for example, based on the average luminance
value of the first region close to the infrared imaging unit 22
in the first captured 1mage data captured 1n the first exposure
period at the time of previous image-capturing, which 1s
stored 1n the RAM 42, and the like. Similarly, the exposure
control portion 38a corrects the length of the second expo-
sure period at the time of current image-capturing, for
example, based on the average luminance value of the
second region farther from the infrared imaging unit 22 than
the first region 1n the second captured image data captured
in the second exposure period at the time of previous
image-capturing, which 1s stored in the RAM 42, and the
like. In this way, by correcting the exposure periods based on
the captured 1mage data captured previously, for example,
even when the surrounding conditions (for example, tem-
perature conditions) at the time of 1mage-capturing change,
it 1s possible to acquire the first captured 1image data and the
second captured image data easy to cope with the change
and expressed with appropriate luminance to make 1t easier
to recognize the details of the captured images. The captured
image data that has been captured and 1s as referred to for
correction 1s, for example, with an odd-numbered frame at
the first exposure period and with an even-numbered frame
at the second exposure period, and fine adjustment of the
exposure period may be performed with reference to odd-
numbered frames or even-numbered frames over a plurality
of times 1n the past.

As shown 1n FIG. 4, the exposure control portion 38a can
drive the infrared irradiation unit 24 1n a first 1llumination
driving period (line F1) for infrared ray irradiation 1n
synchronization with the first exposure period, and can drive
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the infrared irradiation unit 24 in a second illumination
driving period (line F2) for iirared ray irradiation 1n
synchronization with the second exposure period. In this
case, the 1irradiation of infrared light 1s performed only at the
time ol 1image-capturing, which can contribute to reduction
of 1mage-capturing cost, and 1n addition, can reduce the
amount ol generated heat, which, 1n turn, can contribute to
simplification of the structure having measures against heat.

Exemplary schematic captured image data (captured
images) when the exposure periods are changed 1n the first
region including the front row seats 14 and the second region
including the rear row seats 16 to capture the images as
described above are illustrated in FIGS. 5 and 6. FIG. 5
illustrates first captured image data (first captured image
M1) obtained as a result of capturing an 1image in the first
exposure period such that the first region including the front
row seats 14 1s mainly expressed with luminance that can be
casily used for control. FIG. 6 1illustrates second captured
image data (second captured image M2) obtained as a result
of capturing an 1mage 1n the second exposure period such
that the second region including the rear row seats 16 1s
mainly expressed with luminance that can be easily used for
control.

As 1llustrated 1n FIG. 1, the infrared imaging unit 22 and
the infrared rradiation unit 24 are disposed substantially at
the central and upper part inward of the windshield, and thus
for the front row seats 14 (first region), the reflected light of
the infrared light emitted by the infrared 1rradiation unit 24
reaches the infrared imaging unit 22 with little attenuation.
Therefore, the exposure control portion 38a causes the
inirared 1imaging unit 22 to perform image-capturing in the
relatively short first exposure period, and accordingly the
front row seats 14 can be captured with the first captured
image M1 of luminance that can be easily recognized in
which blown-out white 1s suppressed. Therefore, 1t makes 1t
casy to recognize (detect) the occupant 18a sitting on the
seat 14a (drivers seat) of the front row seats 14, the seat belt
20a worn by the occupant 18a, and the like. Similarly, 1t
makes 1t easy to recognize (detect) the occupant 185 sitting
on the seat 145 (passenger seat) of the front row seats 14, the
seat belt 206 worn by the occupant 185, and the like. As a
result, the first captured image M1 (first captured image
data) captured in the first exposure period can be used to
satistfactorily perform the detection control of presence or
absence of the occupant 18 of the front row seats 14 and the
load (such as package), the 1dentification control thereof, the
detection control for whether or not the seat belt 20 1s worn,
the gesture detection control when the occupant 18 of the
front row seats 14 operates the vehicle-mounted device, and
the like. Further, a storage box 48 between the seat 14aq and
the seat 146 and the periphery thereof can be easily recog-
nized without blown-out white. Therefore, the first captured
image M1 (first captured image data) captured in the first
exposure period can be used for, for example, detecting a
lost object 1in the front row seats 14.

On the other hand, for the rear row seats 16 (second
region), 1n a state where the reflected light of the mirared
light emitted by the infrared irradiation unit 24 1s attenuated
as compared with the front row seats 14, image-capturing 1s
performed 1n the relatively short first exposure period.
Therefore, when the region of the rear row seats 16 are
visualized based on the infrared reflected light that 1s 1image-
captured (received) by the infrared imaging unit 22 in the
first exposure period, crushed black easily occurs. As a
result, 1t 1s dithicult to identify the occupant 18c¢ sitting on the
seat 16a of the rear row seats 16 (rear seat behind the
driver’s seat), the occupant 184 sitting on the seat 165 of the
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rear row seats 16 (rear seat behind the passenger seat), and
the like, and it 1s also diflicult to determine whether or not
the occupant 18¢ or the occupant 184 1s wearing the seat belt
20. However, as described above, 1in the embodiment, the
first captured 1mage M1 1s used for control for detecting the
presence or absence ol the occupant 18 and the load,
identification control thereof, control for detecting whether
or not the seat belt 20 1s worn, and warning control when the
seat belt 20 1s not worn, and gesture detection control when
the occupant 18 operates a vehicle-mounted device. That 1s,
the first captured image M1 (first captured 1mage data) 1s not
intended to be visually recognized by the occupant 18 or the
like directly. Therefore, even when there 1s crushed black on
the region of the rear row seats 16 1n the first captured 1image
M1 (first captured image data) for performing recognition
(detection) of the situation of the front row seats 14 and 1t 1s
difficult to i1dentily the region of the rear row seats 16, no
Inconvenience occurs.

The exposure control portion 38a causes the infrared
imaging umt 22 to perform 1mage-capturing in the second
exposure period relatively longer than the first exposure
period, and thus the infrared imaging unit 22 can receive
infrared retlected light for a longer time. As a result, as
illustrated 1n FIG. 6, the region of the rear row seats 16 can
be captured with the second captured image M2 having
suppressed crushed black and easily recognizable lumi-
nance. Therefore, 1t makes 1t easy to recognize (detect) the
occupant 18¢ sitting on the seat 16a of the rear row seats 16,
the seat belt 20c worn by the occupant 18¢, and the like.
Similarly, 1t makes it easy to recognize (detect) the occupant
184 sitting on the seat 165 of the rear row seats 16, the seat
belt 204 worn by the occupant 184, and the like. As a result,
the second captured image M2 (second captured image data)
captured 1n the second exposure period can be used to
satisfactorily perform the detection control of presence or
absence of the occupant 18 of the rear row seats 16 and the
load (such as package), the identification control thereot, the
detection control for whether or not the seat belt 20 1s worn,
and the gesture detection control when the occupant 18 of
the rear row seats 16 operates the vehicle-mounted device,
and the like. Further, the seat 16¢ between the seat 16a and
the seat 166 and the object 50 (for example, clothing) placed
around the seat 16¢ can be easily recognized without
crushed black. Therefore, the second captured image M2
(second captured 1mage data) captured in the second expo-
sure period can be used for, for example, detecting a lost
object 1n the rear row seats 16.

On the other hand, for the front row seats 14 (first region),
in a state where the retlected light of the infrared light
emitted by the infrared irradiation unit 24 1s attenuated as
compared with the rear row seats 16, image-capturing 1s
performed in the second exposure period longer than the first
exposure period at which appropriate luminance 1s obtained.
Therefore, when the region of the front row seats 14 are
visualized based on the infrared reflected light that 1s 1image-
captured (received) by the infrared imaging unit 22 1n the
second exposure period, blown-out white easily occurs. As
a result, 1t 1s diflicult to 1dentify the occupant 18a sitting on
the seat 14a of the front row seats 14, the occupant 185
sitting on the seat 145 of the front row seats 14, and the like,
and 1t 1s also diflicult to determine whether or not the
occupant 18a or the occupant 185 1s wearing the seat belt 20.
However, as described above, 1in the embodiment, the sec-
ond captured image M2 is used for control for detecting the
presence or absence ol the occupant 18 and the load,
identification control thereof, control for detecting whether
or not the seat belt 20 1s worn, and warning control when the
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seat belt 20 1s not worn, and gesture detection control when
the occupant 18 operates a vehicle-mounted device. That 1s,
the second captured image M2 (second captured image data)
1s not intended to be visually recognized by the occupant 18
or the like directly. Therefore, even when there 1s blown-out
whites on the region of the front row seats 14 1n the second
captured 1mage M2 (second captured image data) for per-
forming recognition (detection) of the situation of the rear
row seats 16 and it 1s diflicult to i1dentity the region of the
front row seats 14, no inconvenience occurs. The seats 14a
and 14b of the front row seats 14, the storage box 48, and the
like have a smaller amount of infrared radiation than the
occupant 18, and therefore are illustrated 1n the example of
FIG. 6 1n a state 1n which blown-out white does not occur.

Returning to FIG. 3, the device control portion 28
acquires the first and second captured image data captured
by the switching control of the first and second exposure
periods via the processing unit 38¢ and performs various
controls. For example, even though it 1s determined that the
occupant 18a 1s detected 1n the seat 14a (drivers seat) in the
acquired first captured image data (first captured image), the
device control portion determines that the occupant 18a 1s
not wearing the seat belt 20a when the signal from the seat
belt sensor 36a indicating that the seat belt 20a 1s worn
cannot be received. Therefore, the device control portion 28
can cause the output device 32 (for example, a speaker, a
display lamp, or a display device) to output an alarm
indicating that the seatbelt 1s not worn. Further, when the
device control portion 28 detects a predetermined gesture by
the occupant 18¢ of the rear row seats 16 (for example, an
operation of raising the left hand above the head and moving
it back and forth) based on the second captured 1mage data
(second captured image), the device control portion 28
determines that the occupant 18c¢ 1s performing a gesture of
opening and closing the sunroof. In that case, the device
control portion 28 can drive the vehicle-mounted device 34
(for example, a sunroof opening and closing motor or the
like) to open and close the sunroof. In this case, even when
the occupant 18 1s sitting on a seat where 1t 1s diflicult to
open and close the sunroof, the occupant 18 can open and
close the sunroof smoothly and easily.

The above-described control of the device control portion

28 1s merely an example. For example, an alarm can be
output when the other occupants 18 are not wearing the seat
belts 20 by using the seat belt sensors 365 to 36¢. In this
case, determination as to whether the seat belt 20 i1s being
worn 1s not made on a seat on which the occupant 18 is not
detected (recognized) or on a seat on which a package is
placed. The device control portion 28 can also operate, for
example, an audio device or a navigation system as the
vehicle-mounted device 34, and the vehicle-mounted device
34 that 1s diflicult to operate except a specific occupant 18
typically can be operated by a passenger instead, which can
Improve convenience.

FIG. 7 1s an exemplary schematic tlowchart showing a
series ol steps executed by the monitoring control system
100 1ncluding the imaging control device according to the
embodiment.

The ECU 26 constantly monitors whether or not a request
signal for starting situation confirmation in the vehicle cabin
10a 15 received (5100), and when the request signal for
starting the situation confirmation i1s not recerved (NO 1n
S5100), the ECU 26 temporarily end the flow. For example,
the request signal for starting situation confirmation may be
generated when the 1gnition switch of the vehicle 10 1s ON
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and received by the ECU 26, or may be generated by a
switch operation of the occupant 18 and the like and
received by the ECU 26.

In S100, when the ECU 26 receives the request signal for
starting situation confirmation (Yes in S100), the coeflicient
n for specitying the frame number at the time of image
capturing 1s reset to “n=1"" (8102). It 1s noted that the frame
rate of the infrared imaging unit 22 of the embodiment 1s, for
example, “307.

Subsequently, the exposure control portion 38a captures
an 1mage of the 2n-1-th frame (first frame: odd-numbered
frame) 1n the first exposure period (1nitial value) for the front
row seats 14 determined by a test or the like 1n advance
(S104), and temporarily stored in the RAM 42. As described
above, blown-out white or crushed black may occur even 1n
the same exposure period depending on the environment at
the time of i1mage-capturing. Here, the image acquisition
portion 380 determines whether or not the captured (ac-
quired) first captured image data 1s data for which the
situation of the front seats (the front row seats 14) can be
confirmed (8106). For example, it 1s determined whether or
not the average luminance of the first region corresponding,
to the front row seats 14 1s a predetermined value, for
example, “128” (for example, the allowable value £2 may be
included). When the average luminance value does not fall
within the range of “128+2”, 1t 1s determined that the
situation of the front seats (the front row seats 14) cannot be
recognized (NO 1n S106). Then, the exposure control por-
tion 38a calculates a correction value (for example, —1 ms
or the like) of the exposure period i which the situation of
the front seats (the first region) can be confirmed (S108) in
the current 1image-capturing environment, and determines a
corrected first exposure period of a 2n+1-th frame (third
frames: odd-numbered frame). At the same time, the irra-
diation period of the infrared irradiation unit 24 i1s deter-
mined corresponding to the corrected first exposure period
(S110).

In step S106, when the average luminance value 1s 1n the
range of “128+2”, it 1s determined that the situation of the
front seats (the front row seats 14) can be recognized (Yes
in S106), and the processing unit 38¢ supplies the first
captured 1mage data to the device control portion 28, and
performs the output control of the output device 32 and the
control of the vehicle-mounted device 34 as front seat region
control, according to the situation of the first region includ-
ing the front row seats 14 (S112).

Subsequently, the exposure control portion 38a captures
an 1mage of the 2n-th frame (second frame: even-numbered
frame) 1n the second exposure period (1nitial value) for the
rear row seats 16 determined by a test or the like in advance
(S114), and temporarily stored in the RAM 42. The image
acquisition portion 3856 determines whether or not the cap-
tured (acquired) second captured image data 1s data for
which the situation of the rear seats (the rear row seats 16)
can be confirmed (S116). For example, it 1s determined
whether or not the average luminance of the second region
corresponding to the rear row seats 16 1s a predetermined
value, for example, “128” (for example, the allowable
valuex2 may be included). When the average luminance
value does not fall within the range of “128 £27, 1t 1s
determined that the situation of the rear seats (the rear row
seats 16) cannot be recognized (No i1n S116). Then, the
exposure control portion 38a calculates a correction value
(for example, +3 ms or the like) of the exposure period 1n
which the situation of the rear seats (the second region) can
be confirmed (5118) 1n the current image-capturing envi-
ronment, and determines a corrected second exposure period
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of a 2n+2-th frame (fourth frame: even-numbered frame). At
the same time, the 1rradiation period of the infrared 1rradia-
tion unit 24 1s determined corresponding to the corrected
second exposure period (S120).

In step S116, when the average luminance value 1s 1n the
range of “128+2”, 1t 1s determined that the situation of the
rear seats (the rear row seats 16) can be recognized (Yes in
S116), and the processing unit 38¢ supplies the second
captured 1image data to the device control portion 28, and
performs the output control of the output device 32 and the
control of the vehicle-mounted device 34 as rear seat region
control, according to the situation of the second region
including the rear row seats 16 (S122).

When the 1maging control processing by the output device
32 1s being executed, the ECU 26 constantly monitors
whether or not a request signal for ending the situation
confirmation in the vehicle cabin 10aq has been received
(S124). Then, when the ECU 26 has not received the request
signal for ending situation confirmation (No in S124), the
exposure control portion 38a increments the coeflicient n
(n+1) for specitying the frame number at the time of
image-capturing (S126), and the process proceeds to S104.
Then, the exposure control portion 38a performs 1mage-
capturing of a third frame and 1mage-capturing of a fourth
frame. That 1s, the infrared imaging unit 22 repeatedly
performs the image-capturing of the first captured image
data of the odd-numbered frame and the second captured
image data of the even-numbered frame. The output control
of the output device 32 and the control of the vehicle-
mounted device 34 by the device control portion 28 are
repeatedly performed.

In S124, when the ECU 26 receives the request signal for
ending situation confirmation (Yes in S124), the flow 1s
temporarily ended. For example, the request signal for
ending situation confirmation may be generated when the
ignition switch of the vehicle 10 1s OFF and received by the
ECU 26, or may be generated by a switch operation of the
occupant 18 and the like and received by the ECU 26.

In the flowchart of FIG. 7, the example in which the
control by the device control portion 28 1s performed, each
time the situations of the front seats or the rear seats can be
confirmed by the acquired first captured image data and
second captured image data 1s shown. In another embodi-
ment, the 1mage capturing 1n the first exposure period and
the second exposure period may be continuously performed
by omitting steps of S112 and S122 for each acquisition of
the first captured image data and the second captured image
data, and when a predetermined number of frame capturing
have been completed, the control by the device control
portion 28 may be performed.

As described above, in the imaging control device, the
exposure control portion 38a controls the exposure length of
the infrared imaging umt 22 capable of capturing an image
of the region to be occupied by the occupants 18 in the
vehicle cabin 10a, at least to the first exposure period and the
second exposure period longer than the first exposure
pertod. The 1mage acquisition portion 385 acquires first
captured 1mage data captured 1n the first exposure period and
second captured image data captured 1n the second exposure
period. Then, the processing unit 38¢ separately processes
the first captured image data and the second captured image
data and provides the processed data, for example, to the
device control portion 28. With the configuration described
above, for example, by capturing the image in the relatively
short first exposure period, there 1s a possibility that an
image may have msuthlicient brightness in the second region
relatively far from the infrared imaging unit 22 but 1n the




US 11,330,189 B2

13

first region relatively close to the infrared imaging unit 22,
the 1mage can be captured without being too bright, that 1s,
such that so-called “blown-out white” hardly occurs. On the
other hand, by capturing the image 1n the second exposure
period which 1s relatively longer than the first exposure
period, there 1s a possibility that an 1image may be too bright,
that 1s, the 1mage may have blown-out white 1n the first
region relatively close from the infrared imaging unit 22, but
in the second region relatively far from the infrared imaging
unit 22, the 1image can be captured without being too dark,
that 1s, such that so-called “crushed black™ hardly occurs. In
other words, by switching the exposure periods, 1t 1s possible
to handle 1image-capturing of the region that 1s not too bright
and 1mage-capturing of the region that 1s not too dark
without the need for a composite process of the captured
images. As a result, the first captured 1image data that makes
it easy to recognize the situation of the vehicle cabin 10q 1n
the first region close to the infrared imaging umt 22, and the
second captured image data that makes it easy to recognize
the situation of the vehicle cabin 10q 1n the second region far
from the infrared imaging unit 22 can be both accurately
acquired while reducing the device cost by reducing the
composite process, which can be used for control.

Further, the above-described imaging control device 324
may perform control such that, for example, the first expo-
sure period and the second exposure period are alternately
switched. With the configuration described above, for
example, the first captured image data and the second
captured 1mage data can be effectively acquired and the
situation recognition of the first region and the situation
recognition of the second region can be performed at sub-
stantially the same timing, which makes 1t possible to
smoothly perform the situation recognition.

The 1maging control device 32a described above may
correct the length of the first exposure period at the time of
current 1mage-capturing, for example, based on the average
luminance value of the first region close to the infrared
imaging unit 22 1n the first captured image data captured 1n
the first exposure period at the time of previous i1mage-
capturing. In addition, the length of the second exposure
period at the time of current 1mage-capturing may be cor-
rected based on the average luminance value of the second
region farther from the infrared imaging unit 22 than the first
region 1n the second captured image data captured in the
second exposure period at the time of previous 1mage-
capturing. With the configuration described above, for
example, the exposure period can be easily set correspond-
ing to the change of surrounding conditions at the time of
image-capturing, and the first captured image data and the
second captured 1mage data expressed with appropriate
brightness to make 1t easier to recognize the details of the
captured 1images can be acquired.

The above-described imaging control device 32a controls
the length of the exposure period of the infrared 1maging unit
22. With the configuration, for example, the first captured
image data and the second captured image data expressed
with appropriate brightness to make 1t easier to recognize the
details of the captured images can be acquired regardless of
day or night (bright state, dark state) without being recog-
nized by the occupants 18 1n the vehicle cabin 10a.

The above-described imaging control device 32a may, for
example, synchronize an 1rradiation period of infrared light
of the inirared 1rradiation unit 24 with which the region to
be 1mage-captured by the infrared imaging unit 22 1s 1rra-
diated, with the first exposure period and the second expo-
sure period. With the configuration described above, for
example, the irradiation of infrared light can be performed
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only at the time of 1mage-capturing, which can contribute to
reduction of i1mage-capturing cost, and in addition, can
reduce the amount of generated heat, which, in turn, can
contribute to simplification of the structure having measures
against heat.

Although the case where an 1mage 1s captured by the
inirared imaging umt 22 has been described 1n the above-
described embodiment, for example, a time-of-flight (TOF)
camera may be used as the imaging umt, and similarly,
switching control between the first exposure period and the
second exposure period may be performed. Even in this
case, 1t 1s possible to acquire a captured image in which
blown-out white and crushed black 1s suppressed and thus
the situation of the first region including the front row seats
14 and the situation of the second region including the rear
row seats 16 can be well recognized, and possible to obtain
the same eflect as when the infrared 1imaging unit 22 1s used.

In the example described above, the length of the expo-
sure period 1s changed 1n the first region including the front
row seats 14 and the second region including the rear row
seats 16. In another embodiment, for example, the imaging
control device can be applied to a three-row seat vehicle. In
that case, a first exposure period for the first region including
a front row seats, a second exposure period for the second
region including middle row seats, and a third exposure
period for a third region including the rear row seats are set,
and the switching control of the exposure periods 1s per-
formed such that the exposure time becomes longer as the
distance from the infrared imaging unit 22 increases. As a
result, i1t 1s possible to acquire a captured image in which
blown-out white and crushed black are suppressed and the
situation of each region can be well recognized, and the
same eflect as 1n the case of the two-row seats described
above can be obtained. The same applies to a four-row seat
vehicle or more.

The imaging control program executed by the CPU 38 of
the embodiment may be a file in an 1nstallable or executable
format and be provided with being recorded on a computer-
readable recording medium such as a CD-ROM, a flexible
disk (FD), a CD-R, a digital versatile disk (DVD).

Further, the 1imaging control program may be stored on a
computer connected to a network such as the Internet, and
provided by being downloaded through the network. In
addition, the 1maging control program executed in the
embodiment may be provided or distributed through a
network such as the Internet.

Although the embodiments and modification of the pres-
ent disclosure have been described, these embodiments and
modifications are presented as examples, and are not
intended to limit the scope of the disclosure. The novel
embodiments can be implemented in various ways, and
various omissions, replacements, and changes can be made
without departing from the spirit of the disclosure. The
embodiments and modifications thereof are included 1n the
scope and spirit of the disclosure, and are also included 1n
the 1nvention described 1n the claims and their equivalents.

An 1maging control device according to an aspect of this
disclosure includes, for example, an exposure control por-
tion configured to control an exposure length of an 1maging
umt, which 1s capturable an 1mage of a region where an
occupant 1s allowed to occupy 1n a vehicle cabin, to at least
a {irst exposure period and a second exposure period longer
than the first exposure period, an 1mage acquisition portion
configured to acquire first captured image data captured 1n
the first exposure period and second captured image data
captured 1n the second exposure period, and a processing
unit configured to separately process the first captured image
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data and the second captured 1image data. With the configu-
ration described above, for example, by capturing the image
in the relatively short first exposure period, there 1s a
possibility that an image may have insuflicient brightness in
a region relatively far from the 1imaging unit but in a region
relatively close to the imaging unit, the image can be
captured without being too bright, that 1s, such that so-called
“blown-out white” hardly occurs. On the other hand, by
capturing the image 1n the second exposure period which 1s
relatively longer than the first exposure period, there i1s a
possibility that the image may be too bright 1n a region
relatively close from the imaging unit, but in a region
relatively far from the imaging unit, the image can be
captured without being too dark, that 1s, such that so-called
“crushed black™ hardly occurs. In other words, by switching
the exposure periods and separately handling the captured
image data, it 1s possible to handle 1image-capturing of a
region that 1s not too bright and image-capturing of a region
that 1s not too dark without the need for a composite process
of the captured images. As a result, the captured 1image data
that makes 1t easy to recognize the situation of the vehicle
cabin 1 the region close to the mmaging unit, and the
captured 1mage data that makes 1t easy to recognize the
situation of the vehicle cabin in the region far from the
imaging unit can be both accurately acquired while reducing
the device cost by reducing the composite process, which
can be used for control.

The exposure control portion of the imaging control
device according to the aspect of this disclosure may, for
example, perform control such that the first exposure period
and the second exposure period are alternately switched.
With the configuration described above, for example, the
first captured 1mage data and the second captured image data
can be eflectively acquired and the situation recognition of
the first region and the situation recognition of the second
region can be performed at substantially the same timing,
which makes 1t possible to smoothly perform the situation
recognition.

The exposure control portion of the imaging control
device according to the aspect of this disclosure may, for
example, correct a length of the first exposure period at a
time of current image-capturing based on an average lumi-
nance value of a first region close to the imaging unit 1n the
first captured 1mage data captured in the first exposure
period at a time of previous 1mage-capturing, and correct a
length of the second exposure period at the time of current
image-capturing based on an average luminance value of a
second region farther away from the imaging unit than the
first region 1n the second captured 1mage data captured in the
second exposure period at the time of previous i1mage-
capturing. With the configuration described above, for
example, the exposure period can be easily set correspond-
ing to the change of surrounding conditions at the time of
image-capturing, and the first captured image data and the
second captured i1mage data expressed with appropnate
brightness to make it easier to recognize the details of the
captured 1mages can be acquired.

The exposure control portion of the imaging control
device according to the aspect of this disclosure may, for
example, control a length of an exposure period of an
inirared 1maging unit that captures an inifrared image as the
imaging unit. With the configuration described above, for
example, the first captured image data and the second
captured 1mage data expressed with appropriate brightness
to make 1t easier to recognize the details of the captured
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images can be acquired regardless of day or night (bright
state, dark state) without being recognized by occupants 1n
the vehicle cabin.

The exposure control portion of the i1maging control
device according to the aspect of this disclosure may, for
example, synchronize an irradiation period of infrared light
with which a region capturable by the inifrared imaging unit
1s 1rradiated, with the first exposure period and the second
exposure period. With the configuration described above, for
example, the irradiation of infrared light can be performed
only at the time of 1image-capturing, which can contribute to
reduction of image-capturing cost, and in addition, can
reduce the amount of generated heat, which, 1n turn, can
contribute to simplification of the structure having measures
against heat.

The principles, preferred embodiment and mode of opera-
tion ol the present mvention have been described in the
foregoing specification. However, the mvention which 1s
intended to be protected 1s not to be construed as limited to
the particular embodiments disclosed. Further, the embodi-
ments described herein are to be regarded as illustrative
rather than restrictive. Varniations and changes may be made
by others, and equivalents employed, without departing
from the spirit of the present invention. Accordingly, 1t 1s
expressly intended that all such varnations, changes and
equivalents which fall within the spirit and scope of the
present invention as defined in the claims, be embraced
thereby.

What 1s claimed 1s:

1. An imaging control device comprising:

at least one hardware processor configured to implement:

an exposure control portion configured to control an
exposure length of an imaging unit, which 1s capturable
an 1mage of a region where an occupant 1s allowed to
occupy 1n a vehicle cabin, to at least a first exposure
period and a second exposure period longer than the
first exposure period;

an 1mage acquisition portion configured to acquire first
captured 1mage data captured in the first exposure
period and second captured 1image data captured in the
second exposure period, the first captured image data
and the second captured image data capturing images
from a same 1maging area;

a processing unit configured to separately process the first
captured 1mage data and the second captured image
data and provide the processed first captured image
data and the processed second captured image data to
a device control portion; and

the device control portion executes monitoring control
using the respective images of the first captured 1image
data and the second captured image data,

wherein the device control portion executes monitoring
control by using a first region close to the imaging unit
in the first captured image data and a second region
farther away from the 1maging unit than the first region
in the second captured 1mage data.

2. The 1maging control device according to claim 1,

wherein

the exposure control portion performs control such that
the first exposure period and the second exposure
period are alternately switched.

3. The imaging control device according to claim 1,

wherein

the exposure control portion corrects a length of the first
exposure period at a time ol current 1image-capturing
based on an average luminance value of the first region
close to the imaging unit 1n the first captured 1mage data
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captured in the first exposure period at a time of
previous 1mage-capturing, and corrects a length of the
second exposure period at the time of current 1image-
capturing based on an average luminance value of the
second region farther away from the imaging unit than 35
the first region in the second captured image data
captured 1n the second exposure period at the time of
previous image-capturing.

4. The mmaging control device according to claim 1,
wherein 10
the exposure control portion controls a length of an
exposure period of an infrared imaging unit that cap-

tures an inirared image as the 1imaging unit.

5. The imaging control device according to claim 4,
wherein 15
the exposure control portion synchronizes an irradiation
period of infrared light with which a region capturable
by the inirared imaging unit 1s 1irradiated, with the first

exposure period and the second exposure period.
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