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in part, upon the system-defined ___.,f :.11{?1’?1 daﬁned u:m%n!zdami platfmm

consolidated platimm information {31 0)

sbtaining chient-detined consohidated
plationm information for the computing
plattorm from a client wlormation source
(312}

FIG. 4
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. combining the first system-defined

- platform information and the at least «
second system-defined platform

. information to form system-defined

consohidated platform information (308}

- obtaining system-defined consolidated |
- platform information for a coraputing
- platform from an independent information
source (400}

obtaining client-defined consolidated | 7

platiorm information tor the computing

{ath: * SO, homogenizing the system-detined
plattorm from a client information source

a .. | consolidated platiorm information prior to
R H /B B comparmg the system-detimed
% t consohidated platform information to the
client-detined consohdated platiorm
information to define differential
.| consolidated platform information for the
; computing platiorm (406)

' processing the system-defined :
- consolidated platform information prior to |
| comparing the system-detined '
consotidated platform mnformation to the |
client-defined consolidated platform |
mformation to define ditterential '
consolidated platform information for the
computing platform {404)

: normalizing the system-defined |
| consolidated platform information prior to |
: compraring the systein-defined |
consolidated platform mformation to the

client-detined consohidated platform
: comparing the system-defined mnformation to define differential
comsolidated platform information to the conschdated platiorm mformation for the
client-defined consolidated platform | | | computing platiorm (405)
information to define differential T

consolidated platform information for the |
coraputing platform (402}
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obtaining systemn-defined consolidated
platforn wnformation for a computing
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3
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obtaining chient-defined consolidated
nlatform mformation for the computing
platform from a chient information source | |
(312} homogenizing the system-defined |
555 | consolidated platform information prior to |
' comparing the system-delined |
consolidated platform mformation to the

R S T . . § .'.*-:'.'--' ‘.'-“F a3 S ; (RN “l:f".'..'?
consolidated platform information prior to | cient-defined consolidated platform
' mformation to define differential

comparing the system-defined AR R AR R
i 1+ | consolidated platiorm mtormation for the

computing platform (406)

- B . e . B e i e B B B i - By

consohidated platform mformationto the |
chient-defined consolidated plattorm |

¢
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information to detine diftferential m{@
consolidated platform information forthe | | | e
T e ' normalizing the system-defined |
computing platiorm {404} T Dt D e N
_________________________________ e A b consolidated platforny information prioy (o |
é comparing the systera-defined |
| comparing the system-defined .t | clieni-defined consolidated platform
- consolidated platform information to the | ;| information to define differential
 client-defined consolidated platform | | | consolidated platform information for the
| information to defme differential computing platform (408)
% consolidated platform information for the | (|
; computing platform (402) :
i

L
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L
L]
L]
E .
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L]
L]
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¥
¥
+

presenting differential consohdated
platiorm miormation for the computing
platform io the third-party (450}
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obtaining consohdated platiorm
information for g computing platform to |

wdentify one or more deployed security- |
relevant subsystems {500}

processing the consolidated platform
sformation to wdentify one of More non-
deployed security-relevant subsysteins

(506)

*.*.‘..*. .

e i e i il i sl el sl e e sl e sl i e e i

aaaaaa

generating a list of ranked &
recommended securnty-relevant

(508)

providing the {ist of ranked &
recommended secunty-relevant
subsystems 10 a third~party (512}

I-.

sdentifying a comparative for at least one
of the non-deploved secunty-relevant
subsystems detined within the list of
ranked & recommended security-relevant
subsystems (514)

i, ©

| 5@ j
subsystems that ranks the one ormore | —

non-~-deptoved security~relevant subsystems |

US 11,323,462 B2

| the anticipated use of the one or more non- |

----------------------------------------------------------------------------------------------------------

security-relevant subsystems based upon

deployed secusity-relevant subsystems
within the compating platform (51
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obtamng conschidated piatform
miormation to identify current security-
reievant capabilities for a computing
platform (600}

determuinng possible security-relevant
capabilitics for the computing platform
{606)

generating comparison information that
compares the current security-relevant
capabilities of the computing platiorm to
the possible security-relevant capabilities
of the computing platiorm to dentify
security-relevant deticiencies (608}
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=

obtaining consolidated platiorm
mformation 1o wdentity current security-
relevant capabilities for a computing
platform {600}

determining comparative platiorm
information that identifies security-
relevant capabiities for a comparative
platform {700)

cenerating comparison mformation that
compares the current security-relevant
capabilities of the computing platform to
the comparative platform miformation of
the comparative platform to identity g
threat context mdicator (702}
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. obtaining hardware performance .
information concerning hardware deployed |
- within a computing platform {800) '

obtainimg platform pertormance
information concermng the operation of
the computing platform (802)

obtaining apphication performance
miormation Concernmg one Or more
applications deployed within the
computing platform {834)

- generating a holistic platform report |
concerning the computing platform based,
I at least m part, upon the hardware :

performance mformation, the platform
, performance information and the :
application performance information {806} |

ciiectuating one or more remedial
operations concerning the one or more
known conditions {80§)

providing the holistic report to a third-
party (310}
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10
H . .f "
detecting a sccurity event within a monttoring a plurality of sources o
- computing platform based upon idcﬂmhcd m-:-:.” tdentify suspect activity within the
suspect activity (908} 1 computing platform (902)
* ._ e —
-
| ] L gathermg artitacts concernmng the swumy
gathenng artifacts concerning the SL{,UI‘H} ) event from a plurality of sources
: event ($04) N associated with the computing platform
I T R A ..
|
rosigming a throat fovel to the security : - d%wnm ..... R ST TP ——— R
| NS | L g a threat level using artificial
event based, at least inpart, upon the | ™7, mif:ih gence / mdchme earnin ng { wm
4 ratherad &ﬁ; 1‘{3;;{3 (9{}8} i R IR L

allowing the suspect activity to continue
(914}

- generating a security event report based, at
' least in part, upon the gathered artifacts

executing a remedial action plan based, at |
' (016)

 least in part, upon the assigned threat level | -<

| : } 5 ................................................................................................................................................................................................................. |
(912) R a;
1 providing the secunty event report o an |

analyst for further review (915}

d} mwm .................................................................................... - sutonomously executing a threat

? mitigation plan (920)
for mnmms ‘1}“"7’ ; ._ \
3 L

i, 17
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i i plie e i pie piie pil i piic pile pil pli pie piie pil pliic pile pile pliie plie pile pliie pllie pile il plliy pile pil il pie pile pil pl piie pii il pliie piie pil pliic piie pile pllis pllie pile i plliy pile pil il pie pil il pic piie pil pi pilie piie pil pllie piie pile pllie pliie pile i plie pile pil pic pile pil pil pic pile pil pli piie piie pil pllie pie pile plis pllic pile pie plliy pile i pi pile pil il pie ol pil pll piie pile il pile
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| utilizing at least one application program
i1 imtertace to access at least one of the

. of securiy-relevant subsystems withinag | ~< . .. -
computing platform {950) L plurality of sec mﬁy:mh:want subsystems
; - (952}
 obtaining at least one security-relevant
- information set from each of the plurality
- of security-relevant subsystems, thus
defining a phurality of security-relevant
: miformation sets (934)
L~
combining the plutalily of secusity- .| bomogenizing the phurality of security-
relevant mfom:ia'tmn_ sets to forman j relevant information sets to form the
aggregated sceantty-relevant information | TN | pooveonted security-relevant information
set tor the computing platform {956) set {958)
N

enabhing third-party access 1o the
aggregated securtty-relevant mformation
set (960}

enabling third-party searching of the
aggregated security-relevant information
set {962)

Fi1G. 18
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establishing connectivity with a plurality ¢+ | 7% st OBOC appPuicdiig
| of security-relevant subsystems withina | ~< | 'nterface to access af least one of th

S e e B B S M B e

' - . . Y i : i ra .T, RO - 2OV ANE SPBDSVSIEmMS
computing platform {850) L piurality of %ecunz};ﬁr;m ant subsystems

e
. receving a untfied query from a thind-

turality of security-

M
b
[ ] :i
~,
b
ﬁ
ﬁ
o
oot
o
O
foes
—
o
£’

distributing at least a portion of the
unified query o the plurahity of security-
relevant subsystems {1002}

etfectoating the at least a portion of the
uritied query on each of the plurality of |
security-relevant subsystems to generate a |
plurality of result sets {1004) '

recerving the plurality of result sets from
the plurality of securnity-relevant
subsystems (1006)

combining the plurality of result setsto |, | homogenizing the plurality of result sets to
torm g unified guery result {1008} ' . form the unmified query result (1010)

providing the unified query result to the
thard~-party {1012)

i, 19
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10

. ubdizing at least ope application program
it nterface to access at least one of the

. establishing connectivity with a plurality |
- of security-relevant subsystems withina | -<

computing platform (950) plurality of :Securi.t}ffrgiev ant subsystems
- OIS - (952}

L
obtaining at least one security-relevant
 information set from each of the plarality
of security-relevant subsysiems, thus
- defining a plurality of security-relevant
information sets {954) *_
. processing the plurality of security- 4 ....
- relevant information sets using artificial .| utilizing a decision tree based, at least in |
learning / machine learning to identify one | __1 part, upon one or more previously- |
OF more commonahities amon ast the 1 EiCQHH@d SECE&Yﬁ}’”“Tﬂ fevant mformation sgts
- phurality of security-relevant information | ¢ {1052) |
sets {1050)

combning the plurality of security-
relevant mlormation sets to forman |
ageregated security-relevant mformation | s

homogenizing the plurality of security-
. relevant mformation sets (o form the
1 aggregated security~relevant information

set for the coraputing platform based, at )
set { 1(156)

feast i part, upon the one or more

commonalities wdentified (1054} N

enabling third-party access to the
aggregated security-relevant miormation
seb (1038)

gnabhing third-party searching of the
aggregated security-relevant information
set {1060)

FiG. 20
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mstalling the updated threat event
iformation on {he one or more security-
relevant subsystems within the computing
platform {1 104) |

applying the updated threat event
information to one or more previously-
gencrated log files (1108)

applying the updated threat event
information (o one or more previously-
generated data files (1110)

applying the updated threat event
mnformation to ong or more previousliy-
generated application files (1112}

appliying the updated threat event
information 0 one or more newly-
generated tog files (1116)

aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

i el T e e i e e e e T e e e e e e e e e T i e i T e e e e e e i i e i i i e e e e el i e i i e

enabling the updated threat event
 information for use with one or more L
; Semiarity=--1*elwanf S'LﬂjifintEmS- within the \;
computing platform {1 102}
: o
. retroactively applying the updated threat |
event information to previously-generated j
 information associated with the oneor |
more securty-relevant subsystems {1 106)
;\ -
proactively applying the updated threat
event mformation o newly-generated
- information associated with the oneor |
more secutity-relevant subsystems (1114} |

applying the updated threat event
mnformation {0 one or more newly-
generated data files {1118)

R R R R R R R R R R R R R R R R R S N R R R R B R R R R R R R R R R R R R R B N R S R R R M R R R R D R R R R S R R R S N R R R R R R R R R R R R R R R D R R U S R R S R R B W R R R R R R R R R B R R R S g g

appiving the updated threat event
mbormation (0 one or more newly-
generated application files (1120}

G, 21
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receiving updated threat event information |
- concerning a computing platform (1100) |

e e e e - B - B e B
L]

-
enabling the updated threat event nstalling the updated threat event
. information for use with one ormore |/ iformation on the ong or more security-

. security-relevant subsystems within the | 1 | relevant subsystems within the computing
| ' piatiorm (1104)

---------------------------------------------------------------------------------------------------------

scheduling the application of the apdated
threat event informsation o one of more

TS e - —~ P reviouslv-generated loe files (1152
schieduling the apphication of the updated | R previous: YZgthetaied 30 plHICsAiiIe)

: threat event information to previously- |

- generated information associated with the |

. one or more security-relevant subsystems
(1150)

1 scheduling the application of the updated
o’ threat event information {0 one or More
previousiy-generated data files {11543

- [ schedualing the application of the updated
| threat event information to one or more
previously~generated appheation {iies
{1156}

scheduling the application of the updated
threat event mitormation {0 one of more
newly-generated log files (1160)

scheduling the apphication of the updated
threat event information o newly- ::
generated information associated with the | —
one or more security-relevant subsystems |
{1158}

scheduling the application of the updated
threat event information to one or more
newly-generated data hiles (1162

scheduling the application of the updated
threat event miormation 10 one or more |
newly-generated application files {1164) |

FiG. 22
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- defiming a training routine for a specific

. attack of a computing platform (1300)

D, S —— .

i generating a simulation of the specific | L
s g g. e p. . i rendering the simulation of the speciiic
. attack by executing the trainung routine | *

nn - ' 5 S attack on the controlled test environment
within a conirolled test environmment |

(1302)

i
i
i
i
'. .
.. .
'. .
i,
: :
i -
¢ L
i -
i -
¢ H
.t “““ e, e, e, é e e gt e, e, e, e e g, ] s ay
'
: :
H L
H +
H ¥
H +

atiowing a tramnee (o view the sunulation
of the specific attack (13006}

atlowing a trainee 10 provide a tramee
response to the simulation of the specilic
attack {1308}

determirung the effectiveness of the

.1 assigring a grade to the frainee response
. - hY i
trammee response {1310)

(1312}

B g R R g R R R R I R R R R R R R i i i e gy
L e L L L aia  E E  E E E  E  E E E E L L Tl L L L L L L L o L o B B L e il o o o e o o
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.
.| processing security-relevant information {o |
I lefine a training routine for a specific |
uftlizing artificial intelligence / machine | de ; ‘ff aHung PR J{ ‘f;’ “; Sp;i:,;
fearning to define a training routine fora | | attack of a computing piatiorm (1354)
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THREAT MITIGATION SYSTEM AND
METHOD

RELATED APPLICATION(S)

This application claims the benefit of the following U.S.
Provisional Application Nos. 62/681,279, filed on 6 Jun.
2018; 62/737,558, filed on 27 Sep. 2018; and 62/817,943

filed on 13 Mar. 2019, their entire contents of which are
herein incorporated by reference.

TECHNICAL FIELD

This disclosure relates to threat mitigation systems and,
more particularly, to threat mitigation systems that utilize

Artificial Intelligence (Al) and Machine Learning (ML).

BACKGROUND

In the computer world, there 1s a constant battle occurring,
between bad actors that want to attack computing platforms
and good actors who try to prevent the same. Unfortunately,
the complexity of such computer attacks in constantly
increasing, so technology needs to be employed that under-
stands the complexity of these attacks and 1s capable of
addressing the same. Additionally, the use of Artificial
Intelligence (Al) and Machine Learming (ML) has revolu-
tiomized the manner 1n which large quantities of content may
be processed so that information may be extracted that 1s not
readily discernible to a human user. Accordingly and though
the use of AI/ML, the good actors may gain the upper hand
in this never ending battle.

SUMMARY OF DISCLOSURE

In one 1implementation, a computer-implemented method
1s executed on a computing device and includes: obtaining
one or more artifacts concerning a detected security event;
obtaining artifact information concerning the one or more
artifacts; and generating a conclusion concerming the
detected security event based, at least in part, upon the
detected security event, the one or more artifacts, and the
artifact information.

One or more of the following features may be included.
The conclusion may be documented. The conclusion may be
reported to a third-party. Supplemental artifacts and artifact
information may be obtained if needed. Obtaining artifact
information concerning the one or more artifacts may
include: obtaining artifact information concerming the one or
more artifacts from one or more investigation resources. The
detected security event may include one or more of: access
auditing; anomalies; authentication; denial of services;
exploitation; malware; phishing; spamming; reconnais-
sance; and web attack.

In another implementation, a computer program product
resides on a computer readable medium and has a plurality
of mstructions stored on 1it. When executed by a processor,
the instructions cause the processor to perform operations
including: obtaining one or more artifacts concerning a
detected security event; obtaining artifact information con-
cerning the one or more artifacts; and generating a conclu-
s1on concerning the detected security event based, at least 1n
part, upon the detected security event, the one or more
artifacts, and the artifact information.

One or more of the following features may be included.
The conclusion may be documented. The conclusion may be
reported to a third-party. Supplemental artifacts and artifact
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information may be obtained if needed. Obtaining artifact
information concerning the one or more artifacts may
include: obtaining artifact information concerming the one or
more artifacts from one or more 1nvestigation resources. The
detected security event may include one or more of: access
auditing; anomalies; authentication; denmial of services;
exploitation; malware; phishing; spamming; reconnais-
sance; and web attack.

In another implementation, a computing system includes
a processor and memory 1s configured to perform operations
including: obtaining one or more artifacts concerning a
detected security event; obtaining artifact information con-
cerning the one or more artifacts; and generating a conclu-
s1on concerning the detected security event based, at least 1n
part, upon the detected security event, the one or more
artifacts, and the artifact information.

One or more of the following features may be included.
The conclusion may be documented. The conclusion may be
reported to a third-party. Supplemental artifacts and artifact
information may be obtained if needed. Obtaining artifact
information concerning the one or more artifacts may

include: obtaining artifact information concerming the one or
more artifacts from one or more 1nvestigation resources. The
detected security event may include one or more of: access
auditing; anomalies; authentication; denmial of services;
exploitation; malware; phishing; spamming; reconnais-
sance; and web attack.

In another implementation, a method includes: obtaining
one or more artifacts concerning a detected security event;
obtaining artifact information concerning the one or more
artifacts; and generating a conclusion concerning the
detected security event based, at least in part, upon the
detected security event, the one or more artifacts, and the
artifact information.

One or more of the following features may be included.
The conclusion may be documented. The conclusion may be
reported to a third-party. Supplemental artifacts and artifact
information may be obtained if needed. Obtaining artifact
information concerning the one or more artifacts may
include: obtaining artifact information concerming the one or
more artifacts from one or more mvestigation resources. The
detected security event may include one or more of: access
auditing; anomalies; authentication; demial of services;
exploitation; malware; phishing; spamming; reconnais-
sance; and web attack.

The details of one or more implementations are set forth
in the accompanying drawings and the description below.
Other features and advantages will become apparent from
the description, the drawings, and the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a diagrammatic view of a distributed computing,
network including a computing device that executes a threat
mitigation process according to an embodiment of the
present disclosure;

FIG. 2 1s a diagrammatic view ol an exemplary probabi-
listic model rendered by a probabilistic process of the threat
mitigation process of FIG. 1 according to an embodiment of
the present disclosure;

FIG. 3 1s a diagrammatic view of the computing platiorm
of FIG. 1 according to an embodiment of the present
disclosure:

FIG. 4 1s a flowchart of an implementation of the threat
mitigation process of FIG. 1 according to an embodiment of
the present disclosure;
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FIGS. 5-6 are diagrammatic views of screens rendered by
the threat mitigation process of FIG. 1 according to an

embodiment of the present disclosure;

FIGS. 7-9 are flowcharts of other implementations of the
threat mitigation process of FIG. 1 according to an embodi-
ment of the present disclosure;

FIG. 10 1s a diagrammatic view ol a screen rendered by
the threat mitigation process of FIG. 1 according to an
embodiment of the present disclosure;

FIG. 11 1s a flowchart of another implementation of the
threat mitigation process of FIG. 1 according to an embodi-
ment of the present disclosure;

FIG. 12 1s a diagrammatic view ol a screen rendered by
the threat mitigation process of FIG. 1 according to an
embodiment of the present disclosure;

FIG. 13 1s a flowchart of another implementation of the
threat mitigation process of FIG. 1 according to an embodi-
ment of the present disclosure;

FIG. 14 1s a diagrammatic view of a screen rendered by
the threat mitigation process of FIG. 1 according to an
embodiment of the present disclosure;

FIG. 15 1s a flowchart of another implementation of the
threat mitigation process of FIG. 1 according to an embodi-
ment of the present disclosure;

FIG. 16 1s a diagrammatic view of screens rendered by the
threat mitigation process of FIG. 1 according to an embodi-
ment of the present disclosure;

FIGS. 17-23 are flowcharts of other implementations of
the threat mitigation process of FIG. 1 according to an
embodiment of the present disclosure;

FIG. 24 1s a diagrammatic view of a screen rendered by
the threat mitigation process of FIG. 1 according to an
embodiment of the present disclosure; and

FIGS. 25-30 are flowcharts of other implementations of
the threat mitigation process of FIG. 1 according to an
embodiment of the present disclosure.

Like reference symbols in the various drawings indicate
like elements.

DETAILED DESCRIPTION OF TH.
PREFERRED EMBODIMENTS

L1l

System Overview

Referring to FIG. 1, there i1s shown threat mitigation
process 10. Threat mitigation process 10 may be imple-
mented as a server-side process, a client-side process, or a
hybrid server-side/client-side process. For example, threat
mitigation process 10 may be implemented as a purely
server-side process via threat mitigation process 10s. Alter-
natively, threat mitigation process 10 may be implemented
as a purely client-side process via one or more of threat
mitigation process 10c1, threat mitigation process 10c2,
threat mitigation process 10c3, and threat mitigation process
10c4. Alternatively still, threat mitigation process 10 may be
implemented as a hybrid server-side/client-side process via
threat mitigation process 10s in combination with one or
more of threat mitigation process 10c1, threat mitigation
process 10c2, threat mitigation process 10c3, and threat
mitigation process 10c4. Accordingly, threat mitigation pro-
cess 10 as used 1n this disclosure may include any combi-
nation of threat mitigation process 10s, threat mitigation
process 10c1, threat mitigation process 10¢2, threat mitiga-
tion process, and threat mitigation process 10c4.

Threat mitigation process 10s may be a server application
and may reside on and may be executed by computing
device 12, which may be connected to network 14 (e.g., the
Internet or a local area network). Examples of computing
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device 12 may include, but are not limited to: a personal
computer, a laptop computer, a personal digital assistant, a
data-enabled cellular telephone, a notebook computer, a
television with one or more processors embedded therein or
coupled thereto, a cable/satellite recetver with one or more
processors embedded therein or coupled thereto, a server
computer, a series of server computers, a mini1 computer, a
mainframe computer, or a cloud-based computing network.

The 1nstruction sets and subroutines of threat mitigation
process 10s, which may be stored on storage device 16
coupled to computing device 12, may be executed by one or
more processors (not shown) and one or more memory
architectures (not shown) included within computing device
12. Examples of storage device 16 may include but are not
limited to: a hard disk drive; a RAID device; a random
access memory (RAM); a read-only memory (ROM); and all
forms of flash memory storage devices.

Network 14 may be connected to one or more secondary
networks (e.g., network 18), examples of which may include
but are not limited to: a local area network; a wide area
network; or an intranet, for example.

Examples of threat mitigation processes 10¢c, 10¢c2, 103,
10c4 may include but are not limited to a client application,
a web browser, a game console user 1nterface, or a special-
1zed application (e.g., an application running on e.g., the
Android™ platform or the 10S™ platform). The instruction
sets and subroutines of threat mitigation processes 10cl1,
10c2, 103, 10c4, which may be stored on storage devices
20, 22, 24, 26 (respectively) coupled to client electronic
devices 28, 30, 32, 34 (respectively), may be executed by
one or more processors (not shown) and one or more
memory architectures (not shown) incorporated into client
clectronic devices 28, 30, 32, 34 (respectively). Examples of
storage device 16 may include but are not limited to: a hard
disk drnive; a RAID device; a random access memory
(RAM); a read-only memory (ROM); and all forms of flash
memory storage devices.

Examples of client electronic devices 28, 30, 32, 34 may
include, but are not limited to, data-enabled, cellular tele-
phone 28, laptop computer 30, personal digital assistant 32,
personal computer 34, a notebook computer (not shown), a
server computer (not shown), a gaming console (not shown),
a smart television (not shown), and a dedicated network
device (not shown). Client electronic devices 28, 30, 32, 34
may each execute an operating system, examples of which
may include but are not limited to Microsoit Windows™,
Android™, WebOS™_ 108™ Redhat Linux™, or a custom
operating system.

Users 36, 38, 40, 42 may access threat mitigation process
10 directly through network 14 or through secondary net-
work 18. Further, threat mitigation process 10 may be
connected to network 14 through secondary network 18, as
illustrated with link line 44.

The various client electronic devices (e.g., client elec-
tronic devices 28, 30, 32, 34) may be directly or indirectly
coupled to network 14 (or network 18). For example,
data-enabled, cellular telephone 28 and laptop computer 30
are shown wirelessly coupled to network 14 via wireless
communication channels 46, 48 (respectively) established
between data-enabled, cellular telephone 28, laptop com-
puter 30 (respectively) and cellular network/bridge 50,
which 1s shown directly coupled to network 14. Further,
personal digital assistant 32 1s shown wirelessly coupled to
network 14 via wireless communication channel 52 estab-
lished between personal digital assistant 32 and wireless
access point (1.e., WAP) 34, which 1s shown directly coupled
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to network 14. Additionally, personal computer 34 1s shown
directly coupled to network 18 via a hardwired network
connection.

WAP 54 may be, for example, an IEEE 802.11a, 802.11b,
802.11g, 802.11n, Wi-F1, and/or Bluetooth device that 1s

capable of establishing wireless communication channel 52
between personal digital assistant 32 and WAP 54. As 1s
known 1n the art, IEEE 802.11x specifications may use
Ethernet protocol and carrier sense multiple access with
collision avoidance (1.e., CSMA/CA) for path sharing. The
vartous 802.11x specifications may use phase-shift keying
(1.e., PSK) modulation or complementary code keying (1.e.,
CCK) modulation, for example. As 1s known 1n the art,
Bluetooth 1s a telecommunications industry specification
that allows e.g., mobile phones, computers, and personal
digital assistants to be interconnected using a short-range
wireless connection.

Artificial Intelligence/Machines Learning Overview:

Assume for illustrative purposes that threat maitigation
process 10 includes probabilistic process 56 (e.g., an artifi-
cial intelligence/machine learming process) that 1s config-
ured to process mnformation (e.g., information 58). As will be
discussed below 1n greater detail, examples of mnformation
58 may include but are not limited to platform information
(e.g., structured or unstructured content) being scanned to
detect security events (e.g., access auditing; anomalies;
authentication; demal of services; exploitation; malware;
phishing; spamming; reconnaissance; and/or web attack)
within a monitored computing platform (e.g., computing,
platiorm 60).

As 1s known 1n the art, structured content may be content
that 1s separated into independent portions (e.g., fields,
columns, features) and, therefore, may have a pre-defined
data model and/or 1s organized 1n a pre-defined manner. For
example, 11 the structured content concerns an employee list:
a first field, column or feature may define the first name of
the employee; a second field, column or feature may define
the last name of the employee; a third field, column or
feature may define the home address of the employee; and
a fourth field, column or feature may define the hire date of
the employee.

Further and as 1s known 1n the art, unstructured content
may be content that 1s not separated into independent
portions (e.g., ficlds, columns, features) and, therefore, may
not have a pre-defined data model and/or 1s not organized in
a pre-defined manner. For example, i the unstructured
content concerns the same employee list: the first name of
the employee, the last name of the employee, the home
address of the employee, and the hire date of the employee
may all be combined into one field, column or feature.

For the following illustrative example, assume that infor-
mation 58 1s unstructured content, an example of which may
include but 1s not limited to unstructured user feedback
received by a company (e.g., text-based feedback such as
text-messages, social media posts, and email messages; and
transcribed voice-based feedback such as transcribed voice
mail, and transcribed voice messages).

When processing information 38, probabilistic process 56
may use probabilistic modeling to accomplish such process-
ing, wherein examples of such probabilistic modeling may
include but are not limited to discriminative modeling,
generative modeling, or combinations thereof.

As 1s known 1n the art, probabilistic modeling may be
used within modern artificial intelligence systems (e.g.,
probabilistic process 56), 1n that these probabilistic models
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may provide artificial intelligence systems with the tools
required to autonomously analyze vast quantities of data
(e.g., information 58).

Examples of the tasks for which probabilistic modeling,
may be utilized may include but are not limited to:

predicting media (music, movies, books) that a user may

like or enjoy based upon media that the user has liked
or enjoyed 1n the past;

transcribing words spoken by a user into editable text;

grouping genes into gene clusters;

identifying recurring patterns within vast data sets;

filtering email that 1s believed to be spam from a user’s

1nbox;

generating clean (1.e., non-noisy) data from a noisy data

set;

analyzing (voice-based or text-based) customer feedback;

and

diagnosing various medical conditions and diseases.

For each of the above-described applications of probabi-
listic modeling, an 1mitial probabilistic model may be
defined, wherein this mnitial probabilistic model may be
subsequently (e.g., iteratively or continuously) modified and
revised, thus allowing the probabilistic models and the
artificial intelligence systems (e.g., probabilistic process 56)
to “learn™ so that future probabilistic models may be more
precise and may explain more complex data sets.

Accordingly, probabilistic process 56 may define an 1ni-
tial probabilistic model for accomplishing a defined task
(e.g., the analyzing of information 58). For the illustrative
example, assume that this defined task 1s analyzing customer
feedback (e.g., information 58) that 1s received from cus-
tomers of e.g., store 62 via an automated feedback phone
line. For this example, assume that information 58 1s initially
volice-based content that 1s processed via e.g., a speech-to-
text process that results in unstructured text-based customer
teedback (e.g., information 58).

With respect to probabilistic process 56, a probabailistic
model may be utilized to go from initial observations about
information 58 (e.g., as represented by the 1nitial branches of
a probabilistic model) to conclusions about information 58
(e.g., as represented by the leaves of a probabilistic model).

As used 1n this disclosure, the term “branch™ may refer to
the existence (or non-existence) of a component (e.g., a
sub-model) of (or included within) a model. Examples of
such a branch may include but are not limited to: an
execution branch of a probabilistic program or other gen-
crative model, a part (or parts) of a probabilistic graphical
model, and/or a component neural network that may (or may
not) have been previously trained.

While the following discussion provides a detailed
example of a probabilistic model, this 1s for illustrative
purposes only and 1s not intended to be a limitation of this
disclosure, as other configurations are possible and are
considered to be within the scope of this disclosure. For
example, the following discussion may concern any type of
model (e.g., be 1t probabilistic or other) and, therefore, the
below-described probabilistic model 1s merely intended to
be one 1llustrative example of a type of model and 1s not
intended to limit this disclosure to probabilistic models.

Additionally, while the following discussion concerns
word-based routing of messages through a probabilistic
model, this 1s for illustrative purposes only and 1s not
intended to be a limitation of this disclosure, as other
configurations are possible and are considered to be within
the scope of this disclosure. Examples of other types of
information that may be used to route messages through a
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probabilistic model may include: the order of the words
within a message; and the punctuation interspersed through-
out the message.

For example and referring also to FIG. 2, there 1s shown
one simplified example of a probabilistic model (e.g., proba-
bilistic model 100) that may be utilized to analyze informa-
tion 58 (e.g. unstructured text-based customer feedback)
concerning store 62. The manner in which probabilistic
model 100 may be automatically-generated by probabilistic
process 56 will be discussed below 1n detail. In this particu-
lar example, probabilistic model 100 may receive informa-
tion 58 (e.g. unstructured text-based customer feedback) at
branching node 102 for processing. Assume that probabilis-
tic model 100 includes four branches off of branching node
102, namely: service branch 104; selection branch 106;
location branch 108; and value branch 110 that respectively
lead to service node 112, selection node 114, location node

116, and value node 118.

As stated above, service branch 104 may lead to service
node 112, which may be configured to process the portion of
information 38 (e.g. unstructured text-based customer feed-
back) that concerns (in whole or 1n part) feedback concern-
ing the customer service of store 62. For example, service
node 112 may define service word list 120 that may include
¢.g., the word service, as well as synonyms of (and words
related to) the word service (e.g., cashier, employee, greeter
and manager). Accordingly and 1n the event that a portion of
information 38 (e.g., a text-based customer feedback mes-
sage) includes the word cashier, employee, greeter and/or
manager, that portion of information 58 may be considered
to be text-based customer feedback concerning the service
received at store 62 and (therefore) may be routed to service
node 112 of probabilistic model 100 for further processing.
Assume for this i1llustrative example that probabilistic model
100 includes two branches off of service node 112, namely:
good service branch 122 and bad service branch 124.

Good service branch 122 may lead to good service node
126, which may be configured to process the portion of
information 38 (e.g. unstructured text-based customer feed-
back) that concerns (in whole or 1 part) good feedback

concerning the customer service of store 62. For example,
good service node 126 may define good service word list
128 that may include e.g., the word good, as well as
synonyms ol (and words related to) the word good (e.g.,
courteous, Iriendly, lovely, happy, and smiling). Accordingly
and 1n the event that a portion of mnformation 58 (e.g., a
text-based customer feedback message) that was routed to
service node 112 includes the word good, courteous,
triendly, lovely, happy, and/or smiling, that portion of 1nfor-
mation 58 may be considered to be text-based customer
teedback indicative of good service received at store 62
(and, therefore, may be routed to good service node 126).

Bad service branch 124 may lead to bad service node 130,
which may be configured to process the portion of informa-
tion 38 (e.g. unstructured text-based customer feedback) that
concerns (1n whole or 1n part) bad feedback concerning the
customer service of store 62. For example, bad service node
130 may define bad service word list 132 that may include
¢.g., the word bad, as well as synonyms of (and words
related to) the word bad (e.g., rude, mean, jerk, miserable,
and scowling). Accordingly and 1n the event that a portion
of information 58 (e.g., a text-based customer feedback
message) that was routed to service node 112 includes the
word bad, rude, mean, jerk, miserable, and/or scowling, that
portion of information 58 may be considered to be text-
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based customer feedback indicative of bad service recerved
at store 62 (and, therefore, may be routed to bad service node
130).

As stated above, selection branch 106 may lead to selec-
tion node 114, which may be configured to process the
portion of mnformation 38 (e.g. unstructured text-based cus-
tomer feedback) that concerns (in whole or 1n part) feedback
concerning the selection available at store 62. For example,
selection node 114 may define selection word list 134 that
may include e.g., words 1indicative of the selection available
at store 62. Accordingly and in the event that a portion of
information 58 (e.g., a text-based customer feedback mes-
sage) includes any of the words defined within selection
word list 134, that portion of information 58 may be
considered to be text-based customer feedback concerning
the selection available at store 62 and (therefore) may be
routed to selection node 114 of probabailistic model 100 for
turther processing. Assume for this i1llustrative example that
probabilistic model 100 includes two branches off of selec-
tion node 114, namely: good selection branch 136 and bad
selection branch 138.

Good selection branch 136 may lead to good selection
node 140, which may be configured to process the portion of
information 38 (e.g. unstructured text-based customer feed-
back) that concerns (in whole or 1n part) good feedback
concerning the selection available at store 62. For example,
g00d selection node 140 may define good selection word list
142 that may include words indicative of a good selection at
store 62. Accordingly and in the event that a portion of
information 58 (e.g., a text-based customer feedback mes-
sage) that was routed to selection node 114 includes any of
the words defined within good selection word list 142, that
portion of information 58 may be considered to be text-
based customer feedback indicative of a good selection
available at store 62 (and, therefore, may be routed to good
selection node 140).

Bad selection branch 138 may lead to bad selection node
144, which may be configured to process the portion of
information 38 (e.g. unstructured text-based customer feed-
back) that concerns (1n whole or in part) bad feedback
concerning the selection available at store 62. For example,
bad selection node 144 may define bad selection word list
146 that may include words indicative of a bad selection at
store 62. Accordingly and in the event that a portion of

information 38 (e.g., a text-based customer feedback mes-
sage) that was routed to selection node 114 includes any of
the words defined within bad selection word list 146, that
portion of information 58 may be considered to be text-
based customer feedback indicative of a bad selection being
available at store 62 (and, therefore, may be routed to bad
selection node 144).

As stated above, location branch 108 may lead to location
node 116, which may be configured to process the portion of
information 58 (e.g. unstructured text-based customer feed-
back) that concerns (1n whole or in part) feedback concern-
ing the location of store 62. For example, location node 116
may define location word list 148 that may include e.g.,
words indicative of the location of store 62. Accordingly and
in the event that a portion of nformation 58 (e.g., a
text-based customer feedback message) includes any of the
words defined within location word list 148, that portion of
information 58 may be considered to be text-based customer
teedback concerning the location of store 62 and (therefore)
may be routed to location node 116 of probabilistic model
100 for further processing. Assume for this illustrative
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example that probabilistic model 100 includes two branches
ofl of location node 116, namely: good location branch 150
and bad location branch 152.

Good location branch 150 may lead to good location node
154, which may be configured to process the portion of
information 38 (e.g. unstructured text-based customer feed-
back) that concerns (in whole or 1n part) good feedback
concerning the location of store 62. For example, good
location node 154 may define good location word list 156
that may include words indicative of store 62 being 1n a good
location. Accordingly and in the event that a portion of
information 38 (e.g., a text-based customer feedback mes-
sage) that was routed to location node 116 includes any of
the words defined within good location word list 156, that
portion ol information 58 may be considered to be text-
based customer feedback indicative of store 62 being 1n a
good location (and, therefore, may be routed to good loca-
tion node 154).

Bad location branch 152 may lead to bad location node
158, which may be configured to process the portion of
information 38 (e.g. unstructured text-based customer feed-
back) that concerns (1n whole or i part) bad feedback
concerning the location of store 62. For example, bad
location node 158 may define bad location word list 160 that
may include words indicative of store 62 being 1 a bad
location. Accordingly and in the event that a portion of
information 58 (e.g., a text-based customer feedback mes-
sage) that was routed to location node 116 includes any of
the words defined within bad location word list 160, that
portion of mformation 58 may be considered to be text-
based customer feedback indicative of store 62 being in a
bad location (and, therefore, may be routed to bad location
node 158).

As stated above, value branch 110 may lead to value node
118, which may be configured to process the portion of
information 38 (e.g. unstructured text-based customer feed-
back) that concerns (in whole or 1n part) feedback concern-
ing the value received at store 62. For example, value node
118 may define value word list 162 that may include e.g.,
words 1ndicative of the value recerved at store 62. Accord-
ingly and 1n the event that a portion of information 58 (e.g.,
a text-based customer feedback message) includes any of the
words defined within value word list 162, that portion of
information 58 may be considered to be text-based customer
teedback concerning the value received at store 62 and
(therefore) may be routed to value node 118 of probabailistic
model 100 for further processing. Assume for this illustra-
tive example that probabilistic model 100 includes two
branches off of value node 118, namely: good value branch
164 and bad value branch 166.

Good value branch 164 may lead to good value node 168,
which may be configured to process the portion of informa-
tion 38 (e.g. unstructured text-based customer feedback) that
concerns (1n whole or 1n part) good value being received at
store 62. For example, good value node 168 may define good
value word list 170 that may include words indicative of
receiving good value at store 62. Accordingly and in the
event that a portion of information 58 (e.g., a text-based
customer feedback message) that was routed to value node
118 includes any of the words defined within good value
word list 170, that portion of information 58 may be

considered to be text-based customer teedback indicative of

good value being received at store 62 (and, therefore, may
be routed to good value node 168).

Bad value branch 166 may lead to bad value node 172,
which may be configured to process the portion of informa-
tion 38 (e.g. unstructured text-based customer feedback) that
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concerns (in whole or i part) bad value being received at
store 62. For example, bad value node 172 may define bad
value word list 174 that may include words indicative of
receiving bad value at store 62. Accordingly and in the event
that a portion of information 38 (e.g., a text-based customer
teedback message) that was routed to value node 118
includes any of the words defined within bad value word list
174, that portion of information 58 may be considered to be
text-based customer feedback indicative of bad value being
received at store 62 (and, therefore, may be routed to bad
value node 172).

Once 1t 1s established that good or bad customer feedback
was recerved concerning store 62 (i.e., with respect to the
service, the selection, the location or the value), represen-
tatives and/or agents of store 62 may address the provider of
such good or bad feedback via e.g., social media postings,
text-messages and/or personal contact.

Assume for illustrative purposes that user 36 uses data-
enabled, cellular telephone 28 to provide feedback 64 (e.g.,
a portion of information 58) to an automated feedback phone
line concerning store 62. Upon receiving feedback 64 for
analysis, probabilistic process 56 may 1dentily any pertinent
content that 1s mcluded within feedback 64.

For illustrative purposes, assume that user 36 was not
happy with their experience at store 62 and that feedback 64
provided by user 36 was “my cashier was rude and the
weather was rainy”. Accordingly and for this example,
probabilistic process 56 may 1dentily the pertinent content
(1included within feedback 64) as the phrase “my cashier was
rude” and may i1gnore/remove the irrelevant content “the
weather was ramny”. As (in this example) feedback 64
includes the word “cashier”, probabilistic process 56 may
route feedback 64 to service node 112 via service branch
104. Further, as feedback 64 also includes the word “rude”,
probabilistic process 56 may route feedback 64 to bad
service node 130 via bad service branch 124 and may
consider feedback 64 to be text-based customer feedback
indicative of bad service being received at store 62.

For further illustrative purposes, assume that user 36 was
happy with their experience at store 62 and that feedback 64
provided by user 36 was “the clothing I purchased was
classy but my cab got stuck 1n tratlic”. Accordingly and for
this example, probabilistic process 36 may identily the
pertinent content (included within feedback 64) as the
phrase “the clothing I purchased was classy” and may
ignore/remove the irrelevant content “my cab got stuck 1n
traflic”’. As (in this example) feedback 64 includes the word
“clothing”, probabilistic process 56 may route feedback 64
to selection node 114 via selection branch 106. Further, as
teedback 64 also includes the word “classy”, probabilistic
process 56 may route feedback 64 to good selection node
140 via good selection branch 136 and may consider feed-
back 64 to be text-based customer feedback indicative of a
good selection being available at store 62.

Model Generation Overview:

While the following discussion concerns the automated
generation of a probabilistic model, this 1s for illustrative
purposes only and 1s not intended to be a limitation of this
disclosure, as other configurations are possible and are
considered to be within the scope of this disclosure. For
example, the following discussion of automated generation
may be utilized on any type of model. For example, the
tollowing discussion may be applicable to any other form of
probabilistic model or any form of generic model (such as
Dempster Shafler theory or fuzzy logic).

As discussed above, probabilistic model 100 may be
utilized to categorize information 38, thus allowing the
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vartous messages included within information 58 to be
routed to (in this simplified example) one of eight nodes
(e.g., good service node 126, bad service node 130, good
selection node 140, bad selection node 144, good location
node 154, bad location node 158, good value node 168, and
bad value node 172). For the following example, assume
that store 62 1s a long-standing and well established shop-
ping establishment. Further, assume that information 58 1s a
very large quantity of voice mail messages (10,000 mes-
sages) that were left by customers of store 62 on a voice-
based customer feedback line. Additionally, assume that this
very large quantity of voice mail messages (>>10,000) have
been transcribed into a very large quantity of text-based
messages (>10,000).

Probabilistic process 56 may be configured to automati-
cally define probabilistic model 100 based upon information
58. Accordingly, probabilistic process 36 may receive con-
tent (e.g., a very large quantity of text-based messages) and
may be configured to define one or more probabilistic model
variables for probabilistic model 100. For example, proba-
bilistic process 56 may be configured to allow a user to
specily such probabilistic model variables. Another example
of such variables may include but i1s not limited to values
and/or ranges of values for a data flow vanable. For the
tollowing discussion and for this disclosure, examples of a
“variable” may include but are not limited to variables,
parameters, ranges, branches and nodes.

Specifically and for this example, assume that probabi-
listic process 56 defines the 1initial number of branches (i.e.,
the number of branches off of branching node 102) within
probabilistic model 100 as four (1.e., service branch 104,
selection branch 106, location branch 108 and value branch
110). The defining of the 1imitial number of branches (1.e., the
number of branches ofl of branching node 102) within
probabilistic model 100 as four may be eflectuated in
vartous ways (e.g., manually or algorithmically). Further
and when defining probabilistic model 100 based, at least 1n
part, upon information 38 and the one or more model
variables (i1.e., defining the number of branches off of
branching node 102 as four), probabilistic process 56 may
process information 38 to identily the pertinent content
included within information 58. As discussed above, proba-
bilistic process 56 may identily the pertinent content (in-
cluded within information 58) and may 1gnore/remove the
irrelevant content.

This type of processing of information 58 may continue
for all of the very large quantity of text-based messages
(>>10,000) included within imnformation 38. And using the
probabilistic modeling technique described above, probabi-
listic process 36 may define a first version of the probabi-
listic model (e.g., probabilistic model 100) based, at least 1n
part, upon pertinent content found within mmformation 38.
Accordingly, a first text-based message included within
information 58 may be processed to extract pertinent infor-
mation from that first message, wherein this pertinent infor-
mation may be grouped 1n a manner to correspond (at least
temporarily) with the requirement that four branches origi-
nate from branching node 102 (as defined above).

As probabilistic process 36 continues to process informa-
tion 58 to identily pertinent content included within infor-
mation 58, probabilistic process 56 may identily patterns
within these text-based message included within informa-
tion 58. For example, the messages may all concern one or
more of the service, the selection, the location and/or the
value of store 62. Further and e.g., using the probabilistic
modeling technique described above, probabilistic process
56 may process mmformation 58 to e.g.: a) sort text-based
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messages concerning the service into positive or negative
service messages; b) sort text-based messages concerning,
the selection 1nto positive or negative selection messages; ¢)
sort text-based messages concerning the location nto posi-
tive or negative location messages; and/or d) sort text-based
messages concerning the value into positive or negative
service messages. For example, probabilistic process 56 may
define various lists (e.g., lists 128, 132, 142, 146, 156, 160,
170, 174) by starting with a root word (e.g., good or bad) and
may then determine synonyms for these words and use those
words and synonyms to populate lists 128, 132, 142, 146,
156, 160, 170, 174.

Continuing with the above-stated example, once informa-
tion 58 (or a portion thereol) 1s processed by probabilistic
process 36, probabilistic process 56 may define a first
version of the probabilistic model (e.g., probabilistic model
100) based, at least 1n part, upon pertinent content found
within information 58. Probabilistic process 56 may com-
pare the first version of the probabilistic model (e.g., proba-
bilistic model 100) to information 38 to determine 11 the first
version of the probabilistic model (e.g., probabilistic model
100) 1s a good explanation of the content.

When determining 11 the first version of the probabailistic
model (e.g., probabilistic model 100) 1s a good explanation
of the content, probabilistic process 56 may use an ML
algorithm to fit the first version of the probabilistic model
(c.g., probabilistic model 100) to the content, wherein
examples of such an ML algorithm may include but are not
limited to one or more of: an inferencing algorithm, a
learning algorithm, an optimization algorithm, and a statis-
tical algorithm.

For example and as 1s known 1n the art, probabilistic
model 100 may be used to generate messages (1n addition to
analyzing them). For example and when defining a first
version of the probabilistic model (e.g., probabilistic model
100) based, at least 1n part, upon pertinent content found
within mformation 38, probabilistic process 56 may define
a weight for each branch within probabilistic model 100
based upon information 58. For example, threat mitigation
process 10 may equally weight each of branches 104, 106,
108, 110 at 25%. Alternatively, 1f e.g., a larger percentage of
information 58 concerned the service received at store 62,
threat mitigation process 10 may equally weight each of
branches 106, 108, 110 at 20%, while more heavily weight-
ing branch 104 at 40%.

Accordingly and when probabilistic process 56 compares
the first version of the probabailistic model (e.g., probabilistic
model 100) to information 38 to determine if the first version
ol the probabilistic model (e.g., probabilistic model 100) 1s
a good explanation of the content, probabilistic process 56
may generate a very large quantity of messages e.g., by
auto-generating messages using the above-described prob-
abilities, the above-described nodes & node types, and the
words defined 1n the above-described lists (e.g., lists 128,
132, 142, 146, 156, 160, 170, 174), thus resulting 1n gen-
crated information 58'. Generated information 58' may then
be compared to information 58 to determine 1f the first
version of the probabilistic model (e.g., probabilistic model
100) 1s a good explanation of the content. For example, 11
generated 1nformation 58' exceeds a threshold level of
similarity to information 58, the first version of the proba-
bilistic model (e.g., probabilistic model 100) may be deemed
a good explanation of the content. Conversely, 1f generated
information 38' does not exceed a threshold level of simi-
larity to information 58, the first version of the probabilistic
model (e.g., probabilistic model 100) may be deemed not a
good explanation of the content.
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If the first version of the probabilistic model (e.g., proba-
bilistic model 100) 1s not a good explanation of the content,
probabilistic process 56 may define a revised version of the
probabilistic model (e.g., revised probabilistic model 100").
When defining revised probabilistic model 100", probabilis-
tic process 56 may e.g., adjust weighting, adjust probabili-
ties, adjust node counts, adjust node types, and/or adjust
branch counts to define the revised version of the probabi-
listic model (e.g., revised probabilistic model 100"). Once
defined, the above-described process ol auto-generating
messages (this time using revised probabilistic model 100")
may be repeated and this newly-generated content (e.g.,
generated information 58") may be compared to information
58 to determine 1f e.g., revised probabilistic model 100" 1s a
good explanation of the content. If revised probabilistic
model 100' 1s not a good explanation of the content, the
above-described process may be repeated until a proper
probabilistic model 1s defined.

The Threat Mitigation Process

As discussed above, threat mitigation process 10 may
include probabilistic process 56 (e.g., an artificial intelli-
gence/machine learning process) that may be configured to
process 1nformation (e.g., information 58), wherein
examples of mformation 38 may include but are not limited
to platform imformation (e.g., structured or unstructured
content) that may be scanned to detect security events (e.g.,
access auditing; anomalies; authentication; denial of ser-
vices; exploitation; malware; phishing; spamming; recon-
naissance; and/or web attack) within a monitored computing
platform (e.g., computing platform 60).

Referring also to FIG. 3, the monitored computing plat-
form (e.g., computing platform 60) utilized by business
today may be a highly complex, multi-location computing,
system/network that may span multiple buildings/locations/
countries. For this i1llustrative example, the monitored com-
puting platform (e.g., computing platform 60) 1s shown to
include many discrete computing devices, examples of
which may include but are not limited to: server computers
(e.g., server computers 200, 202), desktop computers (e.g.,
desktop computer 204), and laptop computers (e.g., laptop
computer 206), all of which may be coupled together via a
network (e.g., network 208), such as an Ethernet network.
Computing platiorm 60 may be coupled to an external
network (e.g., Internet 210) through WAF (1.e., Web Appli-
cation Firewall) 212. A wireless access point (e.g., WAP
214) may be configured to allow wireless devices (e.g.,
smartphone 216) to access computing platform 60. Com-
puting platform 60 may include various connectivity devices
that enable the coupling of devices within computing plat-
form 60, examples of which may include but are not limited
to: switch 216, router 218 and gateway 220. Computing,
plattorm 60 may also include various storage devices (e.g.,
NAS 222), as well as functionality (e.g., API Gateway 224)
that allows software applications to gain access to one or
more resources within computing platiorm 60.

In addition to the devices and functionality discussed
above, other technology (e.g., security-relevant subsystems
226) may be deployed within computing platform 60 to
monitor the operation of (and the activity within) computing
platform 60. Examples of security-relevant subsystems 226
may include but are not limited to: CDN (1.e., Content
Delivery Network) systems; DAM (1.e., Database Activity
Monitoring) systems; UBA (i.e., User Behavior Analytics)
systems; MDM (1.e., Mobile Device Management) systems;
IAM (i.e., Identity and Access Management) systems; DNS
(1.e., Domain Name Server) systems, antivirus systems,
operating systems, data lakes; data logs; security-relevant
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soltware applications; security-relevant hardware systems;
and resources external to the computing platform.

Each of security-relevant subsystems 226 may monitor
and log their activity with respect to computing platiorm 60,
resulting 1n the generation of platform information 228. For
example, platform information 228 associated with a client-
defined MDM (1.e., Mobile Device Management) system
may momtor and log the mobile devices that were allowed
access to computing platform 60.

Further, SEIM (i.e., Security Information and Event Man-
agement) system 230 may be deployed within computing
platform 60. As 1s known 1n the art, SIEM system 230 1s an
approach to security management that combines SIM (secu-
rity information management) functionality and SEM (secu-
rity event management) functionality into one security man-
agement system. The underlying principles of a SIEM
system 15 to aggregate relevant data from multiple sources,
identily deviations from the norm and take appropriate
action. For example, when a security event i1s detected,
SIEM system 230 might log additional information, gener-
ate an alert and instruct other security controls to mitigate
the security event. Accordingly, SIEM system 230 may be
configured to monitor and log the activity of security-
relevant subsystems 226 (e.g., CDN (1.e., Content Delivery
Network) systems; DAM (1.e., Database Activity Monitor-
ing) systems; UBA (i.e., User Behavior Analytics) systems;
MDM (1.e., Mobile Device Management) systems; IAM
(1.e., Identity and Access Management) systems; DNS (1.e.,
Domain Name Server) systems, antivirus systems, operating
systems, data lakes; data logs; security-relevant software
applications; security-relevant hardware systems; and
resources external to the computing platform).

Computing Platform Analysis & Reporting

As will be discussed below 1n greater detail, threat miti-
gation process 10 may be configured to e.g., analyze com-
puting plattorm 60 and provide reports to third-parties
concerning the same.

Concept 1)

Referring also to FIGS. 4-6, threat mitigation process 10
may be configured to obtain and combine information from
multiple security-relevant subsystem to generate a security
proflle for computing platform 60. For example, threat
mitigation process 10 may obtain 300 first system-defined
platform 1nformation (e.g., system-defined platform infor-
mation 232) concerning a {irst security-relevant subsystem
(e.g., the number of operating systems deployed) within
computing platform 60 and may obtain 302 at least a second
system-defined platform information (e.g., system-defined
plattorm information 234) concerming at least a second
security-relevant subsystem (e.g., the number of antivirus
systems deployed) within computing platform 60.

The first system-defined platform information (e.g., sys-
tem-defined platform information 232) and the at least a
second system-defined platform information (e.g., system-
defined platform information 234) may be obtained from
one or more log files defined for computing platiorm 60.

Specifically, system-defined platform information 232
and/or system-defined platform information 234 may be
obtained from SIEM system 230, wherein (and as discussed
above) SIEM system 230 may be configured to monitor and
log the activity of security-relevant subsystems 226 (e.g.,
CDN (1.e., Content Delivery Network) systems; DAM (1.e.,
Database Activity Monitoring) systems; UBA (1.e., User
Behavior Analytics) systems; MDM (1.e., Mobile Device
Management) systems; IAM (i.e., Identity and Access Man-
agement) systems; DNS (1.e., Domain Name Server) sys-
tems, antivirus systems, operating systems, data lakes; data
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logs; security-relevant software applications; security-rel-
evant hardware systems; and resources external to the com-
puting platform).

Alternatively, the first system-defined platform informa-
tion (e.g., system-defined platform information 232) and the
at least a second system-defined platform information (e.g.,
system-defined platform information 234) may be obtained
from the first security-relevant subsystem (e.g., the operat-
ing systems themselves) and the at least a second security-
relevant subsystem (e.g., the antivirus systems themselves).
Specifically, system-defined platform information 232 and/
or system-defined platform information 234 may be
obtained directly from the security-relevant subsystems
(c.g., the operating systems and/or the antivirus systems),
which (as discussed above) may be configured to seli-
document their activity.

Threat mitigation process 10 may combine 308 the first
system-defined platform information (e.g., system-defined
platform 1information 232) and the at least a second system-
defined platform information (e.g., system-defined platform
information 234) to form system-defined consolidated plat-
form information 236. Accordingly and in this example,
system-defined consolidated platform information 236 may
independently define the security-relevant subsystems (e.g.,
security-relevant subsystems 226) present on computing
platiorm 60.

Threat mitigation process 10 may generate 310 a security
profile (e.g., security profile 350) based, at least in part, upon
system-defined consolidated platform information 236.
Through the use of security profile (e.g., security profile
350), the user/owner/operator of computing platform 60
may be able to see that e.g., they have a security score of 6035
out of a possible score of 1,000, wherein the average
customer has a security score of 23°7. While security profile
350 1n shown 1n the example to include several indicators
that may enable a user to compare (in this example) com-
puting platform 60 to other computing platforms, this 1s for
illustrative purposes only and 1s not intended to be a limi-
tation of this disclosure, as 1t 1s understood that other
configurations are possible and are considered to be within
the scope of this disclosure.

Naturally, the format, appearance and content of security
profile 350 may be varied greatly depending upon the design
criteria and anticipated performance/use of threat mitigation
process 10. Accordingly, the appearance, format, complete-
ness and content of security profile 350 1s for illustrative
purposes only and 1s not intended to be a limitation of this
disclosure, as other configurations are possible and are
considered to be within the scope of this disclosure. For
example, content may be added to security profile 350,
removed from security profile 3350, and/or reformatted
within security profile 350.

Additionally, threat mitigation process 10 may obtain 312
client-defined consolidated platform nformation 238 for
computing platiorm 60 from a client information source,
examples of which may include but are not limited to one or
more client-completed questionnaires (e.g., questionnaires
240) and/or one or more client-deployed platform monitors
(e.g., client-deployed platform monitor 242, which may be
configured to effectuate SIEM functionality). Accordingly
and 1n this example, client-defined consolidated platform
information 238 may define the security-relevant subsys-
tems (e.g., security-relevant subsystems 226) that the client
believes are present on computing platform 60.

When generating 310 a security profile (e.g., security
profile 350) based, at least in part, upon system-defined
consolidated platform information 236, threat mitigation
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process 10 may compare 314 the system-defined consoli-
dated platform information (e.g., system-defined consoli-
dated platform information 236) to the client-defined con-
solidated platform information (e.g., client-defined
consolidated platform information 238) to define differential
consolidated platform information 352 for computing plat-
form 60.

Differential consolidated platform information 352 may
include comparison table 354 that e.g., compares computing
platform 60 to other computing platforms. For example and
in this particular implementation of differential consolidated
platform mformation 352, comparison table 354 1s shown to
include three columns, namely: security-relevant subsystem
column 356 (that identifies the security-relevant subsystems
in question); system-defined consolidated platiorm 1informa-
tion column 358 (that 1s based upon system-defined con-
solidated platform information 236 and independently
defines what security-relevant subsystems are present on
computing platform 60); and client-defined consolidated
plattorm column 360 (that 1s based upon client-defined
platform mformation 238 and defines what security-relevant
subsystems the client believes are present on computing
plattorm 60). As shown within comparison table 354, there
are considerable diflerences between that 1s actually present
on computing platform 60 and what 1s believed to be present
on computing platform 60 (e.g., 1 IAM system vs. 10 JAM
systems; 4,000 operating systems vs. 10,000 operating sys-
tems, 6 DNS systems vs. 10 DNS systems; 0 antivirus
systems vs. 1 antivirus system, and 90 firewalls vs. 1350
firewalls).

Naturally, the format, appearance and content of difler-
ential consolidated platform information 352 may be varied
greatly depending upon the design criteria and anticipated
performance/use of threat mitigation process 10. Accord-
ingly, the appearance, format, completeness and content of
differential consolidated platform information 3352 i1s for
illustrative purposes only and 1s not intended to be a limi-
tation of this disclosure, as other configurations are possible
and are considered to be within the scope of this disclosure.
For example, content may be added to differential consoli-
dated platform information 352, removed from diflerential
consolidated platform information 352, and/or reformatted
within differential consolidated platiorm information 352.
Concept 2)

Referring also to FIG. 7, threat mitigation process 10 may
be configured to compare what security relevant subsystems
are actually included within computing platform 60 versus
what security relevant subsystems were believed to be
included within computing platform 60. As discussed above,
threat mitigation process 10 may combine 308 the first
system-defined platform information (e.g., system-defined
platform information 232) and the at least a second system-
defined platform information (e.g., system-defined platform
information 234) to form system-defined consolidated plat-
form information 236.

Threat mitigation process 10 may obtain 400 system-
defined consolidated platform information 236 for comput-
ing platform 60 from an independent information source,
examples of which may include but are not limited to: one
or more log files defined for computing platform 60 (e.g.,
such as those maintained by SIEM system 230); and two or
more security-relevant subsystems (e.g., directly from the
operating system security-relevant subsystem and the anti-
virus security-relevant subsystem) deployed within comput-
ing platform 60.

Further and as discussed above, threat mitigation process
10 may obtain 312 client-defined consolidated platform
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information 238 for computing platform 60 from a client
information source, examples of which may include but are
not limited to one or more client-completed questionnaires
(e.g., questionnaires 240) and/or one or more client-de-
ployed platform monitors (e.g., client-deployed platform
monitor 242, which may be configured to effectuate SIEM
functionality).

Additionally and as discussed above, threat mitigation
process 10 may compare 402 system-defined consolidated
plattorm 1nformation 236 to client-defined consolidated
platform information 238 to define diflerential consolidated
plattorm information 352 for computing platform 60,
wherein differential consolidated platform information 352
may include comparison table 354 that e¢.g., compares com-
puting platform 60 to other computing platiforms.

Threat mitigation process 10 may process 404 system-
defined consolidated platform information 236 prior to com-
paring 402 system-defined consolidated platform informa-
tion 236 to client-defined consolidated platform information
238 to define differential consolidated platform information
352 for computing platform 60. Specifically, threat mitiga-
tion process 10 may process 404 system-defined consoli-
dated platform information 236 so that 1t 1s comparable to
client-defined consolidated platform information 238.

For example and when processing 404 system-defined
consolidated platform information 236, threat mitigation
process 10 may homogenize 406 system-defined consoli-
dated platform information 236 prior to comparing 402
system-defined consolidated platform information 236 to
client-defined consolidated platform information 238 to
define differential consolidated platform information 352 for
computing plattorm 60. Such homogenization 406 may
result 1n system-defined consolidated platform information
236 and client-defined consolidated platform information
238 being comparable to each other (e.g., to accommodate
for diflering data nomenclatures/headers).

Further and when processing 404 system-defined consoli-
dated platform information 236, threat mitigation process 10
may normalize 408 system-defined consolidated platform
information 236 prior to comparing 402 system-defined
consolidated platform information 236 to client-defined con-
solidated platform information 238 to define differential
consolidated platform information 352 for computing plat-
form 60 (e.g., to accommodate for data differing scales/
ranges).

Concept 3)

Referring also to FIG. 8, threat mitigation process 10 may
be configured to compare what security relevant subsystems
are actually included within computing platform 60 versus
what security relevant subsystems were believed to be
included within computing platform 60.

As discussed above, threat mitigation process 10 may
obtain 400 system-defined consolidated platform informa-
tion 236 for computing platform 60 from an independent
information source, examples of which may include but are
not limited to: one or more log files defined for computing
platiorm 60 (e.g., such as those maintained by SIEM system
230); and two or more security-relevant subsystems (e.g.,
directly from the operating system security-relevant subsys-
tem and the antivirus security-relevant subsystem) deployed
within computing platform 60

Further and as discussed above, threat mitigation process
10 may obtain 312 client-defined consolidated platiorm
information 238 for computing platform 60 from a client
information source, examples of which may include but are
not limited to one or more client-completed questionnaires
(e.g., questionnaires 240) and/or one or more client-de-
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ployed platform monitors (e.g., client-deployved platform
monitor 242, which may be configured to eflectuate SIEM
functionality).

Threat mitigation process 10 may present 450 differential
consolidated platform mformation 352 for computing plat-
form 60 to a third-party, examples of which may include but
are not limited to the user/owner/operator ol computing
platiorm 60.

Additionally and as discussed above, threat mitigation
process 10 may compare 402 system-defined consolidated
plattorm 1nformation 236 to client-defined consolidated
platform information 238 to define differential consolidated
plattorm information 352 for computing platiorm 60,
wherein differential consolidated platform information 3352
may include comparison table 354 that e.g., compares com-
puting platform 60 to other computing platforms, wherein
(and as discussed above) threat mitigation process 10 may
process 404 (e.g., via homogenizing 406 and/or normalizing
408) system-defined consolidated platform information 236
prior to comparing 402 system-defined consolidated plat-
form 1nformation 236 to client-defined consolidated plat-
form information 236 to define differential consolidated
platform information 352 for computing platform 60.

Computing Platform Analysis & Recommendation

As will be discussed below 1n greater detail, threat miti-
gation process 10 may be configured to e.g., analyze &
display the vulnerabilities of computing platform 60.
Concept 4)

Referring also to FIG. 9, threat mitigation process 10 may
be configured to make recommendations concerning secu-
rity relevant subsystems that are missing from computing
platform 60. As discussed above, threat mitigation process
10 may obtain 500 consolidated platform information for
computing platform 60 to i1dentily one or more deployed
security-relevant subsystems 226 (e.g., CDN (1.e., Content
Delivery Network) systems; DAM (i.e., Database Activity
Monitoring) systems; UBA (i.e., User Behavior Analytics)
systems; MDM (1.e., Mobile Device Management) systems;
IAM (1.e., Identity and Access Management) systems; DNS
(1.e., Domain Name Server) systems, antivirus systems,
operating systems, data lakes; data logs; security-relevant
soltware applications; security-relevant hardware systems;
and resources external to the computing platform). This
consolidated platform imnformation may be obtained from an
independent information source (e.g., such as SIEM system
230 that may provide system-defined consolidated platform
information 236) and/or may be obtained from a client
information source (e.g., such as questionnaires 240 that
may provide client-defined consolidated platform informa-
tion 238).

Referring also to FIG. 10, threat mitigation process 10
may process 506 the consolidated platform information
(e.g., system-defined consolidated platform information 236
and/or client-defined consolidated platform information
238) to 1dentily one or more non-deployed security-relevant
subsystems (within computing platform 60) and may then
generate 508 a list of ranked & recommended security-
relevant subsystems (e.g., non-deployed security-relevant
subsystem list 550) that ranks the one or more non-deployed
security-relevant subsystems.

For this particular illustrative example, non-deployed
security-relevant subsystem list 550 1s shown to include
column 3352 that identifies six non-deployed security-rel-
evant subsystems, namely: a CDN subsystem, a WAF sub-
system, a DAM subsystem; a UBA subsystem; a API sub-
system, and an MDM subsystem.
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When generating 508 a list of ranked & recommended
security-relevant subsystems (e.g., non-deployed security-
relevant subsystem list 550) that ranks the one or more
non-deployed security-relevant subsystems, threat mitiga-
tion process 10 may rank 510 the one or more non-deployed
security-relevant subsystems (e.g., a CDN subsystem, a
WAF subsystem, a DAM subsystem; a UBA subsystem; a
API subsystem, and an MDM subsystem) based upon the
anticipated use of the one or more non-deployed security-
relevant subsystems within computing platform 60. This
ranking 510 of the non-deployed security-relevant subsys-
tems (e.g., a CDN subsystem, a WAF subsystem, a DAM
subsystem; a UBA subsystem; a API subsystem, and an
MDM subsystem) may be agnostic 1n nature and may be
based on the functionality/etfectiveness of the non-deployed
security-relevant subsystems and the anticipated manner 1n
which their implementation may impact the functionality/
security ol computing platform 60.

Threat mitigation process 10 may provide 512 the list of
ranked & recommended security-relevant subsystems (e.g.,
non-deployed security-relevant subsystem list 550) to a
third-party, examples of which may include but are not
limited to a user/owner/operator of computing platform 60.

Additionally, threat mitigation process 10 may identily
514 a comparative for at least one of the non-deployed
security-relevant subsystems (e.g., a CDN subsystem, a
WAF subsystem, a DAM subsystem; a UBA subsystem; a
API subsystem, and an MDM subsystem) defined within the
list of ranked & recommended security-relevant subsystems
(e.g., non-deployed security-relevant subsystem list 550).
This comparative may include vendor customers 1n a spe-
cific industry comparative and/or vendor customers in any
industry comparative.

For example and 1n addition to column 552, non-deployed
security-relevant subsystem list 350 may include columns
554, 556 for defining the comparatives for the six non-
deployed security-relevant subsystems, namely: a CDN sub-
system, a WAF subsystem, a DAM subsystem; a UBA
subsystem; a API subsystem, and an MDM subsystem.
Specifically, column 554 1s shown to define comparatives
concerning vendor customers that own the non-deployed
security-relevant subsystems in a specific industry (1.e., the
same 1ndustry as the user/owner/operator of computing
platiorm 60). Additionally, column 556 1s shown to define
comparatives concerning vendor customers that own the
non-deployed security-relevant subsystems 1n any industry
(1.e., not necessarily the same industry as the user/owner/
operator ol computing platform 60). For example and con-
cerning the comparatives of the WAF subsystem: 33% of the
vendor customers in the same industry as the user/owner/
operator of computing platform 60 deploy a WAF subsys-
tem; while 71% of the vendor customers 1n any industry
deploy a WAF subsystem.

Naturally, the format, appearance and content of non-
deployed security-relevant subsystem list 350 may be varied
greatly depending upon the design criteria and anticipated
performance/use of threat mitigation process 10. Accord-
ingly, the appearance, format, completeness and content of
non-deployed security-relevant subsystem list 550 1s for
illustrative purposes only and 1s not intended to be a limi-
tation of this disclosure, as other configurations are possible
and are considered to be within the scope of this disclosure.
For example, content may be added to non-deployed secu-
levant subsystem list 550, removed from non-de-
1 security-relevant subsystem list 530, and/or refor-
1 within non-deployed security-relevant subsystem list
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Concept 5)

Referring also to FIG. 11, threat mitigation process 10
may be configured to compare the current capabilities to the
possible capabilities of computing platiorm 60. As discussed
above, threat mitigation process 10 may obtain 600 consoli-
dated platform information to identily current security-
relevant capabilities for computing platform 60. This con-
solidated platform information may be obtained from an
independent information source (e.g., such as SIEM system
230 that may provide system-defined consolidated platform
information 236) and/or may be obtained from a client
information source (e.g., such as questionnaires 240 that
may provide client-defined consolidated platiorm 1nforma-
tion 238. Threat mitigation process 10 may then determine
606 possible secunity-relevant capabilities for computing
platiorm 60 (1.e., the difference between the current security-
relevant capabilities of computing platform 60 and the
possible secunity-relevant capabilities of computing plat-
form 60. For example, the possible security-relevant capa-
bilities may concern the possible security-relevant capabili-
ties ol computing platform 60 using the currently-deployed
security-relevant subsystems. Additionally/alternatively, the
possible security-relevant capabilities may concern the pos-
sible security-relevant capabilities of computing platform 60
using one or more supplemental security-relevant subsys-
tems.

Referring also to FIG. 12 and as will be explained below,
threat mitigation process 10 may generate 608 comparison
information 650 that compares the current security-relevant
capabilities of computing platform 60 to the possible secu-
rity-relevant capabilities of computing platform 60 to i1den-
tify security-relevant deficiencies. Comparison information
650 may include graphical comparison information, such as
multi-axial graphical comparison information that simulta-
neously 1illustrates a plurality of security-relevant deficien-
cies.

For example, comparison information 650 may define (in
this particular illustrative example) graphical comparison
information that include five axes (e.g. axes 632, 654, 656,
658, 660) that correspond to five particular types of com-
puter threats. Comparison information 650 includes origin
662, the point at which computing platform 60 has no
protection with respect to any of the five types ol computer
threats that correspond to axes 652, 654, 656, 658, 660.
Accordingly, as the capabilities of computing platform 60
are increased to counter a particular type of computer threat,
the data point along the corresponding axis 1s proportion-
ately displaced from origin 652.

As discussed above, threat mitigation process 10 may
obtain 600 consolidated platform information to identily
current security-relevant capabilities for computing platform
60. Concerning such current security-relevant capabilities
for computing platform 60, these current security-relevant
capabilities are defined by data points 664, 666, 668, 670,
672, the combination of which define bounded area 674.
Bounded area 674 (in this example) defines the current
security-relevant capabilities of computing platiorm 60.

Further and as discussed above, threat mitigation process
10 may determine 606 possible security-relevant capabilities
for computing platform 60 (1.¢., the difference between the
current security-relevant capabilities of computing platform
60 and the possible security-relevant capabilities of com-
puting platform 60.

As discussed above, the possible security-relevant capa-
bilities may concern the possible security-relevant capabili-
ties of computing platform 60 using the currently-deployed
security-relevant subsystems. For example, assume that the
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currently-deployed security relevant subsystems are not
currently being utilized to their full potential. Accordingly,
certain currently-deployed security relevant subsystems may
have certain features that are available but are not utilized
and/or disabled. Further, certain currently-deployed security
relevant subsystems may have expanded features available 1T
additional licensing fees are paid. Therefore and concerning
such possible security-relevant capabilities of computing

platform 60 using the currently-deployed security-relevant
subsystems, data points 676, 678, 680, 682, 684 may define
bounded area 686 (which represents the full capabilities of
the currently-deployed security-relevant subsystems within
computing platform 60).

Further and as discussed above, the possible security-
relevant capabilities may concern the possible security-
relevant capabilities of computing platform 60 using one or
more supplemental security-relevant subsystems. For
example, assume that supplemental security-relevant sub-
systems are available for the deployment within computing
platiorm 60. Therefore and concerning such possible secu-
rity-relevant capabilities of computing platform 60 using
such supplemental security-relevant subsystems, data points
688, 690, 692, 694, 696 may define bounded areca 698
(which represents the total capabilities of computing plat-
form 60 when utilizing the full capabilities of the currently-
deployed security-relevant subsystems and any supplemen-
tal security-relevant subsystems).

Naturally, the format, appearance and content of compari-
son mnformation 650 may be varied greatly depending upon
the design criteria and anticipated performance/use of threat
mitigation process 10. Accordingly, the appearance, format,
completeness and content of comparison information 630 1s
for illustrative purposes only and i1s not mntended to be a
limitation of this disclosure, as other configurations are
possible and are considered to be within the scope of this
disclosure. For example, content may be added to compari-
son information 650, removed from comparison mformation
650, and/or reformatted within comparison information 650.
Concept 6)

Referring also to FIG. 13, threat mitigation process 10
may be configured to generate a threat context score for
computing platform 60. As discussed above, threat mitiga-
tion process 10 may obtain 600 consolidated platform infor-
mation to i1dentily current security-relevant capabilities for
computing platform 60. This consolidated platform infor-
mation may be obtained from an independent information
source (e.g., such as SIEM system 230 that may provide
system-defined consolidated platform information 236) and/
or may be obtained from a client information source (e.g.,
such as questionnaires 240 that may provide client-defined
consolidated platform information 238. As will be discussed
below 1n greater detail, threat mitigation process 10 may
determine 700 comparative platform information that iden-
tifies security-relevant capabilities for a comparative plat-
form, wherein this comparative platform information may
concern vendor customers 1 a specific industry (1.e., the
same 1ndustry as the user/owner/operator of computing
platform 60) and/or vendor customers 1n any industry (1.¢.,
not necessarily the same industry as the user/owner/operator
of computing platform 60).

Referring also to FIG. 14 and as will be discussed below,
threat mitigation process 10 may generate 702 comparison
information 750 that compares the current security-relevant
capabilities of computing platform 60 to the comparative
platform information determined 700 for the comparative
platform to 1dentily a threat context indicator for computing,
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plattorm 60, wherein comparison information 750 may
include graphical comparison information 752.

Graphical comparison information 752 (which 1n this
particular example 1s a bar chart) may i1dentity one or more
of: a current threat context score 754 for a client (e.g., the
user/owner/operator ol computing platform 60); a maximum
possible threat context score 756 for the client (e.g., the
user/owner/operator of computing platform 60); a threat
context score 758 for one or more vendor customers 1n a
specific industry (1.e., the same 1industry as the user/owner/
operator of computing platform 60); and a threat context
score 760 for one or more vendor customers in any industry
(1.e., not necessarily the same industry as the user/owner/
operator of computing platiorm 60).

Naturally, the format, appearance and content of compari-
son information 750 may be varied greatly depending upon
the design criteria and anticipated performance/use of threat
mitigation process 10. Accordingly, the appearance, format,
completeness and content of comparison information 750 1s
for 1llustrative purposes only and 1s not intended to be a
limitation of this disclosure, as other configurations are
possible and are considered to be within the scope of this
disclosure. For example, content may be added to compari-
son information 750, removed from comparison information
750, and/or reformatted within comparison information 750.

Computing Platform Monitoring & Mitigation

As will be discussed below 1n greater detail, threat miti-
gation process 10 may be configured to e.g., monitor the
operation and performance of computing platform 60.
Concept 7)

Referring also to FIG. 15, threat mitigation process 10
may be configured to monitor the health of computing
platform 60 and provide feedback to a third-party concern-
ing the same. Threat mitigation process 10 may obtain 800
hardware performance information 244 concerning hard-
ware (e.g., server computers, desktop computers, laptop
computers, switches, firewalls, routers, gateways, WAPs,
and NASs), deployed within computing platform 60. Hard-
ware performance information 244 may concern the opera-
tion and/or functionality of one or more hardware systems
(e.g., server computers, desktop computers, laptop comput-
ers, switches, firewalls, routers, gateways, WAPs, and
NASs) deployed within computing platiorm 60.

Threat mitigation process 10 may obtain 802 platform
performance information 246 concerning the operation of
computing platform 60. Platform performance information
246 may concern the operation and/or functionality of
computing platform 60.

When obtaining 802 platform performance information
concerning the operation of computing platform 60, threat
mitigation process 10 may (as discussed above): obtain 400
system-defined consolidated platform information 236 for
computing platform 60 from an independent information
source (e.g., SIEM system 230); obtain 312 client-defined
consolidated platform mformation 238 for computing plat-
form 60 from a client information (e.g., questionnaires 240);
and present 450 diflerential consolidated platform 1nforma-
tion 352 for computing platform 60 to a third-party,
examples of which may include but are not limited to the
user/owner/operator of computing platform 60.

When obtaining 802 platform performance information
concerning the operation of computing platform 60, threat
mitigation process 10 may (as discussed above): obtain 500
consolidated platform information for computing platiform
60 to i1dentily one or more deployed security-relevant sub-
systems 226 (e.g., CDN (1.e., Content Delivery Network)
systems; DAM (i.e., Database Activity Monitoring) systems;
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UBA (1.e., User Behavior Analytics) systems; MDM (1.e.,
Mobile Device Management) systems; IAM (i.e., Identity
and Access Management) systems; DNS (1.e., Domain
Name Server) systems, antivirus systems, operating sys-
tems, data lakes; data logs; security-relevant soitware appli-
cations; security-relevant hardware systems; and resources
external to the computing platform); process 506 the con-
solidated platform information (e.g., system-defined con-
solidated platform information 236 and/or client-defined
consolidated platform information 238) to i1dentily one or
more non-deployed security-relevant subsystems (within
computing platiorm 60); generate 508 a list of ranked &
recommended security-relevant subsystems (e.g., non-de-
ployed security-relevant subsystem list 350) that ranks the
one or more non-deployed security-relevant subsystems;
and provide 514 the list of ranked & recommended security-
relevant subsystems (e.g., non-deployed security-relevant
subsystem list 350) to a thurd-party, examples of which may
include but are not limited to a user/owner/operator of
computing platform 60.

When obtaining 802 platform performance information
concerning the operation of computing platform 60, threat
mitigation process 10 may (as discussed above): obtain 600
consolidated platform information to identify current secu-
rity-relevant capabilities for the computing platform; deter-
mine 606 possible security-relevant capabilities for comput-
ing plattorm 60; and generate 608 comparison imnformation
650 that compares the current security-relevant capabilities
of computing platform 60 to the possible security-relevant
capabilities of computing platform 60 to i1dentiy security-
relevant deficiencies.

When obtaining 802 platform performance information
concerning the operation of computing platform 60, threat
mitigation process 10 may (as discussed above): obtain 600
consolidated platform information to identify current secu-
rity-relevant capabilities for computing platform 60; deter-
mine 700 comparative platform information that identifies
security-relevant capabilities for a comparative platform;
and generate 702 comparison information 750 that compares
the current security-relevant capabilities of computing plat-
form 60 to the comparative platiorm information determined
700 for the comparative platiorm to identify a threat context
indicator for computing platform 60.

Threat mitigation process 10 may obtain 804 application
performance mformation 248 concerning one or more appli-
cations (e.g., operating systems, user applications, security
application, and utility application) deployed within com-
puting platform 60. Application performance information
248 may concern the operation and/or functionality of one or
more soiftware applications (e.g., operating systems, user
applications, security application, and utility application)
deployed within computing platform 60.

Referring also to FIG. 16, threat mitigation process 10
may generate 806 holistic platform report (e.g., holistic
platiorm reports 850, 852) concerning computing platform
60 based, at least in part, upon hardware performance
information 244, platform performance information 246 and
application performance information 248. Threat mitigation
process 10 may be configured to receive e.g., hardware
performance information 244, platform performance infor-
mation 246 and application performance information 248 at
regular intervals (e.g., continuously, every minute, every ten
minutes, etc.).

As 1llustrated, holistic platform reports 850, 852 may
include various pieces of content such as e.g., thought clouds
that 1dentity topics/issues with respect to computing plat-
form 60, system logs that memonalize identified 1ssues
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within computing platform 60, data sources providing infor-
mation to computing system 60, and so on. The holistic
platform report (e.g., holistic platform reports 850, 852) may
identily one or more known conditions concerning the
computing platform; and threat mitigation process 10 may
cllectuate 808 one or more remedial operations concerning
the one or more known conditions.

For example, assume that the holistic platform report
(e.g., holistic platform reports 8350, 852) identifies that
computing platform 60 1s under a DoS (i.e., Demal of
Services) attack. In computing, a demial-of-service attack
(DoS attack) 1s a cyber-attack in which the perpetrator seeks
to make a machine or network resource unavailable to its
intended users by temporarily or indefinitely disrupting
services ol a host connected to the Internet. Denial of service
1s typically accomplished by flooding the targeted machine
or resource with supertluous requests 1 an attempt to
overload systems and prevent some or all legitimate requests
from being fulfilled.

In response to detecting such a DoS attack, threat muiti-
gation process 10 may eflectuate 808 one or more remedial
operations. For example and with respect to such a DoS
attack, threat mitigation process 10 may eflectuate 808 e.g.,
a remedial operation that instructs WAF (1.e., Web Applica-
tion Firewall) 212 to deny all mmcoming traflic from the
identified attacker based upon e.g., protocols, ports or the
originating IP addresses.

Threat mitigation process 10 may also provide 810 the
holistic report (e.g., holistic platform reports 850, 852) to a
third-party, examples of which may include but are not
limited to a user/owner/operator of computing platform 60.

Naturally, the format, appearance and content of the
holistic platform report (e.g., holistic platform reports 850,
852) may be varied greatly depending upon the design
criteria and anticipated performance/use of threat mitigation
process 10. Accordingly, the appearance, format, complete-
ness and content of the holistic platform report (e.g., holistic
platform reports 850, 852) 1s for illustrative purposes only
and 1s not intended to be a limitation of this disclosure, as
other configurations are possible and are considered to be
within the scope of this disclosure. For example, content
may be added to the holistic platform report (e.g., holistic
platiorm reports 850, 852), removed from the holistic plat-
form report (e.g., holistic platform reports 850, 852), and/or
reformatted within the holistic platform report (e.g., holistic
platform reports 850, 852).

Concept 8)

Referring also to FIG. 17, threat mitigation process 10
may be configured to monitor computing platiorm 60 for the
occurrence of a security event and (1n the event of such an
occurrence) gather artifacts concerning the same. For
example, threat mitigation process 10 may detect 900 a
security event within computing platform 60 based upon
identified suspect activity. Examples of such security events
may include but are not limited to: DDoS events, DoS
events, phishing events, spamming events, malware events,
web attacks, and exploitation events.

When detecting 900 a security event (e.g., DDoS events,
DoS events, phishing events, spamming events, malware
cvents, web attacks, and exploitation events) within com-
puting platform 60 based upon identified suspect activity,
threat mitigation process 10 may monitor 902 a plurality of
sources to 1dentily suspect activity within computing plat-
form 60.

For example, assume that threat mitigation process 10
detects 900 a security event within computing platform 60.
Specifically, assume that threat mitigation process 10 1s
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monitoring 902 a plurality of sources (e.g., the various log
files maintained by SIEM system 230). And by monitoring
902 such sources, assume that threat mitigation process 10
detects 900 the receipt of inbound content (via an API) from

a device having an IP address located in Uzbekistan; the 5
subsequent opening of a port within WAF (1.e., Web Appli-
cation Firewall) 212; and the streaming of content from a
computing device within computing platform 60 through
that recently-opened port in WAF (1.e., Web Application
Firewall) 212 and to a device having an IP address located 10
in Moldova.

Upon detecting 900 such a security event within comput-
ing platform 60, threat mitigation process 10 may gather 904
artifacts (e.g., artifacts 250) concerning the above-described
security event. When gathering 904 artifacts (e.g., artifacts 15
250) concerning the above-described security event, threat
mitigation process 10 may gather 906 artifacts concerning
the security event from a plurality of sources associated with
the computing platform, wherein examples of such plurality
of sources may include but are not limited to the various log 20
files maintained by SIEM system 230, and the various log
files directly maintained by the security-relevant subsys-
tems.

Once the appropniate artifacts (e.g., artifacts 250) are
gathered 904, threat mitigation process 10 may assign 908 a 25
threat level to the above-described security event based, at
least 1n part, upon the artifacts (e.g., artifacts 250) gathered
904.

When assigning 908 a threat level to the above-described
security event, threat mitigation process 10 may assign 910 30
a threat level using artificial intelligence/machine learning.
As discussed above and with respect to artificial intelli-
gence/machine learning being utilized to process data sets,
an 1nitial probabilistic model may be defined, wherein this
initial probabilistic model may be subsequently (e.g., itera- 35
tively or continuously) modified and revised, thus allowing
the probabilistic models and the artificial intelligence sys-
tems (e.g., probabilistic process 56) to “learn” so that future
probabilistic models may be more precise and may explain
more complex data sets. As turther discussed above, proba- 40
bilistic process 56 may define an mitial probabilistic model
for accomplishing a defined task (e.g., the analyzing of
information 58), wherein the probabilistic model may be
utilized to go from 1mitial observations about information 58
(e.g., as represented by the 1nitial branches of a probabilistic 45
model) to conclusions about information 38 (e.g., as repre-
sented by the leaves of a probabilistic model). Accordingly
and through the use of probabilistic process 56, massive data
sets concerning security events may be processed so that a
probabilistic model may be defined (and subsequently 50
revised) to assign 910 a threat level to the above-described
security event.

Once assigned 910 a threat level, threat mitigation process
10 may execute 912 a remedial action plan (e., remedial
action plan 252) based, at least 1n part, upon the assigned 55
threat level.

For example and when executing 912 a remedial action
plan, threat mitigation process 10 may allow 914 the above-
described suspect activity to continue when e.g., threat
mitigation process 10 assigns 908 a “low” threat level to the 60
above-described security event (e.g., assuming that 1t 1s
determined that the user of the local computing device 1s
streaming video of his daughter’s graduation to his parents
in Moldova).

Further and when executing 912 a remedial action plan, 65
threat mitigation process 10 may generate 916 a security
event report (e.g., security event report 254) based, at least
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in part, upon the artifacts (e.g., artitacts 250) gathered 904;
and provide 918 the security event report (e.g., security
event report 254) to an analyst (e.g., analyst 256) for further
review when e.g., threat mitigation process 10 assigns 908
a “moderate” threat level to the above-described security
event (e.g., assuming that 1t 1s determined that while the
streaming of the content 1s concerning, the content 1s low
value and the recipient 1s not a known bad actor).

Further and when executing 912 a remedial action plan,
threat mitigation process 10 may autonomously execute 920
a threat mitigation plan (shutting down the stream and
closing the port) when e.g., threat mitigation process 10
assigns 908 a “severe” threat level to the above-described
security event (e.g., assuming that it 1s determined that the
streaming of the content 1s very concerming, as the content
1s high value and the recipient 1s a known bad actor).

Additionally, threat mitigation process 10 may allow 922
a third-party (e.g., the user/owner/operator of computing
platform 60) to manually search for artifacts within com-
puting platform 60. For example, the third-party (e.g., the
user/owner/operator of computing platform 60) may be able
to search the various information resources include within
computing platform 60, examples of which may include but
are not limited to the various log files maintained by SIEM
system 230, and the various log files directly maintained by
the security-relevant subsystems within computing platform
60.

Computing Platform Aggregation & Searching

As will be discussed below 1n greater detail, threat miti-
gation process 10 may be configured to e.g., aggregate data
sets and allow for unified search of those data sets.
Concept 9)

Referring also to FIG. 18, threat mitigation process 10
may be configured to consolidate multiple separate and
discrete data sets to form a single, aggregated data set. For
example, threat mitigation process 10 may establish 950
connectivity with a plurality of security-relevant subsystems
(e.g., security-relevant subsystems 226) within computing
plattorm 60. As discussed above, examples of security-
relevant subsystems 226 may include but are not limited to:
CDN (1.e., Content Delivery Network) systems; DAM (i.e.,
Database Activity Monitoring) systems; UBA (i.e., User
Behavior Analytics) systems; MDM (1.e., Mobile Device
Management) systems; IAM (i.e., Identity and Access Man-
agement) systems; DNS (1.e., Domain Name Server) sys-
tems, Antivirus systems, operating systems, data lakes; data
logs; security-relevant software applications; security-rel-
evant hardware systems; and resources external to the com-
puting platform.

When establishing 950 connectivity with a plurality of
security-relevant subsystems, threat mitigation process 10
may utilize 952 at least one application program interface
(e.g., API Gateway 224) to access at least one of the plurality
of security-relevant subsystems. For example, a 1% API
gateway may be utilized to access CDN (1.e., Content
Delivery Network) system; a 2”¢ API gateway may be
utilized to access DAM (1.e., Database Activity Monitoring)
system; a 3™ API gateway may be utilized to access UBA
(i.e., User Behavior Analytics) system; a 47 API gateway
may be utilized to access MDM (1.e., Mobile Device Man-
agement) system; a 57 API gateway may be utilized to
access IAM (1.e., Identity and Access Management) system;
and a 6” API gateway may be utilized to access DNS (i.e.,
Domain Name Server) system.

Threat mitigation process 10 may obtain 954 at least one
security-relevant information set (e.g., a log file) from each
of the plurality of security-relevant subsystems (e.g., CDN
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system; DAM system; UBA system; MDM system; 1AM
system; and DNS system), thus defining plurality of secu-
rity-relevant information sets 258. As would be expected,
plurality of security-relevant information sets 258 may uti-
lize a plurality of different formats and/or a plurality of
different nomenclatures. Accordingly, threat mitigation pro-
cess 10 may combine 956 plurality of security-relevant
information sets 238 to form an aggregated security-relevant
information set 260 for computing platiorm 60.

When combining 956 plurality of security-relevant infor-
mation sets 258 to form aggregated security-relevant infor-
mation set 260, threat mitigation process 10 may homog-
cnize 958 plurality of security-relevant information sets 258
to form aggregated security-relevant information set 260.
For example, threat mitigation process 10 may process one
or more ol security-relevant information sets 258 so that
they all have a common format, a common nomenclature,
and/or a common structure.

Once threat mitigation process 10 combines 956 plurality
of security-relevant information sets 258 to form an aggre-
gated security-relevant information set 260 for computing
platform 60, threat mitigation process 10 may enable 960 a
third-party (e.g., the user/owner/operator of computing plat-
form 60) to access aggregated security-relevant information
set 260 and/or enable 962 a third-party (e.g., the user/owner/
operator ol computing platform 60) to search aggregated
security-relevant information set 260.

Concept 10)

Referring also to FIG. 19, threat mitigation process 10
may be configured to enable the searching of multiple
separate and discrete data sets using a single search opera-
tion. For example and as discussed above, threat mitigation
process 10 may establish 950 connectivity with a plurality of
security-relevant subsystems (e., security-relevant subsys-
tems 226) within computing platform 60. As discussed
above, examples of security-relevant subsystems 226 may
include but are not limited to: CDN (i.e., Content Delivery
Network) systems; DAM (1.e., Database Activity Monitor-
ing) systems; UBA (1.e., User Behawor Analytics) systems;
MDM (1.e., Mobile Dewce Management) systems; IAM
(1.€. Identlty and Access Management) systems; DNS (1.e.,
Domain Name Server) systems, Antivirus systems, operat-
ing systems, data lakes; data logs; security-relevant software
applications; security-relevant hardware systems; and
resources external to the computing platform.

When establishing 950 connectivity with a plurality of
security-relevant subsystems, threat mitigation process 10
may utilize 952 at least one application program interface
(e.g., API Gateway 224) to access at least one of the plurality
of security-relevant subsystems. For example, a 1% API
gateway may be utilized to access CDN (1.e., Content
Delivery Network) system; a 2”¢ API gateway may be
utilized to access DAM (i.e., Database Activity Monitoring)
system; a 3"? API gateway may be utilized to access UBA
(i.e., User Behavior Analytics) system; a 47 API gateway
may be utilized to access MDM (1.e., Mobile Device Man-
agement) system; a 5% API gateway may be utilized to
access IAM (1.e., Identity and Access Management) system;
and a 6” API gateway may be utilized to access DNS (i.e.,
Domain Name Server) system.

Threat mitigation process 10 may receive 1000 unified
query 262 from a third-party (e.g., the user/owner/operator
of computing platiorm 60) concerning the plurality of secu-
rity-relevant subsystems. As discussed above, examples of
security-relevant subsystems 226 may include but are not
limited to: CDN (1.e., Content Delivery Network) systems,
DAM (1.e., Database Activity Monitoring) systems; UBA
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(1.e., User Behavior Analytics) systems; MDM (i.e., Mobile
Device Management) systems; IAM (1.e., Identity and
Access Management) systems; DNS (i1.e., Domain Name
Server) systems, Antivirus systems, operating systems, data
lakes; data logs; security-relevant software applications;
security-relevant hardware systems; and resources external
to the computing platform.

Threat mitigation process 10 may distribute 1002 at least
a portion of umfied query 262 to the plurality of security-
relevant subsystems, resulting in the distribution of plurality
ol queries 264 to the plurality of security-relevant subsys-
tems. For example, assume that a third-party (e.g., the
user/owner/operator of computing platform 60) wishes to
execute a search concerning the activity of a specific
employee. Accordingly, the third-party (e.g., the user/owner/
operator of computing platform 60) may formulate the
appropriate unified query (e.g., unified query 262) that
defines the employee name, the computing device(s) of the
employee, and the date range of interest. Unified query 262
may then be parsed to form plurality of queries 264, wherein
a specific query (within plurality of queries 264) may be
defined for each of the plurality of security-relevant subsys-
tems and provided to the appropriate security-relevant sub-
systems. For example, a 1°* query may be included within
plurality of queries 264 and provided to CDN (1.e., Content
Delivery Network) system; a 2”¢ query may be included
within plurality of queries 264 and provided to DAM (1.e.,
Database Activity Monitoring) system; a 3’? query may be
included within plurality of queries 264 and provided to
UBA (1.e., User Behavior Analytics) system; a 4 query may
be 111C1uded within plurality of queries 264 and provided to
MDM (i.e., Mobile Device Management) system; a 5t
query may be included within plurality of queries 264 and
provided to IAM (i.e., Identity and Access Management)
system; and a 6” query may be included within plurality of
queries 264 and provided to DNS (1.e., Domain Name
Server) system.

Threat mitigation process 10 may eflectuate 1004 at least
a portion of unified query 262 on each of the plurality of
security-relevant subsystems to generate plurality of result
sets 266. For example, the 1*° query may be executed on
CDN (1.e., Content Delivery Network) system to produce a
1°* result set; the 2" query may be executed on DAM (i.e.,
Database Activity Monitoring) system to produce a 27¢
result set; the 3" query may be executed on UBA (i.e., User
Behavior Analytics) system to produce a 3’ result set; the
47 query may be executed on MDM (i.e., Mobile Device
Management) system to produce a 4” result set; the 57 query
may be executed on IAM (1.e., Identity and Access Man-
agement) system to produce a 5 result set; and the 6 query
may executed on DNS (i.e., Domain Name Server) system
to produce a 6” result set.

Threat mitigation process 10 may receive 1006 plurality
of result sets 266 from the plurality of security-relevant
subsystems. Threat mitigation process 10 may then combine
1008 plurality of result sets 266 to form unified query result
268. When combining 1008 plurality of result sets 266 to
form unified query result 268, threat mitigation process 10
may homogenize 1010 plurality of result sets 266 to form
unified query result 268. For example, threat mitigation
process 10 may process one or more discrete result sets
included within plurality of result sets 266 so that the
discrete result sets within plurality of result sets 266 all have
a common format, a common nomenclature, and/or a com-
mon structure. Threat mitigation process 10 may then pro-
vide 1012 unified query result 268 to the third-party (e.g.,
the user/owner/operator ol computing platform 60).
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Concept 11)

Referring also to FIG. 20, threat mitigation process 10
may be configured to utilize artificial intelligence/machine
learning to automatically consolidate multiple separate and
discrete data sets to form a single, aggregated data set. For
example and as discussed above, threat mitigation process
10 may establish 950 connectivity with a plurality of secu-
rity-relevant subsystems (e.g., security-relevant subsystems
226) within computing platform 60. As discussed above,
examples of security-relevant subsystems 226 may include
but are not limited to: CDN (1.e., Content Delivery Network)
systems; DAM (1.e., Database Activity Monitoring) systems;
UBA (1.e., User Behavior Analytics) systems; MDM (1.e.,
Mobile Device Management) systems; IAM (1.e., Identity
and Access Management) systems; DNS (1.e., Domain
Name Server) systems, Antivirus systems, operating sys-
tems, data lakes: data logs; security-relevant software appli-
cations; security-relevant hardware systems; and resources
external to the computing platform.

As discussed above and when establishing 950 connec-
tivity with a plurality of security-relevant subsystems, threat
mitigation process 10 may utilize 952 at least one applica-
tion program interface (e.g., APl Gateway 224) to access at
least one of the plurality of security-relevant subsystems.
For example, a 1°* API gateway may be utilized to access
CDN (i.e., Content Delivery Network) system; a 2¢ API
gateway may be utilized to access DAM (i.e., Database
Activity Monitoring) system; a 3™ API gateway may be
utilized to access UBA (1.e., User Behavior Analytics)
system; a 4 API gateway may be utilized to access MDM
(i.e., Mobile Device Management) system; a 57 API gate-
way may be utilized to access IAM (1.e., Identity and Access
Management) system; and a 6 API gateway may be utilized
to access DNS (1.e., Domain Name Server) system.

As discussed above, threat mitigation process 10 may
obtain 954 at least one security-relevant information set
(e.g., a log file) from each of the plurality of security-
relevant subsystems (e.g., CDN system; DAM system; UBA
system; MDM system; IAM system; and DNS system), thus
defining plurality of security-relevant information sets 258.
As would be expected, plurality of security-relevant infor-
mation sets 2358 may utilize a plurality of different formats
and/or a plurality of different nomenclatures.

Threat mitigation process 10 may process 1050 plurality
of security-relevant information sets 258 using artificial
learning/machine learning to 1dentity one or more common-
alities amongst plurality of secunity-relevant information
sets 258. As discussed above and with respect to artificial
intelligence/machine learning being utilized to process data
sets, an 1nitial probabilistic model may be defined, wherein
this 1nmitial probabilistic model may be subsequently (e.g.,
iteratively or continuously) modified and revised, thus
allowing the probabilistic models and the artificial intelli-
gence systems (e.g., probabilistic process 56) to “learn” so
that future probabilistic models may be more precise and
may explain more complex data sets. As further discussed
above, probabilistic process 56 may define an 1nitial proba-
bilistic model for accomplishing a defined task (e.g., the
analyzing of information 58), wherein the probabilistic
model may be utilized to go from initial observations about
information 58 (e.g., as represented by the initial branches of
a probabilistic model) to conclusions about information 58
(e.g., as represented by the leaves of a probabilistic model).
Accordingly and through the use of probabailistic process 56,
plurality of security-relevant information sets 258 may be
processed so that a probabilistic model may be defined (and
subsequently revised) to 1identity one or more commonalities
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(e.g., common headers, common nomenclatures, common
data ranges, common data types, common formats, etc.)
amongst plurality of security-relevant information sets 258.
When processing 1050 plurality of security-relevant infor-
mation sets 238 using artificial learning/machine learning to
identily one or more commonalities amongst plurality of
security-relevant information sets 238, threat mitigation
process 10 may utilize 1052 a decision tree (e.g., probabi-
listic model 100) based, at least in part, upon one or more
previously-acquired security-relevant mformation sets.

Threat mitigation process 10 may combine 1034 plurality
ol security-relevant information sets 258 to form aggregated
security-relevant information set 260 for computing plat-
form 60 based, at least in part, upon the one or more
commonalities 1dentified.

When combiming 1054 plurality of security-relevant
information sets 258 to form aggregated security-relevant
information set 260 for computing platform 60 based, at
least 1n part, upon the one or more commonalities 1dentified,
threat mitigation process 10 may homogenize 1056 plurality
of security-relevant information sets 258 to form aggregated
security-relevant information set 260. For example, threat
mitigation process 10 may process one or more of security-
relevant information sets 238 so that they all have a common
format, a common nomenclature, and/or a common struc-
ture.

Once threat mitigation process 10 combines 1054 plural-
ity ol security-relevant information sets 238 to form an
aggregated security-relevant imnformation set 260 for com-
puting platform 60, threat mitigation process 10 may enable
1058 a third-party (e.g., the user/owner/operator of comput-
ing platform 60) to access aggregated security-relevant
information set 260 and/or enable 1060 a third-party (e.g.,
the user/owner/operator of computing platform 60) to search
agoregated security-relevant information set 260.

Threat Event Information Updating

As will be discussed below 1n greater detail, threat miti-
gation process 10 may be configured to be updated concern-
ing threat event information.

Concept 12)

Referring also to FIG. 21, threat mitigation process 10
may be configured to receive updated threat event informa-
tion for security-relevant subsystems 226. For example,
threat mitigation process 10 may receive 1100 updated threat
event information 270 concerming computing platiorm 60,
wherein updated threat event mformation 270 may define
one or more of: updated threat listings; updated threat
definitions; updated threat methodologies; updated threat
sources; and updated threat strategies. Threat mitigation
process 10 may enable 1102 updated threat event informa-
tion 270 for use with one or more security-relevant subsys-
tems 226 within computing platform 60. As discussed
above, examples of security-relevant subsystems 226 may
include but are not limited to: CDN (1.e., Content Delivery
Network) systems; DAM (1.e., Database Activity Monitor-
ing) systems; UBA (i.e., User Behavior Analytics) systems;
MDM (1.e., Mobile Device Management) systems; 1AM

(1.e., Identity and Access Management) systems; DNS (1.e.,
Domain Name Server) systems, Antivirus systems, operat-
ing systems, data lakes; data logs; security-relevant software
applications; security-relevant hardware systems; and
resources external to the computing platform.

When enabling 1102 updated threat event information 270
for use with one or more security-relevant subsystems 226
within computing platform 60, threat mitigation process 10
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may 1nstall 1104 updated threat event information 270 on
one or more security-relevant subsystems 226 within com-
puting platform 60.

Threat mitigation process 10 may retroactively apply
1106 updated threat event information 270 to previously-
generated information associated with one or more security-
relevant subsystems 226.

When retroactively apply 1106 updated threat event infor-
mation 270 to previously-generated information associated
with one or more security-relevant subsystems 226, threat
mitigation process 10 may: apply 1108 updated threat event
information 270 to one or more previously-generated log
files (not shown) associated with one or more security-
relevant subsystems 226; apply 1110 updated threat event
information 270 to one or more previously-generated data
files (not shown) associated with one or more security-
relevant subsystems 226; and apply 1112 updated threat
event information 270 to one or more previously-generated
application files (not shown) associated with one or more
security-relevant subsystems 226.

Additionally,/alternatively, threat mitigation process 10
may proactively apply 1114 updated threat event informa-
tion 270 to newly-generated information associated with one
or more security-relevant subsystems 226.

When proactively applying 1114 updated threat event
information 270 to newly-generated information associated
with one or more security-relevant subsystems 226, threat
mitigation process 10 may: apply 1116 updated threat event
information 270 to one or more newly-generated log files
(not shown) associated with one or more security-relevant
subsystems 226; apply 1118 updated threat event informa-
tion 270 to one or more newly-generated data files (not
shown) associated with one or more security-relevant sub-
systems 226; and apply 1120 updated threat event informa-
tion 270 to one or more newly-generated application {files
(not shown) associated with one or more security-relevant
subsystems 226.

Concept 13)

Referring also to FIG. 22, threat mitigation process 10
may be configured to receive updated threat event informa-
tion 270 for security-relevant subsystems 226. For example
and as discussed above, threat mitigation process 10 may
receive 1100 updated threat event information 270 concern-
ing computing platform 60, wherein updated threat event
information 270 may define one or more of: updated threat
listings; updated threat definitions; updated threat method-
ologies; updated threat sources; and updated threat strate-
gies. Further and as discussed above, threat mitigation
process 10 may enable 1102 updated threat event informa-
tion 270 for use with one or more security-relevant subsys-
tems 226 within computing platform 60. As discussed
above, examples of security-relevant subsystems 226 may
include but are not limited to: CDN (i.e., Content Delivery
Network) systems; DAM (1.e., Database Activity Monitor-
ing) systems; UBA (i.e., User Behavior Analytics) systems;
MDM (1.e., Mobile Device Management) systems; 1AM
(1.e., Identity and Access Management) systems; DNS (1.e.,
Domain Name Server) systems, Antivirus systems, operat-
ing systems, data lakes; data logs; security-relevant software
applications; security-relevant hardware systems; and
resources external to the computing platform.

As discussed above and when enabling 1102 updated
threat event information 270 for use with one or more
security-relevant subsystems 226 within computing plat-
form 60, threat mitigation process 10 may install 1104
updated threat event information 270 on one or more secu-
rity-relevant subsystems 226 within computing platform 60.
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Sometimes, 1t may not be convenient and/or eflicient to
immediately apply updated threat event information 270 to
security-relevant subsystems 226. Accordingly, threat miti-
gation process 10 may schedule 1150 the application of
updated threat event information 270 to previously-gener-
ated 1nformation associated with one or more security-
relevant subsystems 226.

When scheduling 1150 the application of updated threat
event mformation 270 to previously-generated information
associated with one or more security-relevant subsystems
226, threat mitigation process 10 may: schedule 1152 the
application of updated threat event information 270 to one or
more previously-generated log files (not shown) associated
with one or more security-relevant subsystems 226; sched-
ule 1154 the application of updated threat event information
270 to one or more previously-generated data files (not
shown) associated with one or more security-relevant sub-
systems 226; and schedule 1156 the application of updated
threat event information 270 to one or more previously-
generated application files (not shown) associated with one
or more security-relevant subsystems 226.

Additionally,/alternatively, threat mitigation process 10
may schedule 1158 the application of the updated threat
event information to newly-generated information associ-
ated with the one or more security-relevant subsystems.

When scheduling 1158 the application of updated threat
event information 270 to newly-generated information asso-
ciated with one or more security-relevant subsystems 226,
threat mitigation process 10 may: schedule 1160 the appli-
cation of updated threat event information 270 to one or
more newly-generated log files (not shown) associated with
one or more security-relevant subsystems 226; schedule
1162 the application of updated threat event information 270
to one or more newly-generated data files (not shown)
associated with one or more security-relevant subsystems
226; and schedule 1164 the application of updated threat
event information 270 to one or more newly-generated
application files (not shown) associated with one or more
security-relevant subsystems 226.

Concept 14)

Referring also to FIGS. 23-24, threat mitigation process
10 may be configured to mitially display analytical data,
which may then be manipulated/updated to include automa-
tion data. For example, threat mitigation process 10 may
display 1200 1nitial security-relevant information 1250 that
includes analytical information (e.g., thought cloud 1252).
Examples of such analytical information may include but 1s
not limited to one or more of: investigative information; and
hunting information.

Investigative Information (a portion of analytical infor-
mation): Unified searching and/or automated searching,
such as e.g., a security event occurring and searches being
performed to gather artifacts concerming that security event.

Hunt Information (a portion of analytical information):
Targeted searching/investigations, such as the monitoring
and cataloging of the videos that an employee has watched
or downloaded over the past 30 days.

Threat mitigation process 10 may allow 1202 a third-party
(e.g., the user/owner/operator of computing platform 60) to
mampulate 1nitial security-relevant information 1250 with
automation information.

Automate Information (a portion of automation): The
execution of a single (and possibly simple) action one time,
such as the blocking an IP address from accessing comput-
ing platform 60 whenever such an attempt 1s made.

Orchestrate Information (a portion of automation): The
execution of a more complex batch (or series) of tasks, such
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as sensing an unauthorized download via an API and a)
shutting down the API, adding the requesting IP address to
a blacklist, and closing any ports opened for the requestor.

When allowing 1202 a thard-party (e.g., the user/owner/
operator of computing network 60) to manipulate 1nitial
security-relevant information 1250 with automation infor-
mation, threat mitigation process 10 may allow 1204 a
third-party (e.g., the user/owner/operator ol computing net-
work 60) to select the automation mformation to add to
initial  security-relevant information 1250 to generate
revised security-relevant information 1250'. For example
and when allowing 1204 a third-party (e.g., the user/owner/
operator ol computing network 60) to select the automation
information to add to iitial security-relevant information
1250 to generate revised security-relevant information
1250', threat mitigation process 10 may allow 1206 the
third-party (e.g., the user/owner/operator ol computing net-
work 60) to choose a specific type of automation informa-
tion from a plurality of automation information types.

For example, the third-party (e.g., the user/owner/opera-
tor of computing network 60) may choose to add/initiate the
automation information to generate revised security-relevant
information 1250'. Accordingly, threat mitigation process 10
may render selectable options (e.g., selectable buttons 1254,
1256) that the third-party (e.g., the user/owner/operator of
computing network 60) may select to manipulate mitial
security-relevant information 1250 with automation infor-
mation to generate revised security-relevant information
1250'. For this particular example, the third-party (e.g., the
user/owner/operator ol computing network 60) may choose
two different options to manipulate initial security-relevant
information 1250, namely: “block 1p” or “search”, both of
which will result 1n threat mitigation process 10 generating,
1208 revised security-relevant information 12350' (that
includes the above-described automation information).

When generating 1208 revised security-relevant informa-
tion 1250' (that includes the above-described automation
information), threat mitigation process 10 may combine
1210 the automation information (that results from selecting
“block IP” or “search”) and initial security-relevant infor-
mation 1250 to generate and render 1212 revised security-
relevant information 1230’

When rendering 1212 revised security-relevant informa-
tion 1250', threat mitigation process 10 may render 1214
revised security-relevant information 1250' within interac-
tive report 1258.

Traiming Routine Generation and Execution

As will be discussed below 1n greater detail, threat miti-
gation process 10 may be configured to allow for the manual
or automatic generation of training routines, as well as the
execution of the same.

Concept 15)

Referring also to FIG. 235, threat mitigation process 10
may be configured to allow for the manual generation of
testing routine 272. For example, threat mitigation process
10 may define 1300 training routine 272 for a specific attack
(e.g., a Denial of Services attack) of computing platiorm 60.
Specifically, threat mitigation process 10 may generate 1302
a simulation of the specific attack (e.g., a Denmial of Services
attack) by executing training routine 272 within a controlled
test environment, an example of which may include but 1s
not limited to virtual machine 274 executed on a computing,
device (e.g., computing device 12).

When generating 1302 a simulation of the specific attack
(e.g., a Denial of Services attack) by executing training
routine 272 within the controlled test environment (e.g.,
virtual machine 274), threat mitigation process 10 may
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render 1304 the simulation of the specific attack (e.g., a
Demal of Services attack) on the controlled test environment
(e.g., virtual machine 274).

Threat mitigation process 10 may allow 1306 a trainee
(c.g., tramnee 276) to view the simulation of the specific
attack (e.g., a Demal of Services attack) and may allow 1308
the trainee (e.g., tramnee 276) to provide a trainee response
(e.g., trainee response 278) to the simulation of the specific
attack (e.g., a Denial of Services attack). For example, threat
mitigation process 10 may execute training routine 272,
which trainee 276 may “watch” and provide trainee response

278.

Threat mitigation process 10 may then determine 1310 the
cllectiveness of trainee response 278, wherein determining
1310 the effectiveness of the trainee response may include
threat mitigation process 10 assigning 1312 a grade (e.g., a
letter grade or a number grade) to trainee response 278.
Concept 16)

Referring also to FIG. 26, threat mitigation process 10
may be configured to allow for the automatic generation of
testing routine 272. For example, threat mitigation process
10 may utilize 1350 artificial intelligence/machine learning
to define training routine 272 for a specific attack (e.g., a
Demal of Services attack) of computing platiform 60.

As discussed above and with respect to artificial intell:-
gence/machine learning being utilized to process data sets,
an 1nitial probabilistic model may be defined, wherein this
initial probabilistic model may be subsequently (e.g., 1tera-
tively or continuously) modified and revised, thus allowing
the probabilistic models and the artificial intelligence sys-
tems (e.g., probabilistic process 56) to “learn” so that future
probabilistic models may be more precise and may explain
more complex data sets. As further discussed above, proba-
bilistic process 56 may define an 1nitial probabilistic model
for accomplishing a defined task (e.g., the analyzing of
information 38), wherein the probabilistic model may be
utilized to go from 1nitial observations about information 38
(e.g., as represented by the 1nitial branches of a probabailistic
model) to conclusions about information 58 (e.g., as repre-
sented by the leaves of a probabilistic model). Accordingly
and through the use of probabilistic process 56, information
may be processed so that a probabilistic model may be
defined (and subsequently revised) to define traiming routine
2772 for a specific attack (e.g., a Denial of Services attack) of
computing platform 60.

When using 1350 artificial intelligence/machine learning
to define training routine 272 for a specific attack (e.g., a
Demal of Services attack) of computing platform 60, threat
mitigation process 10 may process 1352 security-relevant
information to define training routine 272 for specific attack
(e.g., a Denmial of Services attack) of computing platform 60.
Further and when using 1350 artificial intelligence/machine
learning to define training routine 272 for a specific attack
(e.g., a Demal of Services attack) of computing platiorm 60,
threat mitigation process 10 may utilize 1354 security-
relevant rules to define training routine 272 for a specific
attack (e.g., a Demial of Services attack) of computing
platform 60. Accordingly, security-relevant information that
¢.g., defines the symptoms of e.g., a Denial of Services
attack and security-relevant rules that define the behavior of
¢.g., a Denial of Services attack may be utilized by threat
mitigation process 10 when defining training routine 272.

As discussed above, threat mitigation process 10 may
generate 1302 a simulation of the specific attack (e.g., a
Demal of Services attack) by executing training routine 272
within a controlled test environment, an example of which
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may 1include but i1s not limited to virtual machine 274
executed on a computing device (e.g., computing device 12.
Further and as discussed above, when generating 1302 a
simulation of the specific attack (e.g., a Denial of Services
attack) by executing training routine 272 within the con-
trolled test environment (e.g., virtual machine 274), threat
mitigation process 10 may render 1304 the simulation of the
specific attack (e.g., a Demal of Services attack) on the
controlled test environment (e.g., virtual machine 274).

Threat mitigation process 10 may allow 1306 a trainee
(c.g., trainee 276) to view the simulation of the specific
attack (e.g., a Demal of Services attack) and may allow 1308
the trainee (e.g., trainee 276) to provide a trainee response
(e.g., trainee response 278) to the simulation of the specific
attack (e.g., a Denial of Services attack). For example, threat
mitigation process 10 may execute traiming routine 272,
which trainee 276 may “watch” and provide trainee response
278.

Threat mitigation process 10 may utilize 1356 artificial
intelligence/machine learning to revise training routine 272
tor the specific attack (e.g., a Demial of Services attack) of
computing platform 60 based, at least 1n part, upon trainee
response 278.

As discussed above, threat mitigation process 10 may
then determine 1310 the effectiveness of trainee response
278, wherein determining 1310 the effectiveness of the
trainee response may include threat mitigation process 10
assigning 1312 a grade (e.g., a letter grade or a number
grade) to trainee response 278.

Concept 17)

Referring also to FIG. 27, threat mitigation process 10
may be configured to allow a trainee to choose their training
routine. For example mitigation process 10 may allow 1400
a third-party (e.g., the user/owner/operator of computing
network 60) to select a training routine for a specific attack
(e.g., a Demial of Services attack) of computing platform 60,
thus defining a selected training routine. When allowing
1400 a thaird-party (e.g., the user/owner/operator of comput-
ing network 60) to select a tramning routine for a specific
attack (e.g., a Demal of Services attack) of computing
platiorm 60, threat mitigation process 10 may allow 1402
the third-party (e.g., the user/owner/operator ol computing
network 60) to choose a specific training routine from a
plurality of available training routines. For example, the
third-party (e.g., the user/owner/operator ol computing net-
work 60) may be able to select a specific type of attack (e.g.,
DDoS events, DoS events, phishing events, spamming
events, malware events, web attacks, and exploitation
events) and/or select a specific traiming routine (that may or
may not disclose the specific type of attack).

Once selected, threat mitigation process 10 may analyze
1404 the requirements of the selected training routine (e.g.,
training routine 272) to determine a quantity of entities
required to eflectuate the selected training routine (e.g.,
training routine 272), thus defining one or more required
entities. For example, assume that training routine 272 has
three required entities (e.g., an attacked device and two
attacking devices). According, threat mitigation process 10
may generate 1406 one or more virtual machines (e.g., such
as virtual machine 274) to emulate the one or more required
entities. In this particular example, threat mitigation process
10 may generate 1406 three virtual machines, a first VM for
the attacked device, a second VM for the first attacking
device and a third VM {for the second attacking device. As
1s known 1n the art, a virtual machine (VM) 1s an virtual
emulation of a physical computing system. Virtual machines
may be based on computer architectures and may provide
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the functionality of a physical computer, wherein their
implementations may involve specialized hardware, sofit-
ware, or a combination thereof.

Threat mitigation process 10 may generate 1408 a simu-
lation of the specific attack (e.g., a Denial of Services attack)
by executing the selected training routine (e.g., traiming
routine 272). When generating 1408 the simulation of the
specific attack (e.g., a Denial of Services attack) by execut-
ing the selected training routine (e.g., training routine 272),
threat mitigation process 10 may render 1410 the simulation
of the specific attack (e.g., a Demal of Services attack) by
executing the selected training routine (e.g., training routine
272) within a controlled test environment (e.g., such as
virtual machine 274).

As discussed above, threat mitigation process 10 may
allow 1306 a trainee (e.g., trainee 276) to view the simula-
tion of the specific attack (e.g., a Denial of Services attack)
and may allow 1308 the trainee (e.g., trainee 276) to provide
a trainee response (e.g., trainee response 278) to the simu-
lation of the specific attack (e.g., a Demal of Services
attack). For example, threat mitigation process 10 may
execute training routine 272, which trainee 276 may
“watch” and provide trainee response 278.

Further and as discussed above, threat mitigation process
10 may then determine 1310 the eflectiveness of trainee
response 278, wherein determining 1310 the effectiveness of
the trainee response may include threat mitigation process
10 assigning 1312 a grade (e.g., a letter grade or a number
grade) to trainee response 278.

When training 1s complete, threat mitigation process 10
may cease 1412 the simulation of the specific attack (e.g., a
Demal of Services attack), wherein ceasing 1412 the simu-
lation of the specific attack (e.g., a Denial of Services attack)
may include threat mitigation process 10 shutting down
1414 the one or more virtual machines (e.g., the first VM for
the attacked device, the second VM for the first attacking
device and the third VM {for the second attacking device).

Information Routing

As will be discussed below 1n greater detail, threat miti-
gation process 10 may be configured to route information
based upon whether the information 1s more threat-pertinent
or less threat-pertinent.

Concept 18)

Referring also to FIG. 28, threat mitigation process 10
may be configured to route more threat-pertinent content in
a specific manner. For example, threat mitigation process 10
may receive 1450 platform information (e.g., log files) from
a plurality of security-relevant subsystems (e.g., security-
relevant subsystems 226). As discussed above, examples of
security-relevant subsystems 226 may include but are not
limited to: CDN (i.e., Content Delivery Network) systems;
DAM (1.e., Database Activity Monitoring) systems; UBA
(1.e., User Behavior Analytics) systems; MDM (1.e., Mobile
Device Management) systems; IAM (1.e., Identity and
Access Management) systems; DNS (1.e., Domain Name
Server) systems, Antivirus systems, operating systems, data
lakes; data logs; security-relevant software applications;
security-relevant hardware systems; and resources external
to the computing platform.

Threat mitigation process 10 may process 14352 this
platform information (e.g., log files) to generate processed
platform information. And when processing 1452 this plat-
form information (e.g., log files) to generate processed
plattorm information, threat mitigation process 10 may:
parse 1454 the platform information (e.g., log files) mnto a
plurality of subcomponents (e.g., columns, rows, etc.) to
allow for compensation of varying formats and/or nomen-
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clature; enrich 1456 the platform mformation (e.g., log files)
by including supplemental information from external infor-
mation resources; and/or utilize 14358 artificial intelligence/
machine learning (1in the manner described above) to 1den-
tify one or more patterns/trends within the platform
information (e.g., log files).

Threat mitigation process 10 may identily 1460 more
threat-pertinent content 280 included within the processed
content, wherein identifying 1460 more threat-pertinent
content 280 included within the processed content may
include processing 1462 the processed content to i1dentily
actionable processed content that may be used by a threat
analysis engine (e.g., SIEM system 230) for correlation
purposes. Threat mitigation process 10 may route 1464 more
threat-pertinent content 280 to this threat analysis engine
(e.g., SIEM system 230).

Concept 19)

Referring also to FIG. 29, threat mitigation process 10
may be configured to route less threat-pertinent content 1n a
specific manner. For example and as discussed above, threat
mitigation process 10 may receive 1450 platform informa-
tion (e.g., log files) from a plurality of security-relevant
subsystems (e.g., security-relevant subsystems 226). As dis-
cussed above, examples of security-relevant subsystems 226
may include but are not limited to: CDN (1.e., Content
Delivery Network) systems; DAM (i1.e., Database Activity
Monitoring) systems; UBA (i.e., User Behavior Analytics)
systems; MDM (i.e., Mobile Device Management) systems;
IAM (1.e., Identity and Access Management) systems; DNS
(1.e., Domain Name Server) systems, Antivirus systems,
operating systems, data lakes; data logs; security-relevant
soltware applications; security-relevant hardware systems;
and resources external to the computing platform

Further and as discussed above, threat mitigation process
10 may process 1452 this platform information (e.g., log
files) to generate processed platform information. And when
processing 14352 this platform mformation (e.g., log files) to
generate processed platform information, threat mitigation
process 10 may: parse 1454 the platform information (e.g.,
log files) into a plurality of subcomponents (e.g., columns,
rows, etc.) to allow for compensation of varying formats
and/or nomenclature; enrich 1456 the platform information
(e.g., log files) by 1including supplemental information from
external information resources; and/or utilize 1458 artificial
intelligence/machine learning (in the manner described
above) to i1dentily one or more patterns/trends within the
platform information (e.g., log files).

Threat mitigation process 10 may i1dentity 13500 less
threat-pertinent content 282 included within the processed
content, wherein identifying 1500 less threat-pertinent con-
tent 282 1ncluded within the processed content may include
processing 1502 the processed content to identify non-
actionable processed content that 1s not usable by a threat
analysis engine (e.g., SIEM system 230) for correlation
purposes. Threat mitigation process 10 may route 1504 less
threat-pertinent content 282 to a long term storage system
(c.g., long term storage system 284 ). Further, threat mitiga-
tion process 10 may be configured to allow 1506 a third-
party (e.g., the user/owner/operator of computing network
60) to access and search long term storage system 284.

Automated Analysis

As will be discussed below 1n greater detail, threat miti-
gation process 10 may be configured to automatically ana-
lyze a detected security event.

Concept 20)

Referring also to FIG. 30, threat mitigation process 10

may be configured to automatically classify and investigate
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a detected security event. As discussed above and 1n
response to a security event being detected, threat mitigation
process 10 may obtain 1550 one or more artifacts (e.g.,
artifacts 250) concerning the detected security event.
Examples of such a detected security event may include but
are not limited to one or more of: access auditing; anomalies;
authentication; denial of services; exploitation; malware;
phishing; spamming; reconnaissance; and web attack. These
artifacts (e.g., artifacts 250) may be obtained 1550 from a
plurality of sources associated with the computing platform,
wherein examples of such plurality of sources may include
but are not limited to the various log files maintained by
SIEM system 230, and the various log files directly main-
tained by the security-relevant subsystems

Threat mitigation process 10 may obtain 1552 artifact
information (e.g., artifact information 286) concerning the
one or more artifacts (e.g., artifacts 250), wherein artifact
information 286 may be obtained from information
resources include within (or external to) computing platform
60.

For example and when obtaiming 1552 artifact informa-
tion 286 concerning the one or more artifacts (e.g., artifacts
250), threat mitigation process 10 may obtain 1554 artifact
information 286 concerning the one or more artifacts (e.g.,
artifacts 250) from one or more investigation resources
(such as third-party resources that may e.g., provide infor-
mation on known bad actors).

Once the investigation 1s complete, threat mitigation
process 10 may generate 1556 a conclusion (e.g., conclusion
288) concerning the detected security event (e.g., a Denial of
Services attack) based, at least 1 part, upon the detected
security event (e.g., a Denial of Services attack), the one or
more artifacts (e.g., artifacts 250), and artifact information
286. Threat mitigation process 10 may document 13558 the
conclusion (e.g., conclusion 288), report 1560 the conclu-
sion (e.g., conclusion 288) to a third-party (e.g., the user/
owner/operator ol computing network 60). Further, threat
mitigation process 10 may obtain 1562 supplemental arti-
facts and artifact information (1f needed to further the
ivestigation).

While the system 1s described above as being computer-
implemented, this 1s for illustrative purposes only and 1s not
intended to be a limitation of this disclosure, as other
configurations are possible and are considered to be within
the scope of this disclosure. For example, some or all of the
above-described system may be implemented by a human
being.

(General

As will be appreciated by one skilled 1n the art, the present
disclosure may be embodied as a method, a system, or a
computer program product. Accordingly, the present disclo-
sure may take the form of an entirely hardware embodiment,
an entirely software embodiment (including firmware, resi-
dent software, micro-code, etc.) or an embodiment combin-
ing software and hardware aspects that may all generally be
referred to herein as a “circuit,” “module” or “system.”
Furthermore, the present disclosure may take the form of a
computer program product on a computer-usable storage
medium having computer-usable program code embodied in
the medium.

Any suitable computer usable or computer readable
medium may be utilized. The computer-usable or computer-
readable medium may be, for example but not limited to, an
clectronic, magnetic, optical, electromagnetic, inirared, or
semiconductor system, apparatus, device, or propagation
medium. More specific examples (a non-exhaustive list) of
the computer-readable medium may include the following:
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an electrical connection having one or more wires, a portable
computer diskette, a hard disk, a random access memory
(RAM), a read-only memory (ROM), an erasable program-
mable read-only memory (EPROM or Flash memory), an
optical fiber, a portable compact disc read-only memory
(CD-ROM), an optical storage device, a transmission media
such as those supporting the Internet or an intranet, or a
magnetic storage device. The computer-usable or computer-
readable medium may also be paper or another suitable
medium upon which the program 1s printed, as the program
can be eclectronically captured, via, for instance, optical
scanning ol the paper or other medium, then compiled,
interpreted, or otherwise processed 1n a suitable manner, 1f
necessary, and then stored in a computer memory. In the
context of this document, a computer-usable or computer-
readable medium may be any medium that can contain,
store, communicate, propagate, or transport the program for
use by or in connection with the instruction execution
system, apparatus, or device. The computer-usable medium
may include a propagated data signal with the computer-
usable program code embodied therewith, either in baseband
or as part of a carrier wave. The computer usable program
code may be transmitted using any appropriate medium,
including but not limited to the Internet, wireline, optical
fiber cable, REFE, etc.

Computer program code for carrying out operations of the
present disclosure may be written 1n an object oriented
programming language such as Java, Smalltalk, C++ or the
like. However, the computer program code for carrying out
operations of the present disclosure may also be written 1n
conventional procedural programming languages, such as
the “C” programming language or similar programming
languages. The program code may execute entirely on the
user’s computer, partly on the user’s computer, as a stand-
alone software package, partly on the user’s computer and
partly on a remote computer or entirely on the remote
computer or server. In the latter scenario, the remote com-
puter may be connected to the user’s computer through a
local area network/a wide area network/the Internet (e.g.,
network 14).

The present disclosure 1s described with reference to
flowchart illustrations and/or block diagrams of methods,
apparatus (systems) and computer program products accord-
ing to embodiments of the disclosure. It will be understood
that each block of the flowchart illustrations and/or block
diagrams, and combinations of blocks in the flowchart
illustrations and/or block diagrams, may be implemented by
computer program instructions. These computer program
instructions may be provided to a processor of a general
purpose computer/special purpose computer/other program-
mable data processing apparatus, such that the instructions,
which execute via the processor of the computer or other
programmable data processing apparatus, create means for
implementing the functions/acts specified in the flowchart
and/or block diagram block or blocks.

These computer program instructions may also be stored
in a computer-readable memory that may direct a computer
or other programmable data processing apparatus to function
in a particular manner, such that the instructions stored in the
computer-readable memory produce an article of manufac-
ture including mstruction means which implement the func-
tion/act specified i the flowchart and/or block diagram
block or blocks.

The computer program instructions may also be loaded
onto a computer or other programmable data processing
apparatus to cause a series of operational steps to be per-
formed on the computer or other programmable apparatus to
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produce a computer-implemented process such that the
instructions which execute on the computer or other pro-
grammable apparatus provide steps for implementing the
functions/acts specified in the flowchart and/or block dia-
gram block or blocks.

The flowcharts and block diagrams in the figures may
illustrate the architecture, functionality, and operation of
possible implementations of systems, methods and computer
program products according to various embodiments of the
present disclosure. In this regard, each block 1n the flowchart
or block diagrams may represent a module, segment, or
portion of code, which comprises one or more executable
istructions for implementing the specified logical tunc-
tion(s). It should also be noted that, in some alternative
implementations, the functions noted in the block may occur
out of the order noted 1n the figures. For example, two blocks
shown 1n succession may, 1n fact, be executed substantially
concurrently, or the blocks may sometimes be executed 1n
the reverse order, depending upon the functionality
involved. It will also be noted that each block of the block
diagrams and/or flowchart illustrations, and combinations of
blocks 1n the block diagrams and/or flowchart 1llustrations,
may be implemented by special purpose hardware-based
systems that perform the specified functions or acts, or
combinations of special purpose hardware and computer
instructions.

The terminology used herein 1s for the purpose of describ-
ing particular embodiments only and 1s not intended to be
limiting of the disclosure. As used herein, the singular forms
“a”, “an” and “the” are mtended to include the plural forms

d
as well, unless the context clearly indicates otherwise. It will
be further understood that the terms “comprises” and/or
“comprising,” when used 1n this specification, specily the
presence of stated features, integers, steps, operations, e¢le-
ments, and/or components, but do not preclude the presence
or addition of one or more other features, integers, steps,
operations, elements, components, and/or groups thereof.

The corresponding structures, materials, acts, and equiva-
lents of all means or step plus function elements 1n the
claims below are intended to include any structure, material,
or act for performing the function in combination with other
claimed elements as specifically claimed. The description of
the present disclosure has been presented for purposes of
1llustration and description, but 1s not intended to be exhaus-
tive or limited to the disclosure 1n the form disclosed. Many
modifications and variations will be apparent to those of
ordinary skill in the art without departing from the scope and
spirit of the disclosure. The embodiment was chosen and
described 1 order to best explain the principles of the
disclosure and the practical application, and to enable others
of ordinary skill 1n the art to understand the disclosure for
vartous embodiments with various modifications as are
suited to the particular use contemplated.

A number of implementations have been described. Hav-
ing thus described the disclosure of the present application
in detail and by reference to embodiments thereot, 1t will be
apparent that modifications and variations are possible with-
out departing from the scope of the disclosure defined in the
appended claims.

What 1s claimed 1s:

1. A computer-implemented method, executed on a com-
puting device, comprising;:

generating, via a Security Information and Event Man-

agement system, system-defined consolidated platform
information from a plurality of security-relevant sub-
systems within a computing platform, the plurality of
security-relevant subsystems including one or more of
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Content Delivery Network systems, Database Activity
Monitoring systems, User Behavior Analytic systems,
Mobile Device Management systems, Identity and
Access Management systems, and Domain Name
Server systems;

obtaining one or more artifacts concerning a detected
security event from a plurality of sources, wherein the
plurality of sources are associated with the computing
platform and maintained by the Security Information
and Event Management system, wherein the plurality
of sources includes at least one of one or more log files
defined for the computing platiorm and two or more
security-relevant subsystems from the plurality of secu-
rity-relevant subsystems deployed within the comput-
ing platform;

obtaining artifact information concerning the one or more

artifacts from the plurality of sources associated with
the computing platform;
assigning a threat level to the detected security event
based, at least 1n part, upon the one or more artifacts;

generating a conclusion concerning the detected security
cvent based, at least in part, upon the detected security
event, the one or more artifacts, and the artifact infor-
mation;

executing a remedial action plan based upon, at least in

part, the assigned threat level, wherein executing the

remedial action plan includes:

determining that the assigned threat level 1s low, includ-
ing permitting a suspect activity corresponding to the
security event to continue;

determining that the assigned threat level 1s moderate,
including generating a security event report based, at
least 1n part, upon the one or more artifacts respec-
tive to the security event, and providing the security
event report to a third party for review; and

determining that the assigned threat level 1s high,
including executing a threat mitigation plan, the
threat mitigation plan including shutting down a
stream of content corresponding to the security event
and closing a port respective to the computing
device:; and

allowing the third party to manually search through the

one or more artifacts within the computing platform.

2. The computer-implemented method of claim 1 further
comprising;

documenting the conclusion.

3. The computer-implemented method of claim 1 further
comprising;

reporting the conclusion to a third-party.

4. The computer-implemented method of claim 1 further
comprising;

obtaining supplemental artifacts and artifact information

when needed.

5. The computer-implemented method of claim 1 wherein
obtaining artifact information concerning the one or more
artifacts includes:

obtaining artifact information concerning the one or more

artifacts from one or more mvestigation resources.

6. The computer-implemented method of claim 1 wherein
the detected security event includes one or more of: access
auditing; anomalies; authentication; denmial of services;
exploitation; malware; phishing; spamming; reconnais-
sance; and web attack.

7. A computer program product residing on a non-transi-
tory computer readable medium having a plurality of
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instructions stored thereon which, when executed by a
processor, cause the processor to perform operations com-
prising:
generating, via a Security Information and Event Man-
agement system, system-defined consolidated platform
information from a plurality of security-relevant sub-
systems within a computing platform, the plurality of
security-relevant subsystems including one or more of
Content Delivery Network systems, Database Activity
Monitoring systems, User Behavior Analytic systems,
Mobile Device Management systems, Identity and
Access Management systems, and Domain Name

Server systems;

obtaining one or more artifacts concerning a detected
security event from a plurality of sources, wherein the
plurality of sources are associated with the computing
plattorm and maintained by the Security Information
and Event Management system, wherein the plurality
of sources includes at least one of one or more log files
defined for the computing platform and two or more
security-relevant subsystems from the plurality of secu-
rity-relevant subsystems deployed within the comput-
ing platform;

obtaining artifact information concerning the one or more

artifacts from the plurality of sources associated with
the computing platform;
assigning a threat level to the detected security event
based, at least 1n part, upon the one or more artifacts;

generating a conclusion concerning the detected security
event based, at least in part, upon the detected security
event, the one or more artifacts, and the artifact infor-
mation;

executing a remedial action plan based upon, at least 1n

part, the assigned threat level, wherein executing the

remedial action plan includes:

determining that the assigned threat level 1s low, includ-
ing permitting a suspect activity corresponding to the
security event to continue;

determining that the assigned threat level 1s moderate,
including generating a security event report based, at
least 1 part, upon the one or more artifacts respec-
tive to the security event, and providing the security
event report to a third party for review; and

determining that the assigned threat level 1s high,
including executing a threat mitigation plan, the
threat mitigation plan including shutting down a
stream of content corresponding to the security event
and closing a port respective to the computing
device; and

allowing the third party to manually search through the

one or more artifacts within the computing platform.

8. The computer program product of claim 7 further
comprising:

documenting the conclusion.

9. The computer program product of claim 7 further
comprising:

reporting the conclusion to a third-party.

10. The computer program product of claam 7 further
comprising;

obtaining supplemental artifacts and artifact information

when needed.

11. The computer program product of claim 7 wherein
obtaining artifact information concerning the one or more
artifacts includes:

obtaining artifact information concerning the one or more

artifacts from one or more investigation resources.
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12. The computer program product of claim 7 wherein the

detected security event includes one or more of: access
auditing; anomalies; authentication; demial of services;
exploitation; malware; phishing; spamming; reconnais-
sance; and web attack.

13. A computing system including a processor and

memory configured to perform operations comprising:

generating, via a Security Information and Event Man-
agement system, system-defined consolidated platform
information from a plurality of security-relevant sub-
systems within a computing platform, the plurality of
security-relevant subsystems including one or more of
Content Delivery Network systems, Database Activity
Monitoring systems, User Behavior Analytic systems,
Mobile Device Management systems, Identity and
Access Management systems, and Domain Name
Server systems;
obtaining one or more artifacts concerning a detected
security event from a plurality of sources, wherein the
plurality of sources are associated with the computing
platform and maintained by the Security Information
and Event Management system, wherein the plurality
of sources includes at least one of one or more log files
defined for the computing platiorm and two or more
security-relevant subsystems from the plurality of secu-
rity-relevant subsystems deployed within the comput-
ing platform;
obtaining artifact information concerning the one or more
artifacts from the plurality of sources associated with
the computing platform;
assigning a threat level to the detected security event
based, at least in part, upon the one or more artifacts;
generating a conclusion concerning the detected security
event based, at least in part, upon the detected security
event, the one or more artifacts, and the artifact infor-
mation;
executing a remedial action plan based upon, at least in
part, the assigned threat level, wherein executing the
remedial action plan includes:
determining that the assigned threat level 1s low, includ-
ing permitting a suspect activity corresponding to the
security event to continue;
determining that the assigned threat level 1s moderate,
including generating a security event report based, at
least 1n part, upon the one or more artifacts respec-
tive to the security event, and providing the security
event report to a third party for review; and
determining that the assigned threat level 1s high,
including executing a threat mitigation plan, the
threat mitigation plan including shutting down a
stream of content corresponding to the security event
and closing a port respective to the computing
device: and
allowing the third party to manually search through the
one or more artifacts within the computing platiorm.
14. The computing system of claim 13 further comprising:
documenting the conclusion.
15. The computing system of claim 13 further comprising:
reporting the conclusion to a third-party.
16. The computing system of claim 13 further comprising:
obtaining supplemental artifacts and artifact information
when needed.
17. The computing system of claim 13 wherein obtaining

artifact information concerning the one or more artifacts
includes:

obtaining artifact information concerning the one or more
artifacts from one or more mvestigation resources.
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18. The computing system of claim 13 wherein the

detected security event includes one or more of: access
auditing; anomalies; authentication; demial of services;
exploitation; malware; phishing; spamming; reconnais-
sance; and web attack.

19. A computer-implemented method, executed on a

computing device, comprising:

generating, via a Security Information and Event Man-
agement system, system-defined consolidated platform
information from a plurality of secunity-relevant sub-
systems within a computing platform, the plurality of
security-relevant subsystems including one or more of
Content Delivery Network systems, Database Activity
Monitoring systems, User Behavior Analytic systems,
Mobile Device Management systems, Identity and
Access Management systems, and Domain Name
Server systems;
obtaining one or more artifacts concerning a detected
security event from a plurality of sources, the plurality
of sources being associated with the computing plat-
form and maintained by the Security Information and
Event Management system, wherein the plurality of
sources 1cludes at least one of one or more log files
defined for the computing platform and two or more
security-relevant subsystems from the plurality of secu-
rity-relevant subsystems deployed within the comput-
ing platform;
obtaining artifact information concerning the one or more
artifacts from the plurality of sources associated with
the computing platform;
assigning a threat level to the detected security event
based, at least in part, upon the one or more artifacts;
generating a conclusion concerning the detected security
event based, at least 1n part, upon the detected security
event, the one or more artifacts, and the artifact infor-
mation;
executing a remedial action plan based upon, at least 1n
part, the assigned threat level, wherein executing the
remedial action plan includes:
determining that the assigned threat level 1s low, includ-
ing permitting a suspect activity corresponding to the
security event to continue;
determining that the assigned threat level 1s moderate,
including generating a security event report based, at
least 1n part, upon the one or more artifacts respec-
tive to the secunity event, and providing the security
event report to a third party for review; and
determining that the assigned threat level 1s high,
including executing a threat mitigation plan, the
threat mitigation plan including shutting down a
stream of content corresponding to the security event
and closing a port respective to the computing
device; and
allowing the third party to manually search through the
one or more artifacts within the computing platiorm.
20. The computer-implemented method of claim 19 fur-

ther comprising:

documenting the conclusion.
21. The computer-implemented method of claim 19 fur-

ther comprising:

reporting the conclusion to a third-party.
22. The computer-implemented method of claim 19 fur-

65 ther comprising:

obtaining supplemental artifacts and artifact information
when needed.
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23. The computer-implemented method of claam 19
wherein obtaining artifact information concerning the one or
more artifacts includes:

obtaining artifact information concerning the one or more

artifacts from one or more mvestigation resources.

24. The computer-implemented method of claim 19
wherein the detected security event includes one or more of:
access auditing; anomalies; authentication; denial of ser-
vices; exploitation; malware; phishing; spamming; recon-
naissance; and web attack.
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