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Supplying phonon pairs to a nano-mechanical resonator via an
asymmetrically-threaded superconducting quantum ;

interference device (ATS) to drive a stabilization of a coherent

state of the nano-g?gzchanical resonator

Dissipating photon pairs from a control circuit for the nano- |
mechanical resonator via an open transmission line coupled
with the nano-mechanical resonator and the ATS f

204

FIG. &
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De-tuning storage modes for a plurality of nano-mechanical resonators
dnven by a multiplexed asymmetrically-threaded superconducting quantum
u'n‘en’ereme6 g2ewce (ATS)

| Applying phonon pairs to a first|

| one of the nano-mechanical | : Nt one of the nano-

' resonators from the | mechanical resonators from
multiplexed ATStodrivea | « « o |the multiplexed ATS to drive a
stabilization of a coherent | | stabilization of a coherent

Applying phonon pairs fo an

state of the N nano-

mechanical resonator
606

state of the first nano-
mechanical resonator
604

| Filtering, via a multi-pole microwave filter, correlated decay terms from the
' plurality of nano-mﬁeocévanical resonators
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Measure syndrome outcomes of |
an ancifla qubit for an arbitrary |
Calderbank-SZf())%rZ-Steane code |

Track consecutive ones of
the measured syndromes

2004

Stop measuring the syndrome outcomes If either of condition one or
condition two are met

2006

Condition Two:

Condition One;
ndiff is equal to (d-1)/2, and,

a same syndrome outcome

IS repeated a threshold
number of times in a row,
wherein the threshold Is
equal to (d-1)/2- ndiff+1,
where d IS a code distance
of the CSS code, and ndiff

IS a currently computed
minimum number of faults
capable of causing the
tracked sequence of
consecutive syndrome
outcomes

20006A

| one additional syndrome

outcome has been

| measured subsequent fo |

reaching ndiff =(d-1)/2,

where d is a code distance
 of the CSS code, and ndiff

(S a currently computed |

- minimum number of faults |
| capable of causing the |
tracked sequence of
consecutive syndrome
oufcomes

20068

Ulilizing (if condition one is met) the repeated syndrome outcome to perform
| error correction; or utilizing (if condition two is mef) the subsequently
measured syndrome outcome to perform error correction

2008

FIG. 20A
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initialize ndiff=0

Perform first round of syndrome
outcome measurements
2054

Perform second (or subsequent}
— | round of syndrome outcome

| measurements
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of the stabilizers in Sg1 |
using the STOP algorithm |
and apply MWPM to the |
syndrome history to correct|
errors and project the code |
into the increased code |

space

2106

Prepare the state
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wheres)s a version of |
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Prepare fault-tolerant computational basis states using the STOP algorithm
to use as logical inputs fo2r a Toffoli gate preparation
2202

Transversally apply a CNOT gate to the fault tolerant basis states to prepare
il

 Given the input state |y)
measure g4 and apply a Z correction if the measurement outcome is -1 thus
projecting |1 ) into the state | i»

out

Given the state | oyt repeat the measurements of ga
such that ga Is measured {d-1)/2 times, where d is a code distance of the
data inputs, and wherein error detection measurements are performed
between each round of measuring ga. Also, abort the protocol If any of the
measurement outcomes or if the er%Bde tection returns non-trivial values
2208

If all the measurement outcomes in 2208 were trivial, then a Toffoli magic
stafe is prepared based on the measurements of ga
and the state |, . wherein |y . is a version of the state

out out

[, Y subsequent to measuring gx

Utilize the prepared magic state in a top-down distillation to simulate a logical
Toffoli gate by applying a sequence of Clifford gates to a logical input state
fl[) >, and the prepared Toffoli magic state to simulate a logical Toffoli
gate, wherein Clifford error corrections are applied to the outputs of the
sequence of Clifford gates gg?ged to the fogical input state

FIG. 22
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2300 ~
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Prepare a plurality of Toffoli magic states/Toffol

gates using a bottom-up approach
2802

Distill a low-error rate logical Toffoli gate from a
| plurality of the prepared Toffoli magic states/
Toffoli gates generated using the bottom-up

approach
2804

Measure a check qubit associated with the
distilled low-error rate logical Toffoli gate to
check for errors

2606

| Perform a logical Toffoli gate operation using the
| distilled low-error rate logical Toffoli gate in
| response to verifying the check qubit does not
f indicate an error
2608

FIG. 28
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Select 8 noisy Toffoli magic
| states/Toffoli gates to be |
| used in a distillation of a |
low-error rate logical Toffoli]

ate
2902

Perform lattice surgery

operations to qistill the one
low-error rate logical Toffoli

gate from the 8 noisy

Toffoli magic states/Toffoli

gates
2904

in response to a
- measurement of the check |
| qubit notindicating an |
| error, perform a logical |
 Toffoli gate operation using|
- the distilled low-error rate |
ogical Toffoli gate, wherein|
| a probability of erroris |
| quadratically suppressed |
 [or better] for the low-error |
| rate logical Toffoli gate as |
‘compared to the error rates
 of the 8 noisy Toffoli magic|
| states/Ioffoli gates |
2900

FIG. 29A

Sheet 25 of 36

Select 2 noisy Toffoli magic
| states/Toffoli gates to be
| used In a distillation of a
low-error rate logical Toffoli
r gate

2992

- Perform latlice surgery

| operations to distill the one
low-error rate logical Toffoli
| gate from the 2 hoisy

| Toffoli magic states/Toffoli

gates
2954

; In response fo a

| measurement of the check
| qubit not indicating an

| error, perform a logical

| Toffoli gate operation using
' the aistilled low-error rate
fogical Toffoli gate, wherein
| a probability of very biased
| hoise Is guadratically

| suppressed [or better] for

| the low-error rate logical
 Toffoli gate as compared to
the error rate of the 2 noisy
| Toffoli magic states/Toffoli
3 gates

2996

FIG. 298
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Perform mulli-qubit Pauli operator measurements during lattice surgery used
to distill a low-error rate logical Toffoli gate from noisy Toffoli magic states/
Toffoli gates, wherein for each Jiwith k= 1, 2, 3, ...the folfowing steps are
00

Foreach k=1, 2, 3, ... measure Zi-=Z[Ji |, where Zi denotes Pauli Z acting
on the k' qubit of the magic state and Z[J« ] is a string of Pauli operators
acting on the algorithmic qubg% gzgdexed by the binary vector Jx

Foreach k=1, 2, 3, .. measure3)§ gg the ki qubit of the magic state

For each *1” outcome measured in step 3006, update the Clifford correction
framg CIJDOBZM ]

Using the measurement outcome fmm step 3004, update the Clifford
correction frame by the correction given by:

(Joxrmi)(Jdoxrmol(Jsx+ms)=
(Jrx)(Jox)(Jsx)
H{(J ) (Jx)ma+(Jax)(Jax)mot(Jox)(Jsximi]
+(Jix)momar{dox)mmst{Jsx)mmof

MMMz

oufcome is measured (e g. no errors or acceptabie !eve! of errors)
3012

FIG. 30
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3406
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Deflate a qubtt, prior to performing a readout of the qubit, such
that phonons or photons are dissipated from the qubit while a |
measurement observagleogf the qubit is preserved %
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3606
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Hamiltonian
3654

Measure (homodyne/heterodyne) the "b” mode to determine
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mode of the cat qubit, wherein the Hamiltonian is achieved via
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FAULI-TOLERANT QUANTUM HARDWARL
USING HYBRID ACOUSTIC-ELECTRICAL

QUBITS

BACKGROUND

Quantum computing utilizes the laws of quantum physics
to process information. Quantum physics 1s a theory that
describes the behavior of reality at the fundamental level. It

i1s currently the only physical theory that 1s capable of
consistently predicting the behavior of microscopic quantum
objects like photons, molecules, atoms, and electrons.

A quantum computer 1s a device that utilizes quantum
mechanics to allow one to write, store, process and read out
information encoded in quantum states, e.g. the states of
quantum objects. A quantum object 1s a physical object that
behaves according to the laws of quantum physics. The state
ol a physical object 1s a description of the object at a given
time.

In quantum mechanics, the state of a two-level quantum
system, or simply, a qubit, 1s a list of two complex numbers
whose squares sum up to one. Fach of the two numbers 1s
called an amplitude, or quasi-probability. The square of an
amplitude gives a potentially negative probability. Hence,
cach of the two numbers correspond to the square root that
event zero and event one will happen, respectively. A
fundamental and counterintuitive difference between a
probabilistic bit (e.g. a traditional zero or one bit) and the
qubit 1s that a probabilistic bit represents a lack of informa-
tion about a two-level classical system, while a qubit con-
tains maximal information about a two-level quantum sys-
tem.

Quantum computers are based on such quantum bits
(qubits), which may experience the phenomena of *“super-
position” and “entanglement.” Superposition allows a quan-
tum system to be in multiple states at the same time. For
example, whereas a classical computer 1s based on bits that
are either zero or one, a qubit may be both zero and one at
the same time, with different probabilities assigned to zero
and one. Entanglement 1s a strong correlation between
quantum particles, such that the quantum particles are 1nex-
tricably linked in unison even 1f separated by great distances.

A quantum algorithm 1s a reversible transformation acting
on qubits 1 a desired and controlled way, followed by a
measurement on one or multiple qubits. For example, if a
system has two qubits, a transformation may modily four
numbers; with three qubits this becomes eight numbers, and
so on. As such, a quantum algorithm acts on a list of numbers
exponentially large as dictated by the number of qubits. To
implement a transform, the transform may be decomposed
into small operations acting on a single qubit, or a set of
qubits, as an example. Such small operations may be called
quantum gates and the arrangement of the gates to 1imple-
ment a transformation may form a quantum circuit.

There are different types of qubits that may be used in
quantum computers, each having diflerent advantages and
disadvantages. For example, some quantum computers may
include qubits built from superconductors, trapped 1ons,
semiconductors, photonics, etc. Fach may experience dif-
ferent levels of interference, errors and decoherence. Also,
some may be more uselul for generating particular types of
quantum circuits or quantum algorithms, while others may
be more useful for generating other types ol quantum
circuits or quantum algorithms. Also, costs, run-times, error
rates, error rates, availability, etc. may vary across quantum
computing technologies.
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For some types of quantum computations, such as fault
tolerant computation of large scale quantum algorithms,
overhead costs for performing such quantum computations
may be high. For example for types of quantum gates that
are not naturally fault tolerant, the quantum gates may be
encoded 1n error correcting code. However this may add to
the overhead number of qubits required to implement the
large scale quantum algorithms. Also, performing succes-
sive quantum gates, measurement of quantum circuits, etc.
may 1ntroduce probabilities of errors 1n the quantum circuits
and/or measured results of the quantum circuits.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1A 1llustrates a system comprising a nano-mechani-
cal linear resonator and an asymmetrically-threaded super-
conducting quantum interference device (ATS) that 1s con-
figured to mmplement hybrid acoustic-electrical qubits,
according to some embodiments.

FIG. 1B 1llustrates a modelling of a storage mode (a) and
a dump mode (b) of a hybrid acoustic-electrical qubiat,
wherein for large energy decay rates (K, ) that are signifi-
cantly larger than a two-phonon coupling rate (g,) the dump
mode can be adiabatically eliminated, such that the hybnd
acoustic-clectrical qubit can be modeled as having a single
phonon decay rate (K, ) and being driven by a two phonon
drive having a two-phonon decay rate (K,), according to
some embodiments.

FIG. 2 illustrates a Foster network representing a one
dimensional phononic-crystal-defect resonator (PCDR),
according to some embodiments.

FIG. 3 illustrates a system comprising a plurality of
nano-mechanical linear resonators and an asymmetrically-
threaded superconducting quantum interference device
(ATS) that 1s configured to provide multi-mode stabilization
to hybrid acoustic-clectrical qubits implemented via the
plurality of nano-mechanical linear resonators, according to
some embodiments.

FIG. 4 illustrates a system comprising a plurality of
nano-mechanical linear resonators and an asymmetrically-
threaded superconducting quantum interference device
(ATS) that 1s configured to provide multi-mode stabilization
to hybrid acoustic-clectrical qubits implemented via the
plurality of nano-mechanical linear resonators, wherein a

microwave filter suppresses correlated decay processes,
according to some embodiments.

FIG. 5 1llustrates a process of stabilizing a nano-mechani-
cal resonator using an asymmetrically-threaded supercon-
ducting quantum interference device (AIS), according to
some embodiments.

FIG. 6 illustrates a process of stabilizing multiple nano-
mechanical resonators using a multiplexed ATS, according
to some embodiments.

FIG. 7 1llustrates a data error occurring when measuring,
input errors for a set of qubits, wherein the data error causes
multiple distinct syndromes, according to some embodi-
ments.

FIG. 8 illustrates a measurement of logical Z for a
repetition code and a corresponding circuit for measuring
the logical Z for the repetition code, according to some
embodiments.

FIG. 9 illustrates a circuit for preparing Q=SHS, wherein
the CNOT gate is a single physical CNOT and Y is applied
if the measurement outcome 1s -1, according to some
embodiments.
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FIG. 10 illustrates a circuit for preparing S, wherein the
CNOT gate is a single physical CNOT and Z is applied if the
measurement outcome 1s —1, according to some embodi-
ments.

FIG. 11A illustrates a circuit for implementing a logical
Totlol1 gate using Toflol1 magic state injection, wheremn X
and 7 basis are measured, according to some embodiments.

FIG. 11B illustrates a table of Clifford error corrections to
be applied based on the Z and X measurement basis of the
circuit shown in FIG. 11A, according to some embodiments.

FI1G. 12 illustrates a circuit for implementing a logical CZ
gate using transversal CNOT gates and S gates, according to
some embodiments.

FIG. 13 illustrates a circuit for preparing the computa-

tional basis state [, ) , according to some embodiments.

FI1G. 14 1illustrates a circuit for implementing a first step
of a Toflol1 magic state preparation using a controlled g,
gate, wherein error correction (EC) 1s performed for one or
more rounds using a STOP algorithm, according to some
embodiments.

FI1G. 15 illustrates circuits for implementing a second step
of the Tofloli magic state preparation, wherein the measure-
ment of g, 1s repeated a number of times corresponding to
a code distance (d) minus one divided by two, wherein a
round of repetition code stabilizer measurements are per-
formed between rounds of measuring g,, and wherein the
protocol 1s aborted and started anew 1f any of the error
detection measurements or g , measurements are non-trivial,
according to some embodiments.

FIG. 16 1llustrates growing the computational basis state

of I, )j from a first code distance (d,) to a second code
distance (d,), according to some embodiments.
FIG. 17 illustrates a circuit for measuring g, for a com-

putational basis state le) with a code distance of three,
according to some embodiments.
FIG. 18 1llustrates an alternative circuit for measuring g

for a computational basis state [ 1) using a flag qubidt,
according to some embodiments.

FIG. 19A illustrates an implementation of the g, mea-
surement for a distance 5 repetition code prepared using a
GHZ state, according to some embodiments.

FIG. 19B illustrates a circuit equivalent for implementing
the g , measurement shown in FIG. 19A, according to some
embodiments.

FIG. 20A 1llustrates high-level steps of a protocol for
implementing a STOP algorithm, according to some
embodiments.

FIG. 20B illustrates high-level steps for determiming a
parameter (n,.) used in the STOP algorithm, according to
some embodiments.

FIG. 21 illustrates high-level steps of a protocol for
growing a repetition code from a first code distance to a

second code distance using a STOP algorithm, according to
some embodiments.

FIG. 22 illustrates high-level steps of a protocol for
implementing a logical Tofloli gate using a bottom-up
approach with Tofloli magic state injection, according to
some embodiments.

FIG. 23 1llustrates high-level steps for distilling a low-
error rate logical Tofloli gate using multiple ones of the
Totlol1 magic states prepared using a bottom-up approach as
described i FIG. 22, according to some embodiments.
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FIG. 24 1llustrates a layout of multiple bottom up Toilol1
magic states that are used to distill low-error rate logical
Toflol1 gates, according to some embodiments.

FIG. 25 illustrates a gadget for mjection of CCZ gates

using a ICCZ) magic state and a gadget for generalized
CCZ imyjection for a unitary, according to some embodi-
ments.

FIG. 26 illustrates a circuit for implementing distillation

of two low-error rate logical Tofloli gates (CCZ gates) from
eight magic state mputs, according to some embodiments.

FIG. 27 illustrates a Litinski diagram for performing
lattice surgery realization of a distillation of eight Tofloli
magic states to yield two low-error rate logical Totlol1 gates,
according to some embodiments.

FIG. 28 illustrates a process for distilling low-error rate
logical Toflol1 gates from a plurality of noisy Toflol1 magic
states, according to some embodiments.

FIG. 29 A illustrates a process of distilling two low-error
rate logical Toflol1 gates from eight noisy Tofloli magic
states, according to some embodiments.

FIG. 29B 1llustrates a process of distilling a low-error rate
logical Toflol1 gate from two noisy Tofloli magic states,
according to some embodiments.

FIG. 30 illustrates an example method of performing
lattice surgery to distill a low-error rate logical Tofloli gate
from a plurality of noisy Tollol1 magic states, according to
some embodiments.

FIG. 31 1llustrates a circuit for performing measurements
of a readout qubit for a set of error correction gates 1n
parallel with performing a next round of error correction
gates, according to some embodiments.

FIG. 32 illustrates a more detailed circuit for performing
measurements of a readout qubit for a set of error correction
gates 1n parallel with performing a next round of error
correction gates, according to some embodiments.

FIG. 33 illustrates the more detailed circuit for perform-
ing measurements of a readout qubit for a set of error
correction gates in parallel with performing a next round of
error correction gates, wherein the circuit includes a defla-
tion of the ancilla qubit prior to a swap to the readout qubit
and wherein the measurement comprises a parity measure-
ment of the readout qubit, according to some embodiments.

FIG. 34 1s a process flow diagram illustrating using a
switch operator to excite a readout qubit such that a subse-
quent round of error correction gates can be applied 1n
parallel with performing measurements of the readout qubit,
according to some embodiments.

FIG. 35 1s a process flow diagram illustrating a process for
using detlation to perform measurements of a qubit, accord-
ing to some embodiments.

FIG. 36 A 1s a process flow diagram illustrating a process
for deflating a cat qubit and measuring a “b” mode of the
deflated cat qubit to determine information about a first
mode of the deflated cat qubit, according to some embodi-
ments.

FIG. 36B 1s a process flow diagram illustrating another
process for deflating a cat qubit and measuring a “b” mode
of the deflated cat qubit to determine mformation about a
first mode of the deflated cat qubit, according to some
embodiments.

FIG. 37 1s a process flow diagram illustrating a process for
evolving a cat qubit via three wave or higher mixing
Hamiltonian and performing a homodyne, heterodyne, or
photo detection of the evolved cat qubit to measured a
measured property of another bosonic mode of the cat qubit,
according to some embodiments.
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FIG. 38 1s a process tlow diagram 1illustrating a process of
utilizing a shifted Fock basis to simulate a cat qubit with
(lceI*>>1), according to some embodiments.

FIG. 39 1s a block diagram illustrating an example com-
puting device that may be used i at least some embodi-
ments.

While embodiments are described herein by way of
example for several embodiments and illustrative drawings,
those skilled 1n the art will recognize that embodiments are
not limited to the embodiments or drawings described. It
should be understood, that the drawings and detailed
description thereto are not intended to limit embodiments to
the particular form disclosed, but on the contrary, the inten-
tion 1s to cover all modifications, equivalents and alterna-
tives falling within the spirit and scope as defined by the
appended claims. The headings used herein are for organi-
zational purposes only and are not meant to be used to limait
the scope of the description or the claims. As used through-
out this application, the word “may” 1s used 1n a permissive
sense (1.e., meaning having the potential to), rather than the
mandatory sense (1.e., meaning must). Similarly, the words
“include,” “including,” and “includes” mean including, but
not limited to. When used 1n the claims, the term “or” 1s used
as an inclusive or and not as an exclusive or. For example,
the phrase “at least one of X, y, or z” means any one of X, v,
and z, as well as any combination thereof.

DETAILED DESCRIPTION

The present disclosure relates to methods and apparatus
for implementing a unmiversal gate set for quantum algo-
rithms that are fault-tolerant and that efliciently use
resources.

In many circumstances, the overhead cost of performing
universal fault-tolerant quantum computation for quantum
algorithms may be high. To perform such fault-tolerant
quantum computations, magic state distillation 1s often used.
For example, magic state distillation may be used {for
simulating non-Clifford gates in a fault tolerant way. How-
ever, since magic state distillation circuits are not fault-
tolerant, the Clifford operations must be encoded 1n a large
distance code 1n order to have comparable failure rates with
the magic states being distilled.

In order to perform quantum computations, universal
fault-tolerant quantum computers may be required to be
built with the capability of implementing all gates from a
universal gate set with low logical error rates. Further, the
overhead cost for achieving such low error rates may need
to be low. Transversal gates are a natural way to implement
such fault-tolerant gates. However, as 1s known from the
Eastin-Knill theorem, given any stabilizer code, there will
always be at least one gate 1n a universal gate set that cannot
be implemented using transversal operations at the logical
level.

In order to deal with this i1ssue, several fault-tolerant
methods for implementing gates 1n a universal gate set have
been explored. However, magic state distillation remains a
leading candidate 1n the implementation of a universal
fault-tolerant quantum computer. However, the costs of
performing magic state distillation remains high. One of the
reasons for the high costs of magic state distillation 1s that
the Clifford circuits used to distill the magic states are often
not fault-tolerant. Consequently, the Clifford gates are
encoded 1n some error correcting code (often the surface
code) to ensure that these gates have negligible error rates
compared to the magic states being injected.
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In some embodiments, efliciently implementing a univer-
sal gate set may involve multiple layers of a quantum
computer/quantum algorithm. For example at a lowest layer,
building blocks of a quantum computer may include nano-
mechanical resonators that are controlled using an asym-
metrically-threaded superconducting quantum interference
device (asymmetrically-threaded SQUID or ATS). The
nano-mechanical resonators may be configured to resonate
at one or more frequencies and may be coupled to the ATS,
wherein the ATS controls the phonic modes. Also the ATS
may be coupled to a bandpass filter and then an open
transmission line that enables photons from the ATS to be
adsorbed by the environment. At a next level, error correc-
tion may be implemented for the quantum computer com-
prising nano-mechanical resonators and an ATS. For
example error corrected codes may be built that utilize the
ATS and phononic modes of the nano-mechanical resonators
to detect and/or correct errors. At yet another level, gates
may be implemented for the quantum computer using the
error corrected codes as 1nputs or outputs to the gates. Also,
qubits of the gates may be error corrected. At yet a higher
level logical gates may be built that utilize one or more of
the physical gates. Note that while several of the protocols
described herein, such as the STOP algorithm, bottom-up
approach to preparing Toflol1 gates, the top-down distillation
of Tofloli gates, measurement techmiques, and/or shitted
Fock basis simulations are described in terms of a system
that utilizes nano-mechanical resonators that implement
hybrid acoustic-electrical qubits, 1n some embodiments
other hardware types may be used, such as those that
implement electromagnetic qubits.

Asymmetrically Threaded Superconducting Quantum Inter-
terence Device (ATS)-Phononic Hybrid System

In some embodiments, a circuit for use 1 a quantum
computer may comprise nano-mechanical linear resonators
and an asymmetrically threaded superconducting quantum
interference device (SQUID, ATS). The nano-mechanical
resonators and ATS may implement qubits that are hybnd
acoustic-electrical qubits, for example as opposed to elec-
tromagnetic qubits. In some embodiments, both the nano-
mechanical resonators and ATS may be situated on a same
component and may provide for easily extending a system to
include additional components with additional nano-me-
chanical resonators that implement additional hybrid acous-
tic-electrical qubits. This may also enable scaling of a
number of qubits needed for a quantum computer by 1nclud-
ing more or fewer components. Such an approach may allow
for simpler extension and scaling than a system wherein
components that implement qubits are integrated into a
single chip, and newly designed chips are required to extend
or scale the system to have more or fewer qubits. As used
herein, the terms “mechanical”. “acoustic”, “phononic”, etc.
may be used to describe mechanical circuits as opposed to
clectromagnetic circuits.

In some embodiments, more phononic resonators (e.g.
nano-mechanical resonators) may be connected to a same
control circuit, such as an ATS, than 1s possible for electro-
magnetic resonators. This 1s due, at least in part, to the
smaller size of the phononic resonators as compared to
clectromagnetic resonators. However, in such systems cross-
talk between the phononic resonators coupled to the same
control circuit must be addressed in order to avoid errors.
Multiplexed control of phononic resonators using a common
control circuit, such as an ATS, 1s further discussed 1n detail
below.

In some embodiments, a structure of a chip comprising
phononic resonators may take the form of a planar circuit
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with metal components that form superconducting circuits,
such as the ATS. The ATS may be physically connected via
wire leads to very small (e.g. micron-sized or nano-sized)
suspended mechanical devices, such a linear nano-mechani-
cal resonator. The suspended mechanical devices may be
located on a same chip with the ATS circuit or may by
located on a separate chip that has been heterogeneously
integrated via a flip chip, or similar component, with a

bottom chip comprising the ATS and/or additional sus-
pended mechanical devices, e.g. other mechanical resona-
tors.

In some embodiments, electrical connections to the ATS
may be laid on top of a piezoelectric material that has been
ctched into a pattern to form the nano-mechanical resona-
tors. In some embodiments, different variables, such as
piezoelectric coeflicient, density, etc. may aflect how
strongly coupled the ATS 1s to the mechanical resonators.
This coupling may be expressed i terms of a phonon
coupling rate in the Hamailtonian for the system.

When coupling a nano-structure, such as a nano-mechani-
cal resonator, to an electrical circuit, very small capacitors
are required since the nano-structure components, €.g. nano-
mechanical resonators, are also very small. Typically i an
electrical circuit, such as an ATS circuit, there are other
capacitances. Since the capacitor for the nano-structure is
very small, these other capacitances in the circuit may lower
the signal Voltage and thus dilute a signal directed to one of
the nano-components, such as a nano-mechanical resonator.
However, to deal with this 1ssue, a high-impedance inductor
may be coupled 1n the control circuit between the ATS and
the nano-mechanical resonator. The high-impedance induc-
tor may have a very low parasitic capacitance, thus electrical
fields directed at the nano-mechanical resonators may act on
the nano-mechanical resonators with only minimal dilution
due to capacitance of the inductor (e.g. parasitic capaci-
tance). Also, the high impedance inductor may suppress loss
mechanisms.

In some embodiments, the non-linear coupling of the
nano-mechanical resonators may be given by gzazbuh C.
where g, 1s a coupling rate between a storage mode (a) and
a dump mode (b). In some embodiments, the non-linearity
may be implemented using an asymmetrically threaded
SQUID (superconducting quantum interference device),
also referred to herein as an “ATS.” The ATS may comprise
a superconducting quantum interference device (SQUID)
that has been split approximately in the middle by a linear
inductor. In 1its most general form, the ATS potential 1s given
by the following equation:

1

U(d) = —ELba_ﬁ — 2E jcos(¢s)cos(¢ + ¢ ) + 2AE jsin(¢s )sin(¢ + ¢a )

In the above equation, ¢ is the phase difference across the

ATS q)E _(q)exr 1 +¢EJ:E 2)/2)(‘),& (q)exr 1 q)exr 2)/2 Elﬂ(f q)exr,l
(Pexs.) 18 the magnetic flux threadmg the left (right) loop, 1n
units of the reduced magnetic flux quantum ®,*=h/2E. Here

E; ,=D, /L, E~=E, +E;,)2; and

F:. —F.
QEJ=( j,lz j,Z)

1s the junction asymmetry. This AT'S potential can be further
simplified by tuning ¢~ and ¢, with two separate flux lines.
For example, FIG. 1A illustrates ATS 102 included in
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control circuit 100, wherein ATS 102 includes separate flux
lines 108 and 110. Note that FIG. 1A includes ATS 102 1n
control circuit 100 and also an enlarged depiction of ATS
102 adjacent to control circuit 102 that shows ATS 102 1n
more detail. The flux lines may be set such that:

T

Py = 5 + €,(1) and

JT
C‘b& — E

In the above equations, & (1)=&, , cos(w,t) 1s a small
alternating current (AC) component added on top of the
direct current (DC) basis. At this bias point, and assuming

that |1€,(1)I<<1 then the equation above for U(¢) can be
reduced to:

U () = %E@Eﬁz — 2E je, (Dsin($) + 2AE jcos(B).

Using the control circuit 100 shown in FIG. 1A, quantum
information may be stored 1n a state of a linear mechanical
resonator. For example quantum information may be stored
in storage mode 106. The stored quantum information may
also be autonomously error corrected by way of artificially
induced two-phonon driving and two-phonon decay con-
trolled by the ATS. These two phonon processes are mnduced
through the non-linear interaction g,ab"+h.c. between the
storage mode a and an ancillary mode b, called the dump,
such as dump mode 104 shown 1n FIG. 1A. The dump mode
1s designed to have a large energy decay rate K , so that it
rapidly and irreversibly “dumps the photons 1t contains nto
the environment. It K , 1s much larger (e.g. ~10x or more)
than the coupling rate g,, then the dump mode can be
adiabatically eliminated from the Hamiltonian, for example
as shown in FIG. 1B. For example, as shown on the right
side of FIG. 1B, the emission of phonon pairs via g,34°b" can
be accurately modeled as a dissipative process described by
a dissipator ~D[a”]. Additionally, if the dump mode is
linearly driven as €*be “#+h.c. this provides the required
energy to stimulate the reverse process g,*(a**)b, which in
the adiabatic elimination, as shown in FIG. 1B, can be
modeled as an eflective two-phonon drnive. Altogether, the
dynamics can be accurately modeled through the equation:

dp 2 2 _ — 42
— =KyDla® —a”], where o =€/g; and k; = 4g; / K4

The steady states of the dynamics of the system shown 1n
FIG. 1B are the coherent states |o>,|-a>>, or any arbitrary
superposition of the two. This protected subspace can be
used to encode a qubit through the following defimition of a
logical basis: 10,) =la.), [1;) =I-a) . Qubits encoded in this
way are ellectively protected from X errors (e.g. bit flips)
because the bit-flip rate decays exponentially with the code
distance |al”, as long as K,lal*>>K,, wherein K, is the
ordinary (e.g. single-photon) decay rate of the storage mode.
Since lal®~1, this condition is generally equivalent to
K,/K,>>1. However, Z errors (e.g. phase tlips) may not be
protected by this code.

As discussed above, an ATS 1s formed by splitting a
SQUID with a linear inductor. The magnetic flux threading
of each of the two resulting loops of the ATS can be
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controlled via two nearby on-chip flux lines, such as flux
lines 108 and 110 shown 1n FIG. 1A. These flux lines can be

tuned to appropriate values and can send radio frequency (rf)
signals at appropriate frequencies for a desired non-linear
interaction to be resonantly activated 1n the nano-mechanical
resonator. The dump mode 104, may further be strongly
coupled to a dump line of characteristic impedance Z,,
which mduces a large energy decay rate as required.

In some embodiments, the nano-mechanical storage reso-
nator (e.g. storage 106) may be a piezoelectric nano-me-
chanical resonator that supports resonances in the GHz
range. These resonances may be coupled to superconducting,
circuits of the control circuit 100 via small superconducting
clectrodes (e.g. terminals) that either directly touch or
closely approach the vibrating piezoelectric region of the
nano-mechanical resonators. The values of the nonlinear
coupling rate g,, the two-phonon dissipation rate k,, and the
ratio K,/K, can be calculated as follows:

First, compute the admittance Y, () seen at the terminals
of the nano-mechanical resonator using a fimite element
model solver. Next, find an equivalent circuit using a Foster
synthesis algorithm (further discussed below). Then, diago-
nalize the combined circuit and compute the zero-point
phase tluctuations ¢, , and ¢, , Furthermore, compute the
dissipation rates k, and k, of the eigenmodes. Next compute

L;

g2 ==L Jeod? 2.

Also, compute k,=4g,°/k .

In some embodiments, a nano-mechanical element, such
as the nano-mechanical resonator that implements storage
mode 106 and dump mode 104 may be represented as an
equivalent circuit that accurately captures 1ts linear
response. This can be done using Foster synthesis 1f the
admittance Y () seen from the terminals of the mechanical
resonator 1s known. For example, the admittance may be
computed using finite element modeling. In some embodi-
ments, a Foster network may be used to accurately represent
a one-dimensional (e.g. linear) phononic-crystal-defect reso-
nator (PCDR), which may be a type of nano-mechanical
resonator used 1 some embodiments. In some embodi-
ments, the dump resonator may be modeled as having a fixed
impedance, such as 1 kilo ohms.

For example FIG. 2 illustrates a version of control circuit
100 that has been represented using a Foster network (e.g.
equivalent circuit 200). In 1ts simplest form, equivalent
circuit 200 may be represented as ‘a DC capacitance’ 1n
series with an LC block (e.g. L represents an inductor and C
represents a capacitor for the LC block), wherein an addi-
tional resistor 1s inserted to include the effects of the loss in
the resonator. For example, Foster network 210 1s modeled
to include capacitor 204, inductor 206, and resistor 208. The
linear part of the dump resonator (including the inductor that
splits the ATS) can also be represented as an L.C block, such
as LC block 212. In this representation the dump resonator
(c.g. 212) and the storage resonator (e.g. 210) are repre-
sented as two linear circuits with a linear coupling and can
therefore be diagnolized by a simple transformation of
coordinates. For example, FIG. 2 illustrates a diagnolized
circuit representation 214. The resulting “storage-like” (a)
and “dump-like” (b) eigenmodes both contribute to the total
phase drop across the ATS. For example, ¢=¢ . (a+a")+q,,
(b+b"). These modes therefore mix the via the ATS potential,

b

which may be redefined as U(J))ﬁU(J))—?EL!bcpZQ because
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the inductor has already been absorbed into the linear
network. The zero-point phase fluctuations of each mode are
given by:

| h
Ci,j = H(C_UZUJJJ&

In the above equation C 1s the Maxwell capacitance
matrix of the circuit. U i1s the orthogonal matrix that diag-
nolizes C~Y*L.~'C~'2, where L' is the inverse inductance
matrix. The index k € {a, b} labels the mode and j labels the
node 1n question. Note that 1n some 1nstances as described
herein the notation of 1 may be omitted because 1t 1s clear
from context, e.g. the node of 1nterest 1s the one right above
the ATS.

The way 1n which the ATS mixes the modes 1s explicit
given the third-order term 1n the Taylor series expansion of
the sin(¢) contains terms of the form 4%b +h.c., which is the
required coupling. This 1s a reason for using the ATS as
opposed to an ordinary junction, which has a potential
~cos(U(¢)).

For analysis the pump and drive frequencies may be set to
w,=2w,~w, and w~w,. This brings the terms 2,4%b +h.c.
into resonance allows the other terms in the rotating wave
approximation (RWA) to be dropped. The coupling 1s given
by ngDchpfcp /2h. Additionally, a linear drive € *b+h.c.
at frequency o _~wm, 1s added to supply the required energy
for the two-photon drive.

Multi-Mode Stabilization/ATS Multiplexing

In some embodiments, the scheme as described above
may be extended to be used 1 a multi-mode setting, in
which N>1 storage resonators are simultaneously coupled to
a single dump+ATS. This may allow for the cat subspaces of
cach of the storage modes to be stabilized individually. For
example, a dissipator of the form 2, D[a,*—a”]. However, in
order to avoid simultaneous or coherent loss of phonons
from different modes (which fails to stabilize the desired
subspaces), an incoherent dissipator 1s required. This can be
achieved 1f the stabilization pumps and the drives for the
different modes are purposetully detuned as follows:

H=3 (€ *DbT+h.c)+Z,,
where Em*(d)(r)zem*(

& LI 2Wpp—0i+ Ay

g2 €

I. .(gg*(’”)(r)afajbuh.c.),
oBml and gf(m)(r)z
where

In the above equation o, #’=2w_-m, +A and o, “=mw, A
are the pump and drive frequencies for mode m. By detuning
the pumps, the pump operators of different modes can rotate
with respect to each other. I1 the rotation rate 1s larger than
k., then the coherences of the form afp(aj)z in the Lind-
bladian vanish 1 a time averaged sense. The drive de-
tunings allow the pumps and drives to remain synchronized
even though the pumps have been detuned relative to one
another.

In some embodiments, the modes a, and a, may be
simultaneously stabilized using a multiplexed ATS, wherein
the pumps have been detuned. Simulations may be per-
formed to determine the detuning parameters using the
simulated master equation, as an example:

A .
D= —f[—aial + “ﬂ‘ra? + Ezﬂzz + h.c.), p] + kzD[ﬂ% + a%](p)

2 (E2€
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Bandwidth Limaits

The above described tuning works best when the detuning,
A 1s relatively small as compared to k. This 1s due to the fact
that, unlike the single-mode case, where k,=4g,°/k,, the
two-phonon decay of the multi-mode system 1s given by:

el
B T 1+ 4, k)2

The Lorentzian suppression factor can be understood by
the fact that photons/phonons emitted by the dump mode as
a result of stabilizing mode n are emitted at a frequency
w,+A and are therefore “filtered” by the Lorentzian line-
shape of the dump mode which has linewidth k,. This sets
an upper bound on the size of the frequency region that the
de-tunings are allowed to occupy. Furthermore, 1n some
embodiments, the de-tunings A, may all be different from
cach other by an amount greater than k, i order for the
dissipation to be incoherent. In a frequency domain picture,
the spectral lines associated with emission of photons/
phonons out of the dump must all be resolved. This, also sets
a lower bound on the proximity of different tunings. As such,
since an upper bound and lower bound are set, bandwidth
limits for the de-tunings may be determined. Also, taking
into account these limitations, an upper bound on the num-
ber of modes that can be simultaneously stabilized by a
single dump can also be determined. For example, 1f de-
tunings are selected to be A =nA, with A~k,, then the

maximum number of modes that may be simultaneously
stabilized may be limited as N_ __~k,/A~k,/k,. As a further

example, for typical parameters, such as k,/2m~10 MHz and
k,/2m~1 MHz, this results in bandwidth limits that allow for
approximately 10 modes to be simultaneously stabilized.

For example, FIG. 3 illustrates a control circuit 300 that
includes a single dump resonator 302 that stabilizes multiple
storage resonators 304.
Use of a High-Impedance Inductor to Enhance Coupling
Between a Dump Resonator and One or More Storage
Resonators

In some embodiments, the coupling rate g, may be
increased by using a high impedance inductor. This 1s
because g, depends strongly on the effective impedance 7
of the dump resonator. For example, g,~Z . Thus, in some
embodiments, using a large inductor 1n the ATS may result
in a large effective impedance Z ,. In some embodiments, the
inductor chosen to be included 1 the ATS circuit may be
sufliciently linear to ensure stability of the dump circuit
when driven strongly during stabilization. For example, a
high impedance inductor used may comprise a planar mean-
der or double-spiral inductor, a spiral inductor with air
bridges, an array with a large number of (e.g. greater than
50) highly transparent Josephson junction, or other suitable
high impedance inductor.
Filtering 1n Multi-Mode Stabilization/Multiplexed ATS

In some embodiments, microwave filters (e.g. metamate-
rial waveguides) may be used to alleviate the limitations
with regard to bandwidth limits as discussed above. Such
filters may also be used to eliminate correlated errors in
multiplexed stabilization embodiments. For example, FI1G. 4
illustrates control circuit 400 that includes a single dump
resonator 404, multiple storage resonators 406, and a filter
402.

More specifically, when stabilizing multiple storage
modes with the same dump resonator and ATS device a

number of cross-terms appear in the Hamiltonian that would
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otherwise not be there 1n the single-mode case. For example,
these terms take the form of g,aa b e™". After adiabatic
climination of the b mode (for example as discussed 1n
regard to FIG. 1B), these terms eflectively become jump
operators of the form k, _aa,e™ Unlike the desired jump
processes k., ajzj which result 1n the individual stabilization
of the cat subspace of each resonator, the correlated decay
terms result 1n simultaneous phase tlips of the resonators
and k. For example, these correlated errors can be damaging
to the next layer of error correction, such as 1n a repetition
or striped surface code.

In some embodiments, 1n order to filter out the unwanted
terms 1n the physical Hamiltonian that give rise to effective
dissipators that cause correlated phase flips, the de-tunings
of the unwanted terms may be larger than half the filter
bandwidth. This may result in an exponential suppression of
the unwanted terms. Said another way, the de-tunings and
filter may be selected such that detuming of the effective
Hamiltoman 1s larger than half the filter bandwidth. More-
over, the filter mode (along with the dump mode) may be
adiabatically eliminated from the model 1n a similar manner
as discussed 1n FIG. 1B for the adiabatic elimination of the
dump mode. This may be used to determine an eflective
dissipator for a circuit such as control circuit 400 that
includes both dump resonator 404 and filter 402.

As discussed above, correlated phase errors may be
suppressed by a filter 1f the corresponding emitted photons
have frequencies outside of the filter bandwidth. In some
embodiments, all correlated phase errors may be simultane-
ously suppressed by carefully choosing the frequencies of
the storage modes. For example cost functions may be used
taking into account a filter bandwidth to determine opti-
mized storage frequencies. For example, in some embodi-
ments a single ATS/dump may be used to suppress deco-
herence associated with all eflective Hamiltonians for 3
storage modes. In such embodiments, all dominant sources
ol stochastic, correlated phase errors in the cat qubits may be
suppressed.

Multi-Terminal Mechanical Resonators
In some embodiments, nano-mechanical resonators, such

as those shown in FIGS. 1-4 may be designed with multiple
terminals that allow a given nano-mechanical resonator to be
coupled with more than one ATS/control circuit. For
example a single connection ATS may include a ground
terminal and a signal terminal, wherein the signal terminal
couples with a control circuit comprising an ATS. In some
embodiments, a multi-terminal nano-mechanical resonator
may include more than one signal terminal that allows the
nano-mechanical resonator to be coupled with more than
one control circuit/more than one ATS. For example, 1n
some embodiments, a nano-mechanical resonator may
include three or more terminals that enable the nano-me-
chanical resonator to be coupled with three or more ATSs. If
not needed an extra terminal could be coupled to ground,
such that the multi-terminal nano-mechanical resonator
functions like a single (or fewer) connection nano-mechani-

cal resonator. In some embodiments, different signal termi-
nals of a same nano-mechanical resonator may be coupled
with different ATSs, wherein the ATSs may be used to
implement gates between mechanical resonators, such as a
CNOT gate. For example, this may allow for implementa-
tion of gates on the stabilizer function.
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Example Physical Gate Implementations

Recall the Hamiltonian of a system comprising of mul-
tiple phononic modes a, coupled to a shared ATS mode b:

A';"A
akak +wpb b—2F

N N 3
=" w p(r)sir{z b+,
=1 k=1 /

wherein ¢,=¢,(3,+4a,7) and ¢,=¢, (b+b™). Also, ¢, and ¢,
quantify zero-point fluctuations of the modes a, and b. To
simplily the discussion, neglect small frequency shifts due
to the pump &, (1) for the moment and assume that the
frequency of a mode 1s given by its bare frequency (in
practice, however, the frequency shifts need to be taken 1nto
account; see below for the frequency shift due to pump).
Then, 1n the rotating frame where every mode rotates with
its own Irequency, the following i1s obtained:

b

H. . = —-2E i€, (I)sin[z o, ekt + h.c.+pbe b + h.c.

A

where @, and ¢, quantity zero-point fluctuations of the
modes a, and b. Note that the rotating frame has been used
where each mode rotates with 1ts own frequency.

First, a linear drive on a phononic mode, say a,, can be
readily realized by using a pump & (1)=&, cos(w,t) and
choosing the pump frequency w, to be the trequency of the
mode that 1s to be driven, that 1s, o =w,. Then, by taking
only the leading order linear term in the sine potential (e.g.,
sin(X)=X we get the desired linear drive:

ﬁmr:—ZEjEp(pk(ﬁk+ﬁ;)+H'

where H' comprises fast-oscillating terms such as -E &,
(pae™ ™ +h.c.) with I=k and E,E ((pbbe (OO c. ) as
well as other terms that rotate even faster. Since the fre-
quency differences between different modes are on the order
of 100 MHz but &€ _I/(2m) 15 typically much smaller than 100
MHz, the faster oscﬂlatmg terms can be 1gnored using a
rotating wave approximation (RWA).

To avoid driving unwanted higher order terms, one may
alternatively drive the phononic mode directly, at the

expense of increased hardware complexity, instead of using
the pump &, (t) at the AI'S node.

Now moving on to the implementation of the compen-
sating Hamiltonian for a CNOT gate. For example a com-
pensating Hamiltonian for a CNOT gate may have the form:

(0 + 4] = 2e)(a)an — o)

Without loss of generality, consider the CNOT gate
between the modes a, (control) and a, (target). Note that
H . o7 comprises an optomechanical coupling
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between two phononic modes, a linear drive on the control
mode

JT

~(g7 )@ + 1),

and a selective frequency shift of the target mode

To realize the optomechanical coupling, one might be
tempted to directly drive the cubic term a,a, a,+h.c. in the
sine potential via a pump €,(1)=<, cos(w,t). However, the
direct driving scheme 1s not su1table for a couple ol reasons:
since the term a,a,'a, rotates with frequency ), the
required pump frequency is given by w, =w,; which 1s the
same pump frequency reserved to engineer a linear drive on
the 4, mode. Moreover, the term a,4,74a, rotates at the same
frequency as those of undesired cubic terms. Hence, even 1f
the linear drive 1s realized by directly driving the phononic
mode a,, one cannot selectively drive the desired optom-
echanical coupling by using the pump trequency w,=w, due
to the frequency collision with the other cubic terms.

In some embodiments, to overcome these frequency col-
lision 1ssues, the optomechanical coupling is realized by
o:T-resonantly driving the term (4, +A\)a,bT. For example, we
use fact that a time-dependent Hamiltonian H=)AbTe?
yields an effective Hamiltonian H —(XZ/A)ATA upon time-
averaging assuming that the popula‘[lon of the b mode is
small (e.g. b'b<<1) and the detuning A is sufficiently large.
Hence given a Hamiltonian H*x(a,+A)a,bTe™**=h.c., we get

L 4,

2
g XA ot f
E'ff e & ﬂl +ﬂl -+ -+ Aﬂlal

2*512

In particular, by choosing A=—2ca, we can realize the
optomechamcal coupling as well as the selective frequency
shift of the a, mode, e.g. chx(aﬁaf ~2a)a, a4, up to an
undesired cross-Ker term -a, 4,4, a,/(2c). In this scheme,
we have the desired selectivity because the term (a 1+K)asz
is detuned from other undesired terms such as (a,+A)a, b’
with k=3 by a {frequency difference w,-m,. Thus, the
unwanted optomechanical coupling (a,+4,)a,'a, can be
suppressed by a suitable choice of the detuning A. It 1s
remarked that the unwanted cross-Kerr term &, a,a,7a, can
in principle be compensated by ofl-resonantly driving
another cubic term 4,4, b" with a different detuning A'=A.

Lastly, similar approaches as used 1n the compensating
Hamiltoman for the CNOT gate can also be used for a
compensating Hamiltonian for a Toil

ol1 gate.
Example Processes for Implementing an ATS-Phononic
Hybrid System

FIG. 5 1llustrates a process of stabilizing a nano-mechani-
cal resonator using an asymmetrically-threaded supercon-
ducting quantum interference device (AIS), according to
some embodiments.

At block 502, a control circuit of a system comprising one
or more nano-mechanical resonators causes phonon pairs to
be supplied to the nano-mechanical resonator via an ATS to
drive a stabilization of a storage mode of the nano-mechani-
cal resonator such that the storage mode 1s maintained 1n a
coherent state. Also, at block 504, the control circuit dissi-
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pates phonon/photon pairs from the nano-mechanical reso-
nator via an open transmission line of the control circuit that
1s coupled with the nano-mechanical resonator and the ATS.

FIG. 6 1illustrates a process of stabilizing multiple nano-
mechanical resonators using a multiplexed ATS, according
to some embodiments.

At block 602, storage modes for a plurality of nano-
mechanical resonators that are driven by a multiplexed ATS
are chosen such that the storage modes are de-tuned. For
example, block 602 may include detuning storage modes
supported by a plurality of nano-mechanical resonators from
a dump resonator containing an asymmetrically-threaded
superconducting quantum interference device At block 604
phonon pairs are supplied to a first one of the nano-
mechanical resonators at a first frequency and at block 606
phonon pairs are supplied to other ones of the nano-me-
chanical resonators at other frequencies such that the fre-
quencies for the respective storage modes of the nano-
mechanical resonators are de-tuned. For example, blocks
604 and 606 may include applying a pump and drive to an
ATS to activate two-phonon driven-dissipative stabilization
to a first one of the nano-mechanical resonators and sup-
pressing, via a microwave bandpass filter, correlated decay
processes from the plurality of nano-mechanical resonators.

Additionally, the storage mode frequencies and a band-
width for a filter of the control circuit may be selected such
that de-tunings of unwanted terms are larger than half the
filter bandwidth. Then, at block 608 a microwave filter with
the determined filter bandwidth properties may be used to
filter correlated decay terms from the plurality of nano-
mechanical resonators.

STOP Algorithm and Preparation of a Fault-Tolerant Uni-
versal Gate Set Including Bottom-Up Preparation of Totlol
(rates

In some embodiments, the systems described above that
implement hybrid acoustic-electrical qubits may be used to
implement a universal gate set. In some embodiments, error
correction may be used to correct for errors and/or noise 1n
such systems. In some embodiments, a STOP algorithm, as
described herein, may provide an eflicient protocol for
providing error detection and/or correction. In some
embodiments, systems, as described above, that implement
hybrid acoustic-electrical qubits may introduce noise that 1s
biased towards phase flip errors. With such knowledge about
error bias, error correction protocols, such as a STOP
algorithm, may be used to efhiciently correct for errors.
Additionally, as further discussed below, error correction
may be used to correct for errors when preparing Totloli
gates using a bottom-up approach (and/or when using a
top-down approach which i1s further discussed 1n the next
section).

In some embodiments, a STOP algorithm may be used to
determine when 1t 1s acceptable to STOP measuring stabi-
lizer measurements as part of an error detection/error cor-
rection operation while guaranteeing a low probability of
logical errors. For example, a STOP algorithm may be used
to measure stabilizer measurements prior to performing a
Toflol1 gate wherein measured errors are corrected prior to
applying the Toflol1 gate.

An alternative to using a STOP decoder may be to use
graph based error correction techniques. However, these
techniques are typically predicated on the use of Clifford
gates and are not as useiul when applying Toflol1 gates. For
example, these techniques imnvolve measuring data qubits at
the end of performing an operation to determine errors.
However, for non-Clifford gates, a single qubit error of the
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initial input qubits can cause a logical failure that may not
be detected using a standard graph based error correction
technique.

In contrast, a STOP algorithm measures stabilizers for
input data qubits such that error detection and/or correction
can be performed prior to performing an operation, such as
a non-Clifford gate. In addition, mstead of measuring the
stabilizers for the data qubits a fixed number of times, which
may be insuthlicient to detect/correct logical errors 1in some
situations, or which may be unnecessary in other situations,
a STOP algorithm may be used to determine when stabilizer
measurements can be stopped while still guaranteeing a low
probability of logical errors. For example, 1n some embodi-
ments, a STOP algorithm may guarantee that a total number
of failures 1s less than a code distance of repeatedly encoded
data qubits (e.g. a repetition code) divided by two. Thus the
majority of the repeated data qubits are known to not be
erroneous and a logical error will not occur because the
majority of the encoded data qubits are correct. For example,
errors can be tolerated as long as the total number of errors
1s less than the code distance divided by two. In such
situations, the errors will not result 1n a logical error, because
the majority of the encoded qubits are not erroneous. Note
that a physical error 1s distinct from a logical error. A
physical error acts on an 1individual qubit, whereas a logical
error 1s an erroneous logical output determined based on
physical qubits. A logical error cannot be directly detected,
and 1f not detected, cannot be corrected. For example, an
uncorrected physical error may result 1n a logical error, but
if the physical error was undetected, there 1s no way to
subsequently measure the logical error caused by the physi-
cal error, without knowing about the physical error.

In some embodiments, a STOP algorithm may also be
applied to qubits used for performing non-Clifford gates,
such as a Tofloli gate. Also, 1n some embodiments, a STOP
algorithm may be used when growing a repetition code from
a first code distance to a second code distance, wherein
stabilizers at a boundary between code blocks that are being
joined to grow the repetition code are measured. The STOP
algorithm may be used to determine when repeated mea-
surements of the stabilizers at the boundary can be stopped
without introducing logical errors into the expanded repeti-
tion code.

In some embodiments, when preparing a Toflol1 gate, a
STOP algorithm may be used to detect and/or correct errors
in the initial computational basis states used to prepare the
Toflol1 gate. The STOP algorithm may also be used 1n
preparing Cliflord gates that are applied 1n a sequence to
implement the Tofloli gate, wherein the STOP algorithm 1s
used to detect/correct errors 1 the Clifford gates. Addition-
ally, the STOP algorithm may be used to perform error
detection/correction between measurements of g, which 1s
repeatedly measured as part of preparing the Tofloli gates
using a bottom up approach, as further discussed below. In
some embodiments, a round of error detection may be
performed between each round of measuring g ,.

In some embodiments, a STOP algorithm may follow an
algorithm similar to the algorithm shown below:

Set: t=(d-1)/2; n,;,~0; countSyn=1; SynRep=1
N, e Increase=0; test=0
while test=0 {
if 1~
test=1;

;

Measure the error syndrome. Store the error syndrome from
the previous round in synPreviousRound and the current
syndrome 1n synCurrentRound.
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if (countSyn>1) 4

if (synPreviousRound=synCurrentRound) {
SynRep=SynRep+1;

N Increase=0;

1 else 4

SynRep=0;

if (n,, Increase=0) 4

n . —n!“#i+1,;

n,.lIncrease=1;
1 else

N Increase=0

h

h

if (SynRep=t-n, +1) {
test=1;

h

countSyn=countSyn+1;

;

Said another way, let S, be the error syndrome of the i
round ol syndrome measurements. The goal of the STOP
algorithm 1s to compute the minimum number of faults that
can cause changes between two consecutive syndromes. The
worst case scenario 1s where a single two-qubit gate failure
results 1n three different syndrome outcomes. To see this, let
S, ; be the syndrome from round k-1. Now suppose the
operator X" is measured using the circuit 700 shown in
FIG. 7 with the input error E_, such that s(E. )=s,_,. Further,
suppose the last two-qubit gate fails resulting in the error
XQ. The X error results in the data error XE, (e.g. data error
702) which may have syndrome s,_,, while the Z error flips
the syndrome outcome (e.g. measurement outcome 704 ),
resulting 1n the syndrome s, which can be different from s, _,
and s, ,. Hence without any other failure, this example
shows that a single fault can cause three distinct syndromes
S,_1» S, and s, _ ;.

The STOP decoder tracks consecutive syndrome mea-
surement outcomes s, S, . . . , S,', where r 1s the total number
of syndrome measurements (r 1s not fixed), between two
syndrome measurement rounds k and k+1 (with correspond-
ing syndromes s, and s, ), wherein the minimum number of
faults causing a change in syndrome outcome (represented
by the variable n,z) 1s only incremented it n, . did not
increase in round k.

Now assuming there were no more than t=(d-1)/2 faults
for a distance d error correcting code, if the same syndrome
s; was repeated t—n.+1 times in a row, then the syndrome
must have been correct (1.e. there were no measurement
errors). As such, 1n this situation one could use the syndrome
s, to correct the errors and terminate the protocol.

Similarly, 1t n~t, then there must have been at least t
taults. As such, by repeating the syndrome measurement one
more time (resulting in the syndrome s,) and using that
syndrome to decode, there would need to be more than t
faults for s to produce the wrong correction. Hence the
STOP decoder terminates 1 one of the following two
conditions are satisfied:

1) The syndrome s, 1s obtained t-n, +1 times in a row. In
which case the s, syndrome 1s used to decode. OR

2) The variable n . gets incremented to n,,.~t. In which

case, the syndrome measurement 1s repeated one more
time and the repeated syndrome measurement 1s used to
decode.

Stabilizer Operations with the Repetition Code

In some embodiments, logical computational basis states
may be prepared using a repetition code. In some embodi-
ments, stabilizer measurements of a repetition code may be
performed using a STOP algorithm, as described above.
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Also, 1n some embodiments, the methods described herein
may be applied to any family of Calderbank-Shor-Steane

(CSS) codes.

In some embodiments, using the fact that for an n-qubit
repetition code [+>,=|+) ©”, preparing |+) ©” followed by a
logical Z,=7%" measurement (see FIG. 8) projects the state
to 10) ; given a +1 outcome and [1) ; given a —1 outcome.
Since a measurement error on the ancilla results 1n a logical
X,=X, error applied to the data, fault tolerance can be
achieved by repeating the measurement of 7, using the
STOP algorithm (where the syndrome corresponds to the
ancilla measurement outcome), and applying the appropriate
X, correction given the final measurement outcome. For
instance, 1f 10) ; 1s the desired state and the final measure-
ment outcome at the termination of the STOP algorithm 1s
-1, X, would be applied to the data. Lastly, note that only X
errors can propagate from the ancilla to the data but are
exponentially suppressed by the cat-qubaits.

In some embodiments, computational basis states may be
prepared using an approach that only mmvolves stabilizer
measurements. For example, starting with the state ) =
10) ©” which is a +1 eigenstate of Z,, measure all stabilizers
of the repetition code (each having a random =1 outcome)
resulting in the state:

n—1

3, = [ (2L oyer
=1

If the measurement outcome of X, X, | 1s -1, the correc-
tion I1_ lij can be applied to the data to flip the sign back
to +1. However given the possibility of measurement errors,
the measurement of all stabilizers ( X, X,, X, X5, . . .,

X X )must be repeated. If physical non-Clifford gates
are applied prior to measuring the data, then the STOP
algorithm can be used to determine when to stop measuring
the syndrome outcomes. Subsequently, minmimum-weight
perfect matching (MWPM) may be applied to the full
syndrome history to correct errors and apply the appropriate
/. corrections to fix the code-space given the inmitial stabilizer
measurements. When Clifford gates are applied to the data

qubits in order to prepare a ITOF) magic state, this second

scheme for preparing the computational basis states may be
used along with the STOP algorithm.

Additionally, it 1s pointed out that although the logical
component of an uncorrectable error EZ, (where E® is

correctable) can always be absorbed by |0 ) ; resulting 1n an

output state [ ) =E“10 ) -, 1t 15 still important to have a

O LT

fault-tolerant preparation scheme for [0 ) ; (and thus to
repeat the measurement of all stabilizers enough times). For
instance, 1f a single fault results 1n a weight-two correctable
/. error (assuming n=3J), a second failure during a subsequent
part of the computation can combine with the weight-two
error resulting 1n an uncorrectable data qubit error. Hence,
such a preparation protocol would not be fault-tolerant up to
the full code distance.
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Implementation of Logical Cliflord Gates

Since the CNOT gate 1s transversal for the repetition code,
focus can be placed on implementing a set of single qubait
Clifford operations. Recall that the Clifford group 1s gener-
ated by:

Py = (H;, S;, CNOT;), where H =

(o 1

Note that H and S given above are the Hadamard and
phase gate operators. In some embodiments, S and Q=SHS
may form a generating set for single-qubit Cliflord opera-
tions. In implementing such states, injection of the state

=l o)

1
[1i) = —={(10) + i]1)),
2

o)

which 1s a +1 eigenstate of the Pauli operator, may be
performed.
In FIG. 10 a circuit 1000 for implementing S, 1s given,

wherein the circuit takes I1 ) , as an 1nput state and includes
a transversal CNOT gate and a logical Z-basis measurement.
If a-1 measurement outcome 1s obtained, a Z, correction 1s
applied to the data. Note however that a measurement error
can result 1 a logical Z, being applied incorrectly to the

data. As such, to guarantee fault-tolerance, one can repeat
the circuit of FIG. 10 and use the STOP algorithm to decide
when to terminate. The final measurement outcome may
then be used to determine 1t 7, correction 1s necessary. The
implementation of S can thus be summarized as follows:
1.) Implement the circuit shown 1n FIG. 10 and let the
measurement outcome be S;;
2.) Repeat the circuit of FIG. 10 and use the STOP
algorithm to decide when to terminate; and
3.) If the final measurement outcome S,=+1, do nothing,
otherwise apply Z,=7.,7. . . . Z,  to the data.
The circuit 900 for implementing the logical Q=SHS gate

1s given 1n FI1G. 9. The circuit consists of an mjected Ii) -
state, a transversal CNOT gate, and a logical X-basis mea-
surement 1s applied to the mput data qubaits. If the measure-
ment outcome 1s -1, Y, 1s applied to the data. As with the
S gate, the application of the circuit in FIG. 9 1s repeated
according to the STOP algorithm to protect against mea-
surement errors. The full implementation of QQ; 1s given as
follows:

1.) Implement the circuit i FIG. 9 and let the measure-

ment outcome be S, ;

2.) Repeat the circuit in FIG. 9 and use the STOP

algorithm to decide when to terminate; and

3.) If the final measurement outcome S =+1, do nothing,

otherwise apply Y,=Y,7Z, . .. Z_ to the data.

Note that the logical Hadamard gate can be obtained from
the S, and Q, protocols wusing the 1dentity
H=STSHSS™=STQST. Hence ignoring repetitions of the cir-
cuits 1n FIGS. 9 and 10, the implementation of H, requires

three logical CNOT gates, two |-1 ) - and one 1 ) , state, two
logical 7 basis measurements and one logical X basis
measurement. Instead of using two logical Hadamard gates
and one CNOT gate to obtain a CZ gate, a more eflicient
circuit 1s shown in FIG. 12. Lastly, since the circuits 1n
FIGS. 9 and 10 contain only stabilizer operations and
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injected 1 ) ; states, using the STOP algorithm to repeat the
measurements 1s not strictly necessary. For instance, one
could repeat the measurement a fixed number of times and
majority vote istead of using the STOP algorithm. However
in low noise rate regimes, the STOP algorithm can poten-
tially be much more eflicient since the average number of

repetitions for the measurements can approach t+1 where
t=(d-1)/2.

Growing Encoded Data QQubits to Larger Code Distances
with the Repetition Code

In some embodiments, a state [ )dlzalo >d1+[3ll )dl
encoded 1n a distance d, repetition code 1s grown to a state

[y ) =00 ) ~»+PI0 ) ., encoded 1n a distance d, repetition

code. Such a protocol may be used to grow TOF ) magic
states as further described below.

Let Sﬂ:(XlXZ,, X, X5, ... Xdl_le) be the stabilizer
group for a distance d, repetition code with cardinality

IS, 1=d,-1. Similarly S, 1s defined as Sdﬁ:(ﬁld1+l

Xisz -+ K1 X0 ) with S, |=d,-d,-1. Furthermore the
stabilizer group for a distance d,, repetition code 1s given by

Sx={ X1 Xs, XX, . Xy X ).

Also gi(ﬁﬂ) 1s defined as the 1°th stabilizer in S ;; and gi(‘ﬂ)
to be the 1"th stabilizer mn S, , so that g =X X . and

g (V=X 2+i%4,4i+1- L€ protocol for growing o ) PR (0
i ) - 18 given as follows:

1.) Prepare the state I, ):IO )®(d2'd1).

2.) Measure all stabilizers in S, resulting 1n the state

do—dy -1

o) = ]—I

=1

(d])
[1 iif ]|0>@(d2d1)_

3.) Repeat the measurement of stabilizers in S ;. using the
STOP algorithm and apply MWPM to the syndrome
history to correct errors and project to the code-space.
If g ““? is measured as -1 in the first round, apply the
correction 11, , 17, to the data.

4.) Prepare the state [, ):del )®|U.Jz) and measure
Xﬁflxdm'

5. Repeat the measurement of all stabilizers of S ,, using
the STOP algorithm and use MWPM over the syn-
drome history to correct errors. If in the first round the
stabilizer X, X, , 1s measured as -1, apply the cor-
rection II_ “'7Z..

The growing scheme mnvolves two blocks, the first being

the state [ ) ., which is grown to [ ) ». The second block
involves the set of qubits which are prepared in the state

[P, ) o and stabilized by S, (steps 1-3). The key 1s to
measure the boundary operator X, X, between the two
blocks which eflectively merges both blocks into the
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encoded state [ )2,, which 1s a simple implementation of
lattice surgery. To see this, consider the state prior to step 4:

W}g — |$>d1 ®|w2>di

= a|0) 4 ®|$z>di + Bl ® |$2>di

dr—1

4 g
o | |[ 5 ]I0>d1®|0>®fdzdﬂ+
i=d|+1
dn—1

( (@]) )

I4‘£ﬁ
X | |
ﬁg 1 2

i=dy+1 /

0} @10y®1 2741

In the above equation |1 ) 17 %,10 ) - Also, when mea-
suring X ; X ; and performing the correction I1,_ 47 if the

_I_

measurement outcome 1s -1, | ) 5 1s projected to:

dy—1 () dy—1 (d1)
I+g1]1+Xd1Xdl+l (1+g51] o
= 2
o= | ] (e T (L2 oo
i=dy+1 =1
dr—1 @) dy -1 (d))
sx [1+gj 1 ](delxdm] [1+ ‘ ]I0>®d2
. 2 2 2

dr—1

_ "1’]_[ (!+ JEX;H )|0>®d2 v BX, ]—[ (I+ }ng )|0>®d2
i=1

= a]0)y, + BX110),,
— W}dz

The rounds of repeated stabilizer measurements in steps 3
and 5 (above) may be required due to the random outcomes
and measurement errors which can occur when performing
the appropriate projections. A pictorial representation for the
growing scheme 1s shown in FIG. 16.

Bottom-Up Fault Tolerant Preparation of the I TOF ) Magic
State

In some embodiments, a ITOF) magic state can be
prepared using the repetition code, wherein the

ITOF) magic state 1s used 1n simulating a Tofloli gate.

The ITOF) magic state 1s given by:

1
ITOF) = 5 2, [ X1 X2 X1 A X2),

which 1s stabilized by the Abelian group

STOF= ( BA4H8BEC )

where
£~X,CNOT, ;
2r=X>CNOT | 5

gc=43CL, 2
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(Given one copy of a I TOF ) magic state, a Toflol1 gate
can be simulated using the circuit 1102 in FIG. 11 A, and the
required Clifford corrections are given in FIG. 11B. Note
that 1f a correction involves the stabilizer g -, the CZ gate can
be implemented using the circuit 1200 1n FIG. 12. Also, note
that for the Clifford corrections a 0 indicates a +1 measure-
ment outcome whereas a 1 indicates a —1 measurement
outcome (1n either the X or Z basis). The stabilizers g, g,
and g~ are given 1n the equations above.

Next, how to fault-tolerantly prepare the [TOF ) magic
state 1s discussed. First, note that the state

L(|010>+|111>)

1) = 7

1s stabilized by g , and g . Such a state can straightforwardly
be prepared using the circuit 1300 i FIG. 13. In what
follows, physical Tofloli gates will need to be applied

between ancilla qubits and [, ) prior to measuring the data.

As such, it 1s important that the states |0 ) -, and |1 ) , 1n the

circuit 1300 of FIG. 13 be prepared using the STOP algo-

rithm since otherwise measurement errors in the last ancilla
measurement round could lead to logical failures. Once

|+ ) 75 11 ) ., and 10 ) - have been prepared, the CNOT gate
1302 1in FIG. 13 1s applied transversally.

Now, given a copy of I, ), the | TOF ) magic state can
be prepared by measuring g , using the circuit 1400 of FIG.
14 resulting 1n the state 10" .. If the measurement outcome

1s +1, [ )GMZITOF ) Otherwise, 1f the measurement 1s -1,

[y )GHFZZITOF ) Hence given a-1 measurement outcome,
a logical 7., correction 1s applied to the second code block.
A more detailed implementation 1700 of the controlled-g ,
gate 1400 1s shown 1n FIG. 17. For example, the circuit 1700
1s shown for measuring a code with code distance d=3. In
general, d Tofloln gates are required. Note that for the
repetition code, a single CNOT gate 1s required since
X=X, . Further, due to the transversal CNOT gates, physical
Toflol1 gates are applied sequentially as shown 1n the figure.
Note that such a circuit can be used for any Calderbank-
Shor-Steane (CSS) code. The sequence of Tofloli gates
would remain unchanged. Generally more two-qubit gates
would be required depending on the minimal weight repre-
sentation of X, .

Note that since the CNOT, ; gate can be done transver-
sally for the repetition code, and that X, on the second code
block 1s given by a physical X gate on the first qubit of that
block, the controlled-g, circuit can be highly parallelized
thus greatly simplifying 1ts implementation. For example,
FIG. 18 1llustrates a more parallelized circuit for measuring
g  which requires one flag qubit 1802. Such a circuit reduces
the depth of Toflol1 gates 1n half at the cost of adding to
time-steps due to the extra CNOT gates. The flag qubit can
also be used for detecting X errors arising on the control
qubits of the CNOT and Tofloli gates. If an X error occurs,
the flag qubit measurement outcome will be —1 1nstead of
+1. As 1n FIGS. 14, 15, and 17, if either the X or Z basis

measurement outcomes are —1 instead of +1, the entire

ITOF) magic state preparation protocol 1s aborted and
begins anew.
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As was also the case as discussed above with regard to the
repetition code, a measurement error on the ancilla results in
a logical 7, failure and thus the measurement of g , needs to
be repeated. This can be done deterministically using the
STOP algorithm. However due to the increasing circuit
depth with increasing repetition code distance 1n addition to
the high cost of the controlled-g , gate, such a scheme does
not have a threshold and results i relatively high logical
fallure rates. An alternative approach 1s to use an error
detection scheme by repeating the measurement of g,
exactly (d-1)/2 times for a distance d repetition code. In
between each measurement of g ,, one round of error detec-
tion 1s applied to the data qubits by measuring the stabilizers
of the repetition code. This 1s shown 1 FIG. 15. If any of the
measurement outcomes are non-trivial, the protocol for

preparing the |TOF> magic state 1s aborted and reinitial-
ized. In FIG. 19A, an example 1900 i1s provided of a
two-dimensional layout of qubits and sequence of operations
for measuring g,, which 1s compatible with the above
described ATS architecture for a distance 5 repetition code.
Such a layout uses a mimmum number of ancilla qubits and
can be straightforwardly generalized to arbitrary repetition
code distances. The ancilla qubits are used to first prepare a

GHZ state. Subsequently the required Tofloli and CNOT
gates are applied, followed by a disentangling of the GHZ

states and measurement of the |+ ) state ancilla. The equiva-

lent circuit 1950 implementing the g, measurement for a
d=5 repetition code 1s shown 1n FIG. 19B.

Notice that to respect the connectivity constraints of the
ATS’ s, the lighter grey vertices 1902 need to be swapped
with the darker grey vertices 1904 on the second block
(shown 1n the upper left corner of the lattice of FIG. 19A).
Such a role reversal between the ancilla and data qubits does
not lead to additional cross-talk errors for the reasons
discussed above with regard to a multiplexed ATS with
filtering and thus can be tolerated. As such, all controlled g ,
measurements 1 FIG. 15 may be implemented using the
circuit 1950 1n FIG. 19B with the qubait layout given in FIG.
19A.

Lastly, note that the circuit 1950 in FIG. 19B used to
measure g, 1s not fault-tolerant to X or Y errors. However,
since 1t 15 assumed that X and Y errors are exponentially
suppressed, flag qubits for detecting X-type error propaga-
tion are unnecessary as long as X or Y error rates multiplied
by the total number of fault locations are below the target
levels for algorithms of interest.

FIG. 20A 1llustrates high-level steps of a protocol for
implementing a STOP algorithm, according to some
embodiments.

At block 2002 syndrome outcome measurements are
performed for an arbitrary Calderbank-Shor-Steane code. At
block 2004 consecutive ones of the syndrome outcomes are
tracked to generate a syndrome history. At block 2006
syndrome measurements are stopped 11 condition 1 (shown
in block 2006 A) or condition 2 (shown 1n block 2006B) are
met. Condition one 1s that a same syndrome outcome 1s
repeated a threshold number of times 1n a row, wherein the
threshold 1s equal to ((d-1)/2)-n, »—1 Condition two 1s that
n,e1s equal to (d-1)/2, and one additional syndrome out-
come has been measured subsequent to reaching n, (d-1)/
2. IT etther of these conditions are met, then the measure-
ments of the syndrome outcomes can be stopped. At block
2008 if condition one 1s met, the repeated syndrome out-
come 1s used to perform error correction. Also, at block 2008
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iI condition two 1s met, the subsequently measured syn-
drome outcome 1s used to perform error correction.

FIG. 20B illustrates high-level steps for determining a
parameter (0, used in the STOP algorithm, according to
some embodiments.

At block 2052 n ;, »1s 1nitialized with an initial value equal
to zero. At block 2054 a first round of syndrome outcome
measurements 1s performed. Also, at block 2056, a second
round of syndrome outcome measurements 1s performed. At
block 2038 it 1s determined if the syndrome outcomes
measured in the round performed at block 2056 (e.g. the
current round of syndrome outcomes) differ from the syn-
drome outcomes measured for the preceding round. If so, at
block 2060 1t 1s determined 1f n, . was incremented 1n the
previous round, if not n, . 1s incremented by one at block
2062 and the process repeats for a subsequent round of
syndrome outcome measurements. However, note that when
condition one or condition two (as shown 1n blocks 2006 A
and 2006B) are met, the syndrome measurements are
stopped. If the syndrome outcomes measured in the round
performed at block 2056 (e.g. the current round of syndrome
outcomes) are the same as the syndrome outcomes measured
for the preceding round or 1t 1s determined at block 2060 1f
n,. was mcremented for the preceding round, the process
reverts to block 2056 and another round of syndrome
outcomes are measured without incrementing n, -

FIG. 21 illustrates high-level steps of a protocol for
growing a repetition code from a first code distance to a
second code distance using a STOP algorithm, according to
some embodiments.

At block 2102 a |y, ) state 1s prepared as described
above, for example using the circuit shown 1 FIG. 13. At
block 2104, all stabilizers S ., are measured resulting in a

state [, ) . This may be done as described above with regard
to stabilizer operations for the repetition code. At block
2106, the measurements of the stabilizers in S ,,, are repeated
using the STOP algorithm and MWPM 1s applied to the
syndrome history to correct errors and project the code into
the increased code space. At block 2108 a [,) state i1s
prepared and X , X ., ., are measured. At block 2110 the
measurements of all the stabilizers of S, are repeated using
the STOP algorithm and MWPM 1s applied over the syn-
drome history to correct errors.

FIG. 22 illustrates high-level steps of a protocol for
implementing a logical Tofloli gate using a bottom-up
approach with Tofloli magic state injection, according to
some embodiments.

At block 22, fault-tolerant computational basis states are
prepared using the STOP algorithm, wherein the fault-
tolerant computational basis states are to be used as mputs
for a Toflol1 gate preparation. At block, 2204, a CNOT gate
1s transversally applied to the fault-tolerant computational
basis states to prepare a I,) state. At block 2206 g, is
measured for the I,) state, which yields a state [ _ ). If
the measurement of g, has a measurement outcome of -1
then a Z correction is applied. This projects the I},) state
into a |TOFF) state. At block 2208 the measurements of g,
are repeated such that g, 1s measured (d-1)/2 times.
Between rounds of measurement of g ,, error detection 1s
performed. If non-trivial values are measured for either g , or
the error detection, the protocol 1s aborted and re-initiated
anew. At block 2208, 11 all the measurements outcomes of g,
and the error detection performed at 2208 are trivial, a
Totloli magic state (e.g. ITOFF) state) 1s prepared based on

the measurement of g, and the state 1_ ). For example, if
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all the measurements outcomes of g, and the error detection
pertormed at 2208 are trivial, then 1y_ ) =I'TOFF) . At block
2210 a sequence of Cliflord gates as shown 1n circuit 1102
of FIG. 11A are applied. Also the Clifford error corrections
shown 1n FI1G. 11B are applied. This may be done as part of
a top down distillation of a logical Toflol1 gate (as described
in more detail below) that utilizes the prepared Toflol1 magic
state as an input to the distillation process.

Top-Down Dastillation Process to Yield Low-Error Rate
Totlol1 Gates

As discussed above, the Toflol1 gate when combined with
the Clifford group forms a umversal gate set for quantum
computation. Alternatively, universality can be achieved by
complementing the Clifford group with a supply of high-
fidelity Toflol1 magic states encoded 1n a suitable quantum
error correction code. For many high threshold error cor-
rection codes, such as repetition (for very biased noise) or
surface codes, high fidelity Tofloli magic states are diflicult
to prepare. The paradigm of magic state distillation uses
encoded Cliflord operations to distill higher fidelity magic
states from lower fidelity magic states. For example, the
Totlol1 magic states prepared using the bottom-up approach
described above may be used as 1n a magic state distillation
process to vield even lower fault-rate Tofloli magic states.

The conventional approach to magic state distillation uses
a supply of low fidelity T magic states as iputs to protocols
that output other types of magic state, including TOFF
states. However, 1n some architectures the supply of noisy
TOFF states can be prepared at better fidelity than the noisy
T states. This 1s because all Calderbank-Shor-Steane (CSS)
codes, such as surface and repetition codes, have a trans-
versal CNOT and this property can be used to robustly
prepare the TOFF state (as described above for the bottom-
up approach). However, the success probability of such
“bottom-up preparation” protocols drops as the target fidel-
ity 1s 1increased and so it 1s desirable to design magic
distillation protocols that can further purity noisy TOFF
states at low overhead. If the bottom-up TOFF protocol 1s
used to prepare TOFF states with 107°-107° error rates, then
for several quantum algorithms only a single round of magic
state distillation would be need to achieve 107°-10"° logical
error rates. In contrast, for T states prepared at 107°-10~*
error rates, to achieve comparable logical error rates 1t would
require two rounds of magic state distillation with quadratic
error suppression, or alternatively a single round of the
15T—1T protocol with low (1/15) rate.

In some embodiments, to address these 1ssues a top-down
distillation process 1s performed that uses TOFF or CCZ
states without using any T states, either as raw distillation
material or as catalysts. Also triorthgonal codes are not used
in the usual sense, but instead provide a new technique for
protocol design by describing CCZ circuits 1n terms of cubic
polynomuials. It 1s noted that CCZ states are Clifford equiva-
lent to TOFF states, and when using cubic polynomaial
formalism, i1t will be beneficial to work 1n the language of
CCZ states. As an example of these techniques, it 1s shown
that 1t 1s possible to achieve 8CCZ—=2CCZ distillation,
equivalently 8TOFF—=2TOFF detecting a fault on any single
TOFF state. In cases where noise on the CCZ state 1s very
biased towards certain types of faults, more compact and
cllicient protocols are possible, which are also described.

In some embodiments, various architectures may be used
to 1mplement the distillation processes described herein,
such as a 2D architecture using the repetition code, asym-
metric surface codes (for biased noise) or conventional
square surface codes. The 2D implementation performs the
required Clifford operations using lattice surgery to realize
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a suitable sequence of multi-qubit Pauli observables (also
called multi-patch measurements).

FIG. 23 1llustrates high-level steps for distilling a low-
error rate logical Toflol1 gate using multiple ones of the
logical Toflol1 gates prepared using a bottom-up approach as
described i FIG. 22, according to some embodiments.

For example, at block 2302 physical Toflol1 magic states
are generated, which may have a probability of error of
approximately 2.8x107*. This error probability may be
improved by an order of magnmitude or more by applying the
STOP algorithm and error correction techniques described
above for the bottom-up approach. For example, block 2304
illustrates the improvements in error-rate that are realized by
utilizing the bottom-up approach. However, further
improvements 1n error rate can be achieved by performing a
top-down distillation process. For example, block 2306
1llustrates that error probabilities may be reduced to approxi-
mately 8x107'° by performing a single round of distillation
using Tofloli magic states prepared using the bottom up
approach as inputs.

FIG. 24 illustrates a layout of multiple bottom up Totlol1
gates that are used to distill low-error rate logical Tofloli
gates, according to some embodiments.

To give a general view of the distillation process, FIG. 24
illustrates a circuit 2400 that includes qubits that have been
prepared to implement bottom up (e.g. “BU”’) magic states.
Also other qubits of the circuit have been prepared to
implement CCZ magic states (or low-error rate Tofloli
magic states/gates). Additionally, some of the qubits 1imple-
ment an error check for the CCZ magic states. For example
cach set of check qubits may be associated with a pair of
CCZ magic states.

Synthesis

First, observe that a CCZ, ; , gate on qubits 1, j and k, will

perform:

. ,xn>:(—1)xixjxk|xl,;§:2,x:3, -

CCZ;; X1, %0,%3, . . LX)

where [X)=IX,, X,, X3, . . . , X,_) represents a computational
basis state described as a binary string x=(X,, X,, X5, ..., X, ).
More generally, consider conjugating these CCZ gates with
a CNOT circuit. For any invertible matrix J, there exists a

CNOT circuit V such that:
Zlex) (.

Composing these operations a generalized CCZ gate 1s
given by:

CCZy, 1yt =VICCZ 5 3V 1x) =(=1)010G2D030))

where I, is the k”” column vector of T and J,x=2_[J,] x , is the
dot product between this vector and the bit string vector X.
Because I 1s invertible, the J, must be linearly independent,
but otherwise there are no constraints. Furthermore, only
three column vectors are needed to describe the action of a
single generalized CCZ gate.

Alternatively, a generahzed CCZ gate can be realized

using a single CCZ maglc state as shown 1n 2504 FIG. 25.
The CCZ magic state 1s:

|CCZ) = CCZ|+)|+)|+) = (=117273 y)ly2)lys)

2\/_2

yEEZ

and 1t can be used to mnject a CCZ gate as illustrated 1n FIG.
25 and which can be extended to generalized CCZ gates by

controlling the CNOT gates determined by the associated
vectors I, I,, and J,. Furthermore, the CNOTs 1n the CCZ
injection can be replaced with a sequence of multi-qubait
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Pauli measurements, which are the primitive operations 1n
lattice surgery based architectures.

In some embodiments, a unitary as shown below can be
composed using CCZ, CZ, Z and CNOT gates:

U= (-1 Pxa

where J 1s invertible and f: z ,”—=z , 1s some Boolean
function expressible as a cubic polynomial. Formally, this
can be expressed as shown below 1n Theorem 1:

Theorem 1: Let U be a unitary of the form of the equation
above with a function f such that there exists a cubic
polynomial representation:

f(X) — Z Fa,b,ﬂ-xa-xb-xﬂ

a=b=c

with integers F, ; ;. It follows that there are many difterent
factorizations of the polynomial as follows:

f =) x5 005 ) + 4T Qx
=1

where J/ are binary vectors (and therefore linear functions)
and a Q 1s a lower-triangular binary matrix (representing a
quadratic Boolean function). Then there exists a circuit
composed of {CCZ, CZ, Z, CNOT} that implements U
using at most C copies of the CCZ gates. We call the minimal
such C the cubic rank of the polynomaial.

CCZ Magic State Distillation

In some embodiments, cubic polynomial formalism 1s
used to develop routines for distillation of high-fidelity
|ICCZ) magic states. For example, given a supply noisy
|ICCZ) states with Z noise, the noisy |CCZ) states can be
distilled using Clifford operations to obtain a smaller num-
ber of |ICCZ) states with less noise. Note that given any
noise model, [CCZ) magic states can be twirled so that the
noise becomes pure Z noise. Accordingly, in some embodi-
ments, a circuit 1s designed to realize a target unitary, say
U=ICCZ) ®* that acts on 3k qubits plus some number m of
check qubits. However, instead of minimizing the number of
CCZ gates 1n the circuit, the proposed design 1s such that Z
errors on the |[CCZ) magic state propagate onto the check
qubits. Therefore, by measuring the check qubits at the end

of the circuit, errors can be detected on the noisy
|ICCZ) states.

To be more precise about the error correction properties of
a circuit, as an example, take the following definitions:

Definition 1: Given two Boolean functions f and g that
can be expressed as cubic polynomuials, 1t can be said they
are Clifford-equivalent f~g i1f and only if there exists a
Boolean function q expressible as a quadratic function, such

that f(x)=g(x)+q(x) for all x.

If f~g, then clearly they also have the same cubic rank,
and the associated unitaries have the same minimal CCZ
count.
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Definition 2: Given a sequence of generalized-CCZ
gates described by the set of column vectors
R ) S - as used in the equation above in the
Synthesis discussion a set of matrices J, 1s defined each with
three columns as follows:

_ . o I/
=4, 43, 1) :(E]

If the last m qubits are considered as check qubits, then the
matrices are partitioned into (7 (the bottom m rows) and I/
as shown.

It is noted that C=(C', C*, C°, . .., C% and L=(L",
L% ..., L% play a role analogous to X-check and logical
X operator matrices of quantum code. Also error notation for

the error patterns on the 1nitial magic states 1s needed.
Definition 3: Given a ICCZ) ®C magic state, it is said that

it has error pattern e=(e,, €,, €;) € z , error 11 1t 15 1n the state

EICCZ) =(Z'QL7=RLA)ICCL)

Given a sequence of C generalized-CCZ gates, the notation

used is ¢=e/, e/, ;) to denote the error for the jth

ICCZ) state, so that the joint state 1s:

EICCZ )®*=_S@(zf @72 @7 ccz )

It is said that an error has w fault-locations if € is non-zero
for w of the ICCZ ) states.

The distinction between notion used above with regard to
weight and the usual Hamming weight of the concatenated
string (e', . . ., %) is important because many methods of
preparing a noisy |CCZ ) state will lead to errors such as
7/Q7& 1 that have a comparable probability to a single
qubit error ZQ7Z 1. Indeed, we will typically be interested
in knowing how many |CCZ ) states are aflected by an
arbitrary error, though 1t 1s assumed errors are uncorrelated
between different ICCZ ) states. Observations about error
propagation 1n FIG. 25 can now be formalized as follows:
Given unitary U realized by a sequence of generalized CCZ
gates represented by matrices as 1n Def. 2 with magic states
suffering Pauli error (e, . . ., €%). Then the resulting unitary
on the target qubits is UZ[w], where Z[w]=_,"QZ"" and the
vector w € z 1s

W:ZJ"FE"F
J

Identitying the last m qubits as check qubits, w can be
partitioned into two parts as follows:

L{=ZL"F€"F

J

V:ZC“FE"F

J

Now knowing how errors propagate generally, this
knowledge can be applied to a specific protocol, such as
distillation of 2 low-error rate logical Toflol1 gates from 8
noisy Tofloli magic states, or a distillation of 1 low-error rate
logical Tofloli gate from 2 noisy Toflol1 magic states.

Consider a unitary U realized by a sequence of general-
1zed CCZ gates represented by matrices as 1n Def. 2 and with
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the last m qubits identified as check qubits and U=U (U, &
1 ) where U 1s Clifford and 1 _ acts on the check qubits.
Consider the following protocol:

1.) Prepare all qubits in the state [+) ;

2.) Perform the Clifford inverse U,.~' and any Clifford

corrections from gate injection;

3.) Measure the last m qubits in the X basis.

Then X basis measurements 1 step 4 will yvield +1
outcomes provided the magic state error pattern satisfies:

©,0,... ,07 :Zciei
;

The protocol outputs the magic state Z[u]U,|+) " with
error Z[u] that 1s trivial whenever

©,0,... .07 :ZLJEJ
j

Example Protocols
Consider the 2CCZ—1CCZ protocol with ¥ matrices:

(1 0 0y (0 O O
0 1 0 1 1 0O
0 0 1 0 0 1
1 001 0 0O

It 1s straightforward to verity that the corresponding cubic
polynomaal 1s:

_ 2. _ 2
F (X)X 3X 4 557X 3 =Xy X3 X 4 Xy X 3~X | XX

So the circuit realizes U=CZ, ;(CCZ, , ;)1 4, which 1s a
single CCZ gate and (up to a Clifford) 1t acts trivially on the
check qubit. There is only a single check qubit v,=e, +e,".
Therefore, it detects any error pattern where 1=e, +e,”,
which includes a single (Z&Q1®1 ) error on either input
magic state. However, 1t fails to detect other single fault
error patterns such as (1 ®Z&1 ) on one magic state.

Now consider the 8CCZ—=2CCZ protocol that detects an
arbitrary error on a single input CCZ. state. A possible circuit
2602 implementation of this protocol 1s illustrated in FIG.
26. This protocol uses 3 check qubits and the associated J;
matrices are shown 1n FIG. 26, such as matrix 2608 corre-
sponding to a first CCZ, matrix 2610 corresponding to a
second CCZ, matrix 2612 corresponding to a third CZZ, and
matrix 2614 corresponding to an eighth CCZ. Note that there
would be eight total matrices with one corresponding to each
of the eight CCZ’s. However, for ease of illustration only
matrices for CCZs 1-3 and 8 are shown. Computing the
cubic polynomial, yields:

F(0)=x 1 XX 3 +x X 5%

which represents two CCZ gates and has trivial action on the
check qubits. Notice, there 1s no quadratic component to this
polynomial, so no inverse Cliflord 1s required. Regarding the
error detection capabilities, notice that every check matrix 1s
the 1dentity and so the three bit error syndrome 1s V:Zjej .
Given a fault on a single CCZ state, one of the e' vectors will
be non-zero and so v will be non-zero and the error 1s
detected. In contrast, 1t two CCZ states have an 1dentical
error pattern, so €=’ =0, then the syndromes will cancel and
this will be an undetected error. However, not all two fault
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errors go undetected. If magic states j and 7' suller faults, but
¢/=¢/, then this two fault pattern will be detected. The
intuition for why the above matrices have the desired
property 1s related to the fact that the matrices are built using
a subset of the codewords from 3 copies of a Reed-Muller
code.

Consider an error model where a single noisy magic state
has error pattern & with probability P (¢/) We will use the
convention P (0,0,0)=1-&. The success probability 1s:

Puc= ). | [Pleh)
Dzzj_fj J

where the sum 1s over all configurations with trivial syn-
drome. To determine the fidelity of the output magic state,

we should sum over all configurations with trivial syndrome
and no logical damage on the state. To leading order this 1s
dominated by the “no error” case, and indeed this gives a
firm lower bound on the fidelity, so

j:E(l _E)S/Psuc

Now considering the depolarizing error distribution:

(1l—e e=(0,0,0

[P(E;‘):% T
e /7 e%(0,0,0)

Then the leading order contributions to the success prob-
ability can be counted as follows. The zero faults contribu-
tion adds to the success probability. We do not count any
single fault events since they are all detected. Of the two
fault events, we need a pair (3,1') of magic states (ol which
there are 8 choose 2=28 combinations) to sufler the same
non-trivial error pattern €, of which there are 7 types of & =0.
This means there are 196 undetected two fault error patterns,
which contributes 196(€/7)*(1-€)°=(196/49) €~ (1-€)° to
the success probability. However, not all of the undetected
two fault error patterns lead to a logical failure, with a
contribution of (184/49) & (1-€)° to undetected logical
failures. This leads to the approximate results of:

P,.=~1-8¢
184
2 2
i o - E 3755
Cout (49 ]E e

Note that the constant factor 3.755 in front of € is quite
small for a distillation protocol. This 1s because this protocol
detects the vast majority of all two fault events.

In some embodiments, the above protocol may be gen-
eralized to 3k+2CCZ—=kCCZ.

Example Implementation of Lattice Surgery

FIG. 27 illustrates an example implementation of the
above described protocol using lattice surgery. Throughout,
we refer to the mput magic state error rate as € and the
output error rate 1s simply Era,,gefﬂvO(Ez). As noted earlier,
the generalized CCZ gates can be injected using only
multi-Pauli measurements. For many error correction codes,
such as topological codes and repetition codes, lattice sur-
gery provides a natural way to measure multi-qubit Pauli
operators. The following examples are concerning using thin
surface codes with asymmetric distance for bit-flip and
phase-tlip noise. When there 1s an asymmetry we use the
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convention that the bit-thip distance 1s smaller. This also
includes the repetition code as the limit where the bit-flip
distance 1s one.

The lattice surgery approach dedicates some ancilla qubits
to act as communication routes between logical qubits.
When performing a multi-patch measurement, these qubits
are temporarily brought into an error correction code for d_
rounds of error correction. The value of d , must be sufli-
ciently large that the probability of an error during the
multi-patch measurement 1s small enough. The largerd_, the
more protection one has against measurement errors. How-
ever, an error during measurement 1s equivalent to a single-
qubit Pauli error on the magic state. Therefore, d_, has to be
suiliciently large that the probability of measurement error 1s
small than O(€). However, the measurement error probabil-
ity does not have to be smaller than the intended infidelity
of the output magic state. However, the logical qubaits
labelled 1 through 6, need to be encoded 1n a code protecting
with distance d, for bit-flips and d_ for phase-lips, where
these are suiliciently large that logical error rates are lower
than O(&?).

The logical qubits labelled 7 through 9 are the check
qubits for the protocol and are encoded in a code with
distance d_ for bit-tlips and d_ for phase-tlips. If there 1s a Z
logical error on a check qubit at any point, this can be
commuted to the end of the circuit and will be detected
provided 1t 1s the only fault. Therefore, we can set d_'<d_,
requiring only that d_' 1s suthiciently large that a 7 logical
occurring 1s less likely than O(€). In the surface code, the
space/qubit cost 1s 2d_d_, so the total space cost for qubits 1

through 9 and the routing ancilla space 1s:

N,=14d.(2d +2d +d."

In addition, there 1s a space cost N, for the L, blocks
responsible for preparing the input Tofloli or CCZ states. We
will need 8 such CCZ states, though 1n FIG. 27 the injection
process 1s divided into two batches of 4 CCZ states. There-
fore, we need at least 4 L0 blocks, but due to the finite
success probability pt of each L0 block, some redundancy 1s
needed to ensure we succeed with high probability (other-
wise there will be a slight time delay). Given a factor R
redundancy, so we use 4R copies of the LO blocks, the
probability of all failing 1s approximately 40. The size of the
L0 blocks will depends on the underlying protocol used,
which 1n the case of the bottom protocol 1s 3d.". If a factor
R redundancy is require then the total L0 space requirement
1S:

Ny=3Rd.

In FIG. 27 a layout 1s shown where R=3. Note that if
2Rd '=7d _, as in the FIG. 27, then the L0 blocks neatly line
up with the ancilla routing region. It all the L0 blocks cannot
fit adjacent to the routing region and a different placement
(such as having two columns of L0 blocks) will need to be
used.

The time cost of the whole distillation protocol 1s 10 d
code cycles. Most of this cost 1s due to multi-patch mea-
surements. Recall that in FIG. 27 the imjection process 1s
divided into two batches of 4 CCZ states. In each batch,
there are several injection events interspersed with each
other, which 1s possible because all the gates 1volved
commute. Note also that the protocol uses multi-patch
measurements and single-qubit measurements, but the single
qubit measurements can be realized in 1 code-cycle and so
are a negligible cost. Assuming a surface code architecture
where each code cycle takes 4tCNOT where tCNOT 1s the
CNOT gate time, gives a total 40 d_ tCNOT time cost.
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FIG. 28 illustrates a process for distilling low-error rate
logical Tofloli gates from a plurality of noisy Tofloli magic
states/Tofloli gates, according to some embodiments.

At block 2802 a plurality of Totloli magic states/noisy
Toflol1 gates are prepared using a bottom-up approach or
other suitable approach. At block 2804 a low-error rate
logical Tofloli gate 1s distilled from a plurality of the Tofloli
magic states/Tolloli gates prepared at block 2802. At block
2806 a check qubit 1s measured to check for errors, wherein
the check qubit 1s associated with the distilled low-error rate
logical Tofloli gate. At block 2808 a low-error rate logical
Toflol1 gate operation 1s performed using the distilled low-
error rate logical Tofloli gate 1n response to a verifying the
check qubit does not indicate an error.

FIG. 29A 1illustrates a process of distilling two low-error
rate logical Tofloli gates from eight noisy Tofloli magic
states/Tofloli gates, accordmg to some embodiments.

At block 2902 8 1101sy Tofloli magic states/Tofloli gates
are selected to be used 1n a distillation of a low-error rate
logical Tofloli gate. At block 2904 lattice surgery is per-
formed to distil the one low-error rate logical Toflol1 gate
from the 8 noisy Tofloli magic states/ Toflol1 gates. At block
2906 a logical Toflol1 gate operation 1s performed using the
distilled low-error rate logical Toflol1 gate, wherein a prob-
ability of error 1s quadratically suppressed for the low-error
rate logical Toflol1 gate as compared to the error rates of the
8 noisy Tollol1 magic states/Toflol1 gates.

FIG. 29B illustrates a process of distilling a low-error rate
logical Tofloli gate from two noisy Tofloli magic states/
Toflol1 gates, according to some embodiments.

At block 2952, two noisy Tofloli magic states/Tofloli
gates are selected to be used 1n a distillation of a low-error
rate logical Toflol1 gate. At block 2954 lattice surgery 1s
performed to distil the one low-error rate logical Toflol1 gate
from the 2 noisy Tofloli magic states/ Toflol1 gates. At block
2956, a logical Toflol1 gate operation 1s performed using the
distilled low-error rate logical Toflol1 gate, wherein a prob-
ability of very biased noise i1s quadratically suppressed for
the low-error rate logical Toflol1 gate as compared to the
very biased noise of the 2 noisy Totlol1 magic states/Totlol
gates.

FIG. 30 illustrates an example method of performing
lattice surgery to distill a low-error rate logical Tofloli gate
from a plurality of noisy Tollol1 magic states/Toflol1 gates,
according to some embodiments.

At block 3002 multi-qubit Pauli operator measurements
are performed during lattice surgery used to distill a low-
error rate logical Toflol1 gate from noisy Toflol1 magic
states/Toflol1 gates, wherein for each J, with k=1, 2, 3, . . .
the following steps are performed. For example, at block
3004, for each k value, a measurement of 7Z,-QZ[],] is
measured where 7, denotes Pauli Z acting on the k”” qubit of
the magic state and Z[J,] 1s a string of Paul1 operators acting
on the algorithmic qubits indexed by the binary vector J,.
Also at block 3006, for each k, measure X on the k” qubit
of the magic state. At block 3008 for each “-1” outcome
measured 1n step 3006, update the Clifford correction frame
by Z[1.]. Then at block 3010 using the measurement out-
come from step 3004, update the Clifford correction frame
by the correction given in the figure.

High Fidelity Measurements

In some embodiments, low measurement error and/or
faster error correction can be achieved by using an addi-
tional readout mode that 1s interrogated as the next error
correction cycle proceeds. For example, circuit 3100 shown
in FIG. 31 includes a readout qubit that enables measure-
ments 3106 to be performed for a first round of error
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correction gates 3106 while (e.g. concurrently) a second
round of error correction gates 3104 are being performed.

Note that while some of the examples included herein are
for hybrid acoustic-electrical qubits and the architecture
described 1n FIGS. 1-30, 1n some embodiments such mea-
surement techniques could be applied 1n other architectures.

Consider fault tolerant operation of a quantum computer
where properties (like stabilizers) of data qubits are repeat-
edly measured. In a given cycle of the error correction this
often mmvolves two steps. First gates act between the data
qubits and an ancilla qubit and then the ancilla qubit is
measured. Subsequent to the measurement of the ancilla
qubit another error correction cycle can proceed.

In some embodiments, faster error correction cycles and
lower measurement error can be achieve by swapping an
ancilla (that would normally be interrogated directly) to an
additional readout qubit (could be some other gate that
achieves same purpose as SWAP like ISWAP, decomposition
of SWAP mto CNOTS etc. Then perform readout on the
readout qubit while the rest of the error correction proceeds.

Such an approach not only reduces error correction cycle
time, but also reduces 1dling errors on the data qubits. This
1s because the data qubits only idle during the time of the
swap 1s typically shorter duration that was i1s required to
perform the measurements. Also, because i1dling 1s not a
concern when measurements are performed on a readout
qubit, more repeated measurement may be taken, which also
increases measurement fidelity. For example, the full error
correction cycle time may be used to collect as many
measurements as permitted to increase measurement fidelity
or perform a single measurement with a long integration
time for the time of the next cycle.

For example, 1n a traditional surface code architecture
with transmons measurement 1s often much slower than the
gates. The error correction cycle time can be sped up by
using this scheme. Additionally depending on the details,
one may have more time to drive/integrate allowing for
higher fidelity measurement without hurting the threshold
because of large 1dling errors.

In some embodiments, the additional readout mode may
be a bosonic mode. In such embodiments, for the measure-
ment of the readout mode repeated individual parity mea-
surements are performed which are then majority voted to
determine the final outcome. Being able to take more of the
repeated measurements increases the fidelity of the final
outcome.

FIG. 32 illustrates a more specific example, wherein
deflation 1s further added. Following the CNOT gates to
entangle the ancilla qubit 3204 with the data qubits 3202 the
ancilla qubit 1s deflated. Detlation imnvolves decreasing the
steady state a for the dissipatively stabilized ancilla qubait
trom an 1nitial lo,,,;,;,,| to some |ag,,,I. The detlation pro-
vides protection from single photon loss events which occur
at a rate proportional to the average number of bosons 1n the
readout mode. Once the mode has been deflated a SWAP
3212 1s performed which transfers the excitation from the
ancilla qubit 3204 to the bosonic readout mode 3206 (which
may be a phononic mode). To achieve high fidelity readout,
repeated QND parity measurements of the bosonic readout
mode 3206 are employed. Each individual parity measure-
ment 1s achieved by dispersively coupling the readout mode
to a transmon qubit 3208.

In some embodiments, during a parity measurement of a
bosonic mode the aim 1s to determine whether there 1s an
even or odd number of photons in a resonator. A single
photon loss even during the process of a measurement will
change the parity potentially resulting 1n an incorrect read-
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out. For dissipatively stabilized systems a simple way to
improve the measurement fidelity 1s to perform a deflation
operation 3214 before the measurement.

In the specific case of a system stabilized by two photon
d1351pat1011 this involves taking the dissipator D[a*-c,, ... ],
to D[a’ ~Olsral *], wherein 0002l <1 Osyririqsl . This 1s done by
Varymg a (t) from the mitial to final value. In most cases
suilicient abrupt change 1s acceptable since there 1s no need

to maintain phase coherence between the even and odd
parity states.

As 1s clear 1n the case without the deflation there 1s a
significant degradation in the infidelities as average photon
number (a”) is increased because the measurements are
more sensitive to single photon loss which changes parity.
With the deflation added this problem 1s corrected.

As an example, FIG. 33 illustrates a parity measurement
3302 being taken subsequent to deflation.

In some embodiments, where a 1s the qubit mode and b 1s
another mode used for readout, deflation can follow the
following procedure:

1.) Deflate the qubit to a=0 mapping the + cat sate to

IO) and the - cat sate to Il)

Evolve under a Hamiltonian H=ig(b%-b)a"a and mea-
sure (homodyne/heterodyne) the b mode to determine
whether the qubit was 1n a + or — cat state. If the qubat
was 1n the — cat state then there 1s a drive on the b mode
implemented by the Hamiltonian whereas 1f the qubit
was 1n the + cat state there 1s no drive on the b mode.
Hamailtonians of this form can be derived resonantly
and non-resonantly from a three wave mixing Hamiul-
tonian of the form:

2))

H~E(H)( (a+ah)+,(b+bT))?

In some embodiments, other Hamiltomans may be used,
such as H=g(bT+b)a"a or H=ig(b"-b)a'a
In some embodiments, bosonic modes may be readout 1n

i|(1) basis using a three or higher wave mixing Hamilto-
nian. In some embodiments a procedure for such readouts
may comprise evolving under a Hamiltonian H=g (aTb+bTa)
and measuring (homodyne/heterodyne) the b mode to mea-

sure the bosonic mode 1n i|(1) basis. Hamiltonians of this
form can be derived resonantly and non-resonantly from a
three wave mixing Hamiltonian of the form:

H~E(0)(g(a+a’)+q(b+ab™))’

In some embodiments, other Hamiltomans may be used,
such as H=g(a+a")(b+b't) or H=g(a+a")(b-b™), etc.

FIG. 34 1s a process flow diagram illustrating using a
switch operator to excite a readout qubit such that a subse-
quent round of error correction gates can be applied 1n
parallel with performing measurements of the readout qubit,
according to some embodiments.

At block 3402, a set of error correction gates 1s applied
between data qubits storing quantum information and an
ancilla qubit. At block 3404, a swap 1s performed between
the ancilla qubit and a readout qubit. At block 3406, one or
more measurements are performed on the readout qubit.
While this 1s taking place or without waiting for the mea-
surements at block 3406 to complete, at block 3408 another
set of error correction gates are applied between data qubaits
storing the quantum information and the ancilla qubit. At
block 3410, another swap 1s performed between the ancilla
qubit and the readout qubit, subsequent to the measurement
at block 3406 completing. And, at block 412 one or more
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measurement are performed on the readout qubit. Note that
this process can be repeated for multiple additional rounds
ol error correction.

FIG. 35 1s a process flow diagram 1llustrating a process for
using deflation or evolution using a three or higher wave
mixing Hamiltonian to perform measurements of an ancilla
qubit without requiring a transmon qubit, according to some
embodiments.

As an example, one or more data qubits storing quantum
information may be entangled with an ancilla qubit. At block
3502 a qubit, such as the ancilla qubait, 1s deflated prior to
performing a readout of the qubit, such that phonons or
photons are dissipated from the qubit while a measurement
observable of the qubit 1s preserved. Then at block 3504, a
readout of the measurement observable of the deflated qubit
1s performed.

FIG. 36A 1s a process flow diagram 1llustrating a process
for deflating a cat qubit and measuring a b mode of the
deflated cat qubit to determine information about a first
mode of the detlated cat qubit, according to some embodi-
ments.

At block 3602 cat qubait 1s deflated such that phonons or
photons are dissipated from the cat qubit. For example, this
may be achieved by adjusting a steady state dissipation rate,
for example as may be driven by an ATS. At block 3604, the
cat qubit 1s evolved under Hamiltonian that couples a
number of excitations of the cat qubit to a second mode (b
mode) of the cat qubait. Then, at block 3606, the second mode
(c.g. b mode) of the cat qubit 1s measured to determine
information about the first mode (e.g. a mode) of the cat
qubit.

FIG. 36B 1s a process tlow diagram 1illustrating another
process for deflating a qubit and measuring a “b” mode of
the detlated cat qubit to determine information about a first
mode of the deflated cat qubit, according to some embodi-
ments.

At block 3652 deflation 1s performed 1n a system wherein

an “a” mode 1s a qubit mode and a “b” mode 1s a readout
mode. The deflation includes detlating a qubit to a.=0 such

that the + cat sate 1s mapped to IO) and the - cat sate 1s

mapped to |1 ) . At block 3654, the system 1s evolved under
a Hamiltonian derived from a three wave or higher mixing
Hamiltonian. For example, a Hamiltonian H=ig(b"-b)a™a.
At block 3656 measurements of the “b” mode are performed
to determine whether the qubait 1s 1n the + or — cat state. For
example, (homodyne/heterodyne) measurements of the b
mode are performed to determine whether the qubit was in
a + or — cat state. If the qubit was in the — cat state then there
1s a drive on the “b” mode implemented by the Hamiltonian
whereas 11 the qubit was 1n the + cat state there 1s no drive
on the “b” mode.

FIG. 37 1s a process tlow diagram 1illustrating a process for
evolving a cat qubit via three wave or higher mixing
Hamiltonian and performing a homodyne, heterodyne, or
photo detection of the evolved cat qubit to measure a
measure property ol another bosonic mode of the cat qubat,
according to some embodiments.

At block 3702, a cat qubit 1s evolved under a Hamiltoman
that couples a phase of the cat qubit to a measurable property
of another bosonic mode of the cat qubit, wherein the
Hamiltonian 1s selected from a three wave or higher mixing
Hamiltonian. At block 3704, a homodyne, heterodyne, or
photo detection of the other bosonic mode 1s performed to
determine the phase of the cat qubat.
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Simulation of Cat Qubits Using a Shifted Fock Basis

A Fock basis 1s an algebraic construction used to construct
quantum state space for a variable or unknown number of
identical particles based on a single particle 1n Hilbert space.
For example, a Fock basis could be used to simulate a cavity
or the behavior of a phononic resonator using an n-dimen-
sional ladder of states. For example, Fock basis may be used
to simulate photon number states, wherein a base state
represents a vacuum condition without any photons present.
However, by shifting the Fock basis, the Hilbert space can
be truncated to include a finite (as opposed to infinite)
number of photon number states. Thus, simulations can be
simplified such that the truncated Hilbert space 1s simulated
as opposed to the infinite Hilbert space, which cannot be
cllectively simulated. As an example, a shifted Fock basis
simulation may replace a vacuum state with one or more
coherent states. For example, a shift operator may be applied
to the vacuum state condition such that the lowest shifted
Fock states correspond to the lowest operators for the lowest
states of a cat qubit.

For example, simulating a large cat qubit (with large
lo*1>>1) using a traditional (e.g. non-shifted) Fock basis
may be inefllective due to the large (or even infinite) number
of states that would need to be simulated. Instead, in some
embodiments, the simulation may be performed using a
shifted Fock basis, which can be used to describe large cat
states 1n a more compact way than 1s the case for a usual
Fock basis. More specifically, the annihilation operator a
may be constructed 1n a shifted Fock basis.

Recall that a cat state 1s composed of two coherent state
components |+a.) which can be understood as displaced
vacuum states D(xa)In=0) . In the shifted Fock basis, 2d
displaced Fock states D(xa)lfi=n) are used as basis states
where n € {0, . . ., d-1}. Note that while displaced Fock
states 1n each o branch are orthonormalized, displaced
Fock states 1n different branches are not necessarily orthogo-
nal to each other. Thus the displaced Fock states need to be
orthonormalized.

The non-orthonormalized basis states may be defined as
follows:

B, £) [D(@) £ (1" D(—a)| |7 = )

1
NG

where ¢, +) and [¢,, —) have even and odd excitation
number parity, respectively. Note that the non-orthonormal-
1zed states are grouped into the even and odd branches
instead of the +o branches. As a result, 1n the ground state

mamiold (n=0), the normalized basis states [, i) are
equivalent to the complementary basis states of the cat qubait

|i) , not the computational basis states 10/1 ) . For example:

1
%) < |po, £) = —= (o) £ [-a))
2

Nl

The even/odd branching convention 1s used so that any
two basis states in different branches are orthogonal to each
other and hence the orthonormalization can be done sepa-
rately in each parity sector. Note that:

‘I’m?niE( Prr, | Py, ) =0, ,x(-1)"D,, ,(200),
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where Dmﬂﬂ(a)s< ﬁ:mlf)(all n=n) are the matrix elements of
the displacement operator D(a) 1n the usual Fock basis:

a}ﬂ—ﬂ

(—a™"Y'"™™ m<n

o] m=n

el mun(m, 1)!
Dm,n ({1’) =e 2

(lm—n]) 2
max(m n)! Lm?:z(:;,”)(l&’l )X{

Here, I ““(x) is the generalizzed Laguerre polynomaal.
Since ID,, ,(20)I=0(lal™*"e™*'*"), D, .(2c) is negligible if

m+n<<|c|®. In this regime, the basis states I¢,, i) are
almost orthonormal. For the purpose of estimating the
phase-tlip (or Z) error rates within a small multiplicative
error, 1t 1s often permissible to neglect the non-orthogonality

of the states ¢, i) . However, this 1s generally not the case
if the Z error rates are to be evaluated with a very high
precision or 1f 1t 1s desired to estimate the bit-tlip (or X) error
rates. In these cases, taking into account the non-orthogo-

nality of the states |¢, . i) may be necessary.

In such embodiments, the basis states ¢, , i) are ortho-
normalized by applying the Gram-Schmidt orthonormaliza-
tion procedure. More specifically, given the non-orthonor-

malized basis states |¢Hﬂt) , d orthonormalized basis states
are constructed in each parity sector starting from the ground

state |¢’o,:) :

d—1

W) = Z C;,n|¢m,i>

m=0

+

The coetticients of ¢,,,,~, (O=m, n=d-1) are determined
inductively. In the base case (k=0),

Coo = , Cno=0forall l <m=<d-1,

and thus the logical |+> states of the cat qubit are given by:

@) £ |—-a)

V21 £ e-20al?)

|£) =

1
— [[¢0,+) =

\ (DE,D

|¢{D,i> —

In general, the case with 1=<k=d-1, we are given with
C,.n Torall 0sm=d-1 and Osn<k-1. Thus, at this point, the
first k columns of ¢® are known. Let c_.,_, be the dxk matrix
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which 1s obtained by taking the first k columns of the matrix
c™. Given ¢, .., we assign the k+1 column of ¢™as follows:

+ + e ==
(€T0uk-1(CZ04—1)" D )m?k

Cmk = —
\/ Dy — (0 ey (Eou) %),

for 0D=m=<k -1,

1

_|_

Crk =
\/(I)E,k - (((Di)?c:i:i]:k—l(Cfﬂik—l)fq)i)k,k

and c¢;,;, =0 for all m > k.

Having constructed the 2d orthonormalized shifted Fock

basis states Iwﬂat) the matrix elements for an operator
O(e.g. O=a.) 1n the orthonormalized basis need to be deter-

mined. To do this, let |¢H) =|¢,,, +) and I¢H+d) =l¢,,_) for
< {0, ..., d-1} and also define 1) and I _, ) similarly.
Suppose the operator O transforms the non-orthonormalized
basis states ¢, ) as follows:

A 2d-1
01820 = > Onlm?
m=0

O,,,, are the matrix elements of the operator O in the

non-orthonormalized basis ¢, ? . Then, 1n the orthonormal-
1zed basis, the matrix elements of the operator O are given

by:
0, =, Oy, 2 =(ctDOC),,,

where @ and ¢ are 2dx2d matrices which are defined as:

- &
0 D | 0 ]

The matrix elements of the dxd matrices ®= and ¢* are
given above. ﬁ

Consider the annihilation operator O=a and note that it
transforms the non-orthonormalized basis states |¢, ,) as

follows:

a1, .2 =V, | <) +ald, <7

Here, the + parity is flipped to the =+ parity. Thus, 1n the
non-orthonormalized basis, the matrix elements of the anni-
hilation operator are given by:

- R @(b+a)

where X is the Pauli X operator and b is the truncated
annihilation operator of size dxd. Then, the matrix elements
of the annihilation operator 1 the orthonormalized basis
y,, .? can be obtained via the transformation given above
with regard to O,, .

Recall that 1y, ) are complementary basis states. To find
the matrix elements of an operator 1n the computational

basis states, the matrix may be conjugated by the Hadamard
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operator H. Thus, in the orthonormalized computational
basis, the annihilation operator 1s given by:

.Y M

s = (A @1)- (8 @ (b +a)e-(H o)

al?d A a

—)Z@(b-l-ﬂ:’)

Here the subscript SF indicates the action of the annihi-
lation operator in the shifted Fock basis. The approximate
expression a..—ZQ(b+a) is useful for analyzing the Z error
rates of large cat qubits (with |atl*>>1) in the perturbative
regime where the cat qubit states may sometimes be excited
to the first excited state mamifold (n=1) but quickly decay
back to the ground state_p}ﬁnifold (n=0). Lastly, 1t 1s noted
that the parity operator €™ ? 1s exactly given by X1 in the
shifted Fock basis because of the way the basis states are
defined, e.g., 1}, > (19, _») has an even (odd) excitation
number parity.

FI1G. 38 1s a process flow diagram 1llustrating a process of
utilizing a shifted Fock basis to simulate a cat qubit (with
lal*>>1), according to some embodiments.

At block 3802, non-orthonormalized basis states are
defined as described above. At block 3804 the basis states
are orthonormalized to construct 2d orthonormalized shifted
Fock basis states as described above. At block 3806 matrix
clements are determined for an operator 1n the orthonormal-
17zed basis as described above.

Embodiments of the present disclosure can be described
in view of the following clauses:

Clause 1. A method for simulating a Tofloli gate encoded 1n
arbitrary Calderbank-Shor-Steane codes, the method com-
prising;:
preparing computational basis states 1n a fault-tolerant
manner by applying a STOP algorithm to determine
when syndrome measurements of stabilizers of a rep-
ctition code for the computational basis states can be

stopped such that a probability of faults for the com-
putational basis states are below a threshold level;

transversally applying a CNOT gate to the prepared

computational basis states to prepare a Ilpl) state;

measuring a Clifford stabilizer g , for the I, ) state, and
applying a logical Z correction 1f the measurement
outcome for the Clifford stabilizer g, 1s —1, wherein
measuring the Clifford stabilizer g, and applying the
logical Z correction based on a measurement outcome

of the Clifford stabilizer g, prepares a state |1J')GM) ;

repeating the Clifford stabilizer g , measurement for the

[y, ) state a threshold number of times;

preparing a Tofloli magic state in response to determining
the Clifford stabilizer g , measurements are trivial; and

applying a sequence of Clifford gates to a logical input

state | ) , and the prepared Toffoli magic state to
simulate the logical Totloli gate, wherein Clifford error
corrections are applied to the outputs of the sequence of
Cliflord gates applied to the logical inputs.

Clause 2. The method of clause 1, wherein applying the
STOP algorithm comprises:

tracking consecutive syndrome outcomes;

computing a minimum number of faults capable of caus-
ing a tracked sequence of consecutive syndrome out-
comes;
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stopping the STOP algorithm 11 either of the following
conditions 1s met:

1) a same syndrome outcome 1s repeated a threshold
number of times 1n a row, wherein the threshold 1s
equal to one plus a difference between:

a code distance of one of the computational basis
states being prepared minus one wherein the result
of the subtraction 1s divided by two; and

a currently computed minimum number of faults
capable of causing the tracked sequence of con-
secutive syndrome outcomes; or

2) the currently computed minimum number of faults
capable of causing the tracked sequence of consecu-
tive syndromes 1s equal to the code distance of the
one of the computational basis states being prepared
minus one wherein the result of the subtraction 1s
divided by two, and wherein one additional round of
syndrome measurements 1s performed subsequently;
and

utilizing the repeated syndrome if condition 1 1s met or
utilizing the syndrome for the subsequently performed
syndrome measurement 11 condition 2 1s met, wherein
the utilized syndrome 1t utilized to error correct the one
of the computational basis states being prepared.
Clause 3. The method of clause 2, wherein:
repeating the measurement of the Clifford stabilizer g , for

the I, ) state the threshold number of times comprises
repeating the measurement such that the Clifford sta-
bilizer g, 1s measured a number of times equal to
(d-1)/2, wherein d 1s a code distance of the one of the
fault tolerant computational basis states.
Clause 4. The method of clause 3, wherein error detection 1s
performed between respective measurements of the Clifford
stabilizer g ,.
Clause 5. The method of clause 1, further comprising:
growing the Toflol1 magic state from a first code distance
to a second code distance, wherein the STOP algorithm
1s used to measure stabilizers and mimimum weight
perfect matching (MWPM) 1s applied to a measured
syndrome history generated from measuring the stabi-
lizers to correct for errors.
Clause 6. A method, comprising:
measuring syndrome outcomes of an ancilla qubit for an
arbitrary Calderbank-Shor Steane code;
tracking consecutive ones of the measured syndrome
outcomes;
computing a minimum number of faults capable of caus-
ing a tracked sequence of consecutive syndrome out-
comes;
stopping the measuring of the syndrome outcomes if
cither of the following conditions 1s met:

1) a same syndrome outcome 1s repeated a threshold
number of times 1n a row, wherein the threshold 1s
equal to one plus a difference between:

a code distance of the arbitrary Calderbank-Shor-
Steane code minus one wherein the result of the
subtraction 1s divided by two; and

a currently computed minimum number of faults
capable of causing the tracked sequence of con-
secutive syndrome outcomes; or

2) the currently computed minimum number of faults
capable of causing the tracked sequence of consecu-
tive syndromes 1s equal to the code distance minus
one wherein the result of the subtraction 1s divided
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by two, and wherein one additional round of syn-
drome measurements 1s performed subsequently;
and
utilizing the repeated syndrome outcome 1f condition 1 1s
met or utilizing the syndrome outcome for the subse-
quently performed syndrome measurement 11 condition
2 1s met, wherein the utilized syndrome outcome 1s
utilized to error correct the arbitrary Calderbank-Shor-
Steane code.
Clause 7. The method of clause 6, wherein:
the arbitrary Calderbank-Shor-Steane code 1s a n-qubait
repetition code;
measuring the syndrome outcomes comprises measuring
7., at the ancilla for the n-qubit repetition code; and
performing the error correction for the n-qubit arbitrary
Calderbank-Shor-Steane code further comprises apply-
ing an X, correction based on the measured Z, at the
ancilla for the n-qubit repetition code,
wherein performing the error correction prepares compu-
tational basis state to be used 1n implementing a Clii-
ford gate.
Clause 8. The method of clause 6, further comprising;
growing the arbitrary Calderbank-Shor-Steane code from
a first code distance to a second code distance, wherein
a STOP algorithm 1s used to measure stabilizers and
minimum weight perfect matching (MWPM) 1s applied
to a measured syndrome history generated from mea-
suring the stabilizers to correct for errors, wherein the
STOP algorithm comprises said measuring syndrome
outcomes, said tracking consecutive ones of the mea-
sured outcomes, said computing a minimum number of
faults, said stopping the measuring 1f condition 1 or
condition 2 1s met, and said error correction.
Clause 9. The method of clause 8, wherein said growing the
arbitrary Calderbank-Shor-Steane code from the first code
distance to the second code distance comprises:
performing lattice surgery to merge together two code
blocks, wherein the measuring comprises measuring a
boundary operator between the two code blocks being
merged.
Clause 10. The method of clause 6, turther comprising:
preparing computational basis states 1n a fault tolerant
manner by applying a STOP algorithm to determine
when syndrome measurements of stabilizers of a rep-
ctition code for the computational basis states can be
stopped such that a probability of faults for the com-
putational basis states are below a threshold level,
wherein:
the computational basis states are encoded using the
arbitrary Calderbank-Shor-Steane code; and
applying the STOP algorithm comprises performing
said measuring syndrome outcomes, said tracking
consecutive ones of the measured outcomes, said
computing a minimum number of faults, said stop-
ping the measuring if condition 1 or condition 2 1s
met, and said error correction.
Clause 11. The method of clause 10, further comprising:
transversally applying a CNOT gate to the prepared

computational basis states to prepare a Ilpl) state;

measuring a Clifford stabilizer g , for the le) state, and
applying a logical Z correction 1f the measurement
outcome for the Clifford stabilizer g, 1s —1, wherein
measuring the Clifford stabilizer g, and applying the
logical Z correction based on a measurement outcome

of the Clifford stabilizer g, prepares a state Ilpmf);
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repeating the Clifford stabilizer g, measurement for the

le) state a threshold number of times;
preparing a Toflol1 magic state 1n response to determining
the Clifford stabilizer g , measurements are trivial; and

e

applying a sequence of Clifford gates to the Ilpl) state
and the prepared Toflol1 magic state to simulate a
Tofloli gate, wherein Clifford error corrections are
applied to the outputs of the sequence of Clifford gates
applied to a logical 1nput.
Clause 12. The method of clause 11, wherein:
repeating the measurement of the Cliflord stabilizer g , for

the I, ) state the threshold number of times comprises
repeating the measurement such that the Clifford sta-
bilizer g, 1s measured a number of times equal to
(d-1)/2, wherein d 1s a code distance of the one of the
fault tolerant computational basis states.
Clause 13. The method of clause 12, wherein error detection
1s performed between respective measurements of the Clii-
ford stabilizer g ,.
Clause 14. The method of clause 13, further comprising:
growing the Toflol1 magic state from a first code distance
to a second code distance, wherein the STOP algorithm
1s used to measure stabilizers and mimimum weight
perfect matching (MWPM) 1s applied to a measured
syndrome history generated from measuring the stabi-
lizers to correct for errors.
Clause 15. The method of clause 6, wherein the arbitrary
Calderbank-Shor-Steane code and the ancilla are imple-
mented using a system comprising:
mechanical linear resonators; and
a control circuit coupled with the mechanical linear
resonators,
wherein the control circuit 1s configured to stabilize an
arbitrary coherent state superposition (cat state) of the
mechanical linear resonators to store quantum infor-
mation of the Calderbank-Shor-Steane code, wherein to
stabilize the arbitrary cat-state, the control circuit 1s
configured to:
excited phonons in the mechanical linear resonators by
driving respective storage modes of the mechanical
linear resonators; and
dissipate phonons from the mechanical linear resona-
tors via an open transmission line coupled to the
control circuit configured to absorb photons from a
dump mode of the control circuit.
Clause 16. The method of clause 15, wherein the control
circuit comprises:
an asymmetrically-threaded superconducting quantum
interference device (ATS) coupled with the mechanical
linear resonators.
Clause 17. A system comprising:
mechanical resonators; and
a control circuit coupled with the mechanical resonators,
wherein the control circuit 1s configured to stabilize
arbitrary coherent state superpositions (cat states) of the
mechanical resonators to store quantum information;
and
one or more computing devices storing program instruc-
tions, that when executed cause the control circuit to
perform:
measuring syndrome outcomes of an ancilla qubit for
one or more qubits storing the quantum information,
wherein the ancilla qubit and the one or more qubits
storing the quantum information are implemented
via one or more of the mechanical resonators;
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tracking consecutive ones of the measured syndrome
outcomes;

computing a minimum number of faults capable of

causing a tracked sequence of consecutive syndrome
outcomes;

stopping the measuring of the syndrome outcomes 1f
cither of the following conditions 1s met:

1) a same syndrome outcome 1s repeated a threshold
number of times 1n a row, wherein the threshold 1s
equal to one plus a diflerence between:

a code distance of the one or more qubits storing
quantum information minus one wherein the
result of the subtraction 1s divided by two; and

a currently computed minimum number of faults
capable of causing the tracked sequence of
consecutive syndrome outcomes; or

2) the currently computed minimum number of faults
capable of causing the tracked sequence of con-
secutive syndromes 1s equal to the code distance
minus one wherein the result of the subtraction 1s
divided by two, and wherein one additional round
of syndrome measurements 1s performed subse-
quently; and

utilizing the repeated syndrome if condition 1 1s met or
utilizing the syndrome outcome for the subsequently
performed syndrome measurement 1f condition 2 1s
met, wherein the utilized syndrome outcome 1s uti-
l1zed to error correct the stored quantum information.
Clause 18. The system of clause 17, wherein the one or more
computing devices are further configured to implement:
preparing computational basis states 1n a fault tolerant
manner by applying a STOP algorithm to the fault-
tolerant computational basis states to determine when
syndrome measurements of stabilizers of a repetition
code for the computational basis states can be stopped
such that a probability of faults for the computational
basis states are below a threshold level,
wherein:
applying the STOP algorithm comprises performing
saild measuring syndrome outcomes, said tracking
consecutive ones ol the measure outcomes, said
computing a minimum number of faults, said stop-
ping the measuring 1f condition 1 or condition 2 1s
met, and said error correction.
Clause 19. The system of clause 17, wherein the one or more
computing devices are further configured to implement:
transversally applying a CNOT gate to the prepared

computational basis states to prepare a le) state;

measuring a Clifford stabilizer g , for the le) state, and
applying a logical Z correction 1f the measurement
outcome for the Clifford stabilizer g, 1s —1, wherein
measuring the Cliflord stabilizer g, and applying the
logical Z correction based on a measurement outcome

of the Clifford stabilizer g, prepares a state Iwﬂm);
repeating the Clifford stabilizer g , measurement for the

IlJ,Jl) state a threshold number of times;
preparing a Tofloli magic state in response to determining
the Cliflord stabilizer g , measurements are trivial; and

applying a sequence of Clifford gates to a logical input

state Ilp) ; and the prepared Tofloli magic state to
simulate the Tofloli gate, wherein Clifford error cor-
rections are applied to the outputs of the sequence of
Clifford gates applied to the logical inputs.
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Clause 20. The system of clause 19, wherein the one or more
computing devices are further configured to implement:
growing the Toflol1 magic state from a first code distance
to a second code distance, wherein the STOP algorithm
1s used to measure stabilizers and mimimum weight
perfect matching (MWPM) 1s applied to a measured
syndrome history generated from measuring the stabi-
lizers to correct for errors.
Clause 21. A method of preparing a Totlol1 gate for use 1n
quantum computing, the method comprising:
preparing a plurality of Toflol1 magic states, wherein
computational basis states used in preparing the Tofloli
magic states are encoded using a repetition code;
distilling the Totlol1 gate from two or more of the prepared
Tofloli magic states, wherein distilling the Toflol1 gate
comprises preparing a check qubit associated with the
Tofloli gate, wherein the check qubit indicates whether
an error 1s present in the distilled Tofloli gate; and
in response to verilying the check qubit does not indicate
an error, utilizing the distilled Toflol1 gate to perform a
logical Tofloli gate operation.
Clause 22. The method of clause 21, wherein distilling the
Toflol1 gate from the two or more of the prepared Tofloli
magic states, comprises:
performing a plurality of rounds of lattice surgery opera-
tions between qubits of a selected set of the plurality of
Tofloli magic states and qubits of the distilled Toflol1
gate; and
wherein each of the rounds of lattice surgery acts on at
least one of the check qubits associated with the
distilled Toflol1 gate.
Clause 23. The method of clause 21, wherein the distilled
Toffoli gate has a fault rate of less than 1x107°.
Clause 24. The method of clause 21, wherein the distilled
Toflol1 gate 1s distilled using 8 of the Tofloli magic states.
Clause 25. The method of clause 24, wherein the two
distilled Toflol1 gate have a probability of error that 1s less
than a highest probablhty of error of the respective ones of
the 8 Tofloli magic states reduced by a power of two.
Clause 26. The method of clause 21, wherein the distilled

Totlol1 gate 1s distilled using 2 of the Toflol1 magic states.
Clause 27. The method of clause 26, wherein the distilled
Toflol1 gate has an error probability that 1s reduced by a
power of two as compared to respective error rates of the 2
Toflol1 magic states, when the 2 Toflol1 magic states have
highly biased noise.
Clause 28. The method of clause 21, wherein the distilled
Toflol1 gate 1s distilled using 8 of the Tofloli magic states,
and
wherein the distilled Tofloli gate has an error probabaility
that 1s reduced by a power of three as compared to error
rates of respective ones of the 8 Tofloli magic states,
when the 8 Tofloli magic states have highly biased
noise.
Clause 29. The method of clause 21, wherein a single round
of distillation 1s performed to distill the Toffoli magic state,
and wherein the single round of distillation comprises per-
forming a plurality of lattice surgery operations.
Clause 30. The method of clause 21, wherein the Tofloli
maglc states and the distilled Toflol1 gate are implemented
using a system comprising;
mechanical linear resonators; and
one or more control circuits coupled with the mechanical
linear resonators,
wherein the one or more control circuits are configured to
stabilize an arbitrary coherent state superposition (cat

state) of the mechanical resonators to store quantum
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information of the Tofloli magic states and the distilled
Tofloli gate, wherein to stabilize the arbitrary cat-state,
the one or more control circuits are configured to:

excite phonons in the mechanical resonators by driving
respective storage modes of the mechanical resona-
tors; and

dissipate phonons from the mechanical resonators via
one or more respective open transmission lines of the
one or more control circuits coupled to the mechani-
cal resonators, wherein the open transmission line 1s
configured to absorb photons from the respective one
or more control circuits.

Clause 31. A system comprising:
mechanical resonators; and

one or more control circuits coupled with the mechanical
resonators, wherein the one or more control circuits are
configured to stabilize arbitrary coherent state super-
positions (cat states) of the mechanical resonators to
store quantum information; and

one or more computing devices storing program instruc-
tions, that when executed cause the one or more control
circuits to perform:

preparing a plurality of Tofloli magic states;

distilling a Tofloli gate from two or more of the
prepared Tofloli magic states, wherein distilling the
Toflol1 gate comprises preparing a check qubait asso-
ciated with the Toflol1 gate, wherein the check qubit
indicates whether an error 1s present in the distilled
Tollol1 gate; and

in response to veritying the check qubit does not
indicate an error, utilizing the distilled Totloli gate to
perform a logical Toflol1 gate operation.

Clause 32. The system of clause 31, wherein the distilled
Totlol1 gates comprise two distilled Tofloli gates that are
distilled using 8 of the Tofloli magic states.

Clause 33. The system of clause 32, wherein the two
distilled Toflol1 gate have a probability of error that is less
than a highest probability of error of the respective ones of
the 8 Tofloli magic states reduced by a power of two.

Clause 34. The system of clause 31, wherein the distilled
Totlol1 gate 1s distilled using 2 of the Tofloli magic states.

Clause 35. The system of clause 34, wheremn the distilled
Toflol1 gate has an error probability that 1s reduced by a
power of two as compared to respective error rates of the 2
Toflol1 magic states, when the 2 Toil

ol1 magic states have
highly biased noise.

Clause 36. The system of clause 31, wherein the distilled
Totlol1 gate 1s distilled using 8 of the Tofloli magic states,
and

wherein the distilled Tofloli gate has an error probability
that 1s reduced by a power of three as compared to error
rates ol respective ones of the 8 Tofloli magic states,
when the 8 Tofloli magic states have highly biased
noise.

Clause 377. The system of clause 31, wherein the plurality of
Toflol1 magic states uses as iputs are stabilized using a
STOP algorithm wherein to apply the STOP algorithm, the
one or more computing devices are configured to 1mple-
ment:

tracking consecutive syndrome outcomes;

computing a minimum number of faults capable of caus-
ing a tracked sequence of consecutive syndrome out-
comes;
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stopping the STOP algorithm 11 either of the following
conditions 1s met:
1) a same syndrome outcome 1s repeated a threshold
number of times 1n a row, wherein the threshold 1s
equal to one plus a difference between:
a code distance of one of the fault-tolerant compu-
tational basis states minus one wherein the result
of the subtraction 1s divided by two; and

a currently computed minimum number of faults
capable of causing the tracked sequence of con-
secutive syndrome outcomes; or

2) the currently computed minimum number of faults
capable of causing the tracked sequence of consecu-
tive syndromes 1s equal to the code distance of the
one of the fault-tolerant computational basis states
minus one wherein the result of the subtraction 1s
divided by two, and wherein one additional round of
syndrome measurements 1s performed subsequently;
and

utilizing the repeated syndrome if condition 1 1s met or
utilizing the syndrome for the subsequently performed
syndrome measurement 11 condition 2 1s met, wherein
the utilized syndrome 1t utilized to error correct the one
of the fault-tolerant computational basis states.
Clause 38. The system of clause 31, wherein respective ones
of the one or more control circuits comprise:
an asymmetrically-threaded superconducting quantum
interference device (ATS) coupled with respective ones
of the mechanical resonators.
Clause 39. A method of distilling a logical Totloli gate from
a plurality of Totlol1 magic states, the method comprising:
performing a plurality of rounds of lattice surgery opera-
tions between qubits of a selected set of the plurality of
Tofloli magic states and qubits for a distilled Toilol1
gate; and
wherein each of the rounds of lattice surgery acts on at

least one of the check qubits associated with the
distilled Toflol1 gate.
Clause 40. The method of clause 39, wherein
the distilled Tofloli gate 1s distilled using 8 of the Tofloli
magic states; and
the distilled Toflol1 gate has a probability of error that 1s
less than a highest probability of error of the respective
ones of the 8 Toflol1 magic states reduced by a power
of two.
Clause 41. A method of simulating a cat qubit, the method
comprising:
defining basis states for the cat qubit;
orthonormalizing the defined basis states to construct 2d
orthonormalized shifted Fock basis states for the cat
qubit; and
determining matrix elements of an operator in the ortho-
normalized shifted Fock basis states.
Clause 42. The method of clause 41, wherein the defined
basis states, before performing the orthonormalization, are
defined such that the defined basis states are grouped into
even and odd branches.
Clause 43. The method of clause 42, wherein, 1n a ground
state, normalized versions of the defined basis states are
equivalent to complementary basis states of the cat qubait

expressed as I+) or I—) instead of computational basis

states expressed as |0 ) or Il).
Clause 44. The method of clause 43, wherein the defined
basis states 1n different parity sectors are orthogonal to one
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another such that the orthonormalization 1s performed sepa-

rately 1n the respective parity sectors.

Clause 45. The method of clause 41, further comprising:

applying the determined matrix elements of the operator

to simulate the cat-qubit in the 2d orthonormalized
shifted Fock basis states.

Clause 46. The method of clause 41, wherein the cat qubait

being simulated 1s a hybrid acoustic-electrical qubit imple-

mented using a linear mechanical resonator.

Clause 47. The method of clause 41, wherein the cat qubait

being simulated 1s 1implemented using an electromagnetic

resonator.

Clause 48. One or more non-transitory computer-readable

media storing program 1instructions, that when executed on

Or across one or more processors, cause the one or more

processors 1o:
define basis states for a cat qubit to be simulated;
orthonormalize the defined basis states to construct 2d
orthonormalized shifted Fock basis states for the cat
qubit; and
determine matrix elements of an operator 1n the ortho-
normalized basis states.
Clause 49. The one or more non-transitory computer-read-
able media of clause 48, wherein the program instructions,
when executed on or across the one or more processors,
turther cause the one or more processors to:
apply the determined matrix elements of the operator to
simulate the cat-qubit 1n the 2d orthonormalized shifted
Fock basis states.
Clause 50. The one or more non-transitory computer-read-
able media of clause 48, wherein the defined basis states,
betore performing the orthonormalization, are defined such
that the defined basis states are grouped 1nto even and odd
branches.
Clause 51. The one or more non-transitory computer-read-
able media of clause 48, wherein, 1n a ground state, nor-
malized versions of the defined basis states are equivalent to
complementary basis states of the cat qubit expressed as

I+) or I—) instead of computational basis states expressed

as |0 ) or Il).
Clause 52. The one or more non-transitory computer-read-
able media of clause 48, wherein the defined basis states are
orthogonal to one another such that the orthonormalization
1s performed separately 1n respective parity sectors.
Clause 53. A system, comprising:
a memory storing program instructions; and
one or more processors, wherein the program instructions,
when executed on or across the one or more processors
cause the one or more processors to:
define basis states for a cat qubit to be simulated;
orthonormalize the defined basis states to construct 2d
orthonormalized shifted Fock basis states for the cat
qubit; and
determine matrix elements of an operator 1n the ortho-
normalized basis states.
Clause 54. The system of clause 53, wherein the program
instructions, when executed on or across the one or more
processors, further cause the one or more processors to:
apply the determined matrix elements of the operator to
simulate the cat-qubit 1n the 2d orthonormalized shifted
Fock basis states.
Clause 55. The system of clause 53, wherein the defined
basis states, before performing the orthonormalization, are
defined such that the defined basis states are grouped into
even and odd branches.
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Clause 56. The system of clause 53, wherein, 1n a ground
state, normalized versions of the defined basis states are
equivalent to complementary basis states of the cat qubait

expressed as I+) or I—) instead of computational basis

states expressed as |0 ) or Il).
Clause 57. The system of clause 53, wherein the defined
basis states are orthogonal to one another such that the
orthonormalization 1s performed separately in respective
parity sectors.
Clause 58. The system of clause 53, wherein the cat qubit to
be simulated 1s implemented using mechanical resonators.
Clause 59. The system of clause 53, wherein the cat qubit to
be simulated 1s implemented using electromagnetic resona-
tors.
Clause 60. The system of clause 53, wherein the cat qubit to
be simulated 1s implemented 1n as system comprising one or
more mechanical resonators and one or more electromag-
netic resonators.
Clause 61. A method of measuring an ancilla qubit 1n a
context of error correction of stored quantum information,
wherein a set of one or more error correction gates are
applied between one or more data qubits storing the quan-
tum information and the ancilla qubit to entangle the ancilla
qubit with the one or more data qubits, the method com-
prising;:
transferring an excitation of the ancilla qubit to an addi-
tional readout qubit using a SWAP gate or other
sequence of one or more gates that perform a swap
function;
performing one or more measurements of the readout
qubit; and
applying another set of one or more error correction gates
between the one or more data qubits storing the quan-
tum 1nformation and the ancilla qubit concurrently with
performing at least some of the one or more measure-
ments of the readout qubat.
Clause 62. The method of clause 61, wherein the data qubats,
the ancilla qubit, and the readout qubit are implemented
using mechanical resonators.
Clause 63. The method of clause 62, wherein the swap gate
1s mediated by an asymmetrically threaded superconducting
quantum interference device (ATS).
Clause 64. The method of clause 61, wherein the data qubats,
the ancilla qubit, and the readout qubit are implemented
using bosonic modes.
Clause 65. The method of clause 61, wherein an amount of
time during which the one or more data qubits 1dle while
performing the swap gate 1s less than an amount of time
required to perform the one or more measurements of the
readout qubit.
Clause 66. The method of clause 65, wherein the one or
more measurements of the readout qubiat:
comprise a plurality of repeated measurements taken
subsequent to performing the swap gate or other gates
that perform the swap function; and
are repeated up until an approximate time when a swap
gate operation 1s performed for a next round of error
correction, wherein the swap gate operation of the next
round of error correction 1s performed subsequent to
applying the other set of one or more error correction
gates.
Clause 67. The method of clause 66, wherein the plurality of
repeated measurements of the readout qubit comprise
repeated QND (quantum non demolition) parity measure-
ments of the readout qubat.
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Clause 68. The method of clause 65, wherein the readout
qubit 1s a higher mode of an ancilla oscillator for the ancilla
qubit.
Clause 69. The method of clause 68, wherein the ancilla
oscillator 1s a A/2 oscillator, and wherein the readout qubait
has a mode that 1s twice a base mode of the ancilla oscillator.
Clause 70. A method of measuring a bosonic qubit wherein
a measurement outcome 1s aflected by a single photon loss
event, the method comprising:
deflating the bosonic qubit, prior to performing a readout
of the bosonic qubit, such that phonons or photons are
dissipated from the bosonic qubit while a measurement
observable of the bosonic qubit 1s preserved; and
performing, subsequent to the deflating, a readout of the
measurement observable of the detlated bosonic qubit.
Clause 71. The method of clause 70, wherein detlating the
bosonic qubit comprises:
changing a dissipater parameter such that an average
photon number or average phonon number of the
bosonic qubit (a) 1s reduced from an ¢, ... . value to an
O, Value, wherein |ou, /1<l .-
Clause 72. The method of clause 70, wherein:
deflating the bosonic qubit comprises varying a steady
state of a two-photon dissipation process for the
bosonic qubit; and
performing the readout of the measurement observable of
the deflated bosonic qubit comprises performing a
parity readout of the deflated bosonic qubat.
Clause 73. The method of clause 70, wherein the bosonic
qubit 1s 1mplemented using a system comprising:
mechanical resonators; and
a control circuit coupled with the mechanical resonators,
wherein the control circuit 1s configured to stabilize an
arbitrary coherent state superposition (cat state) of the
mechanical resonators to store quantum information,
wherein to stabilize the arbitrary cat-state, the control
circuit 1s configured to:
excite phonons 1n the mechanical resonators by driving
respective storage modes of the mechanical resona-
tors; and
dissipate phonons via an open transmission line
coupled to the control circuit configured to absorb
photons from a dump mode of the control circuit.
Clause 74. The method of clause 73, wherein the control
circuit comprises:
an asymmetrically-threaded superconducting quantum
interference device (ATS) coupled with the mechanical
resonators, and
wherein detlating the bosonic qubit comprises changing a
steady state of a two photon dissipation controlled by
the ATS.
Clause 75. A method of performing a measurement of a first
mode (a) representing quantum information stored in a cat
qubit, the method comprising:
deflating the cat qubit such that an even number of
phonons or photons are dissipated from the cat qubit;
evolving the cat qubit under a Hamiltonian that couples a
number of excitations of the cat qubit to a change 1n a
measurable property of another mode (b); and
measuring the other mode (b).
Clause 76. The method of clause 75, wherein:
the measurement 1s a determination of a parity of the cat
qubit;
deflating the cat qubit comprises deflating the cat qubit
such that an average photon number or average phonon
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number of the cat qubit () 1s reduced to zero, wherein

an even cat state 1s mapped to IO) and an odd cat state

1s mapped to |1 ) ;
the Hamiltonian 1s selected from a three or higher wave
mixing Hamiltonian that correlates phonon number or
photon number to a change of the other mode (b); and
measuring the other mode (b) using homodyne, hetero-
dyne, or photo detection.
Clause 77. The method of clause 73, wherein the Hamilto-
nian selected from the three or higher wave mixing Hamul-
tonian comprises ig(b™—b)ata.
Clause 78. The method of clause 75, wherein the Hamailto-
nian selected from the three or higher wave mixing Hamul-
tonian comprises g(b+b)ata.
Clause 79. The method of clause 75, wherein the Hamilto-
nian selected from the three or higher wave mixing Hamul-
tonian comprises a product of a’a with a term that affects the
other mode (b) 1n a measureable way.
Clause 80. The method of clause 75, wherein:
the cat qubit 1s implemented via a mechanical resonator;
the other mode (b) 1s a dump mode; and
the Hamiltonian 1s selected from a three or higher wave
mixing Hamiltoman that correlates the average phonon
number or the average photon number to a change of
the other mode (b), wherein the three wave mixing 1s

mediated by an ATS.

Clause 81. A method of performing a measurement of
quantum information in a cat qubait, the method comprising:
evolving under a Hamiltonian which couples the phase of
a of the cat qubit (an “a” mode) to a measurable
property of another bosonic mode (a “b” mode)
wherein the Hamiltonian 1s achieved via a three wave
or higher mixing Hamiltonian; and
performing homodyne, heterodyne, or photo detection of
the “b” mode to determine a state of the “a” mode,
wherein the cat qubit 1s implemented using a system com-
prising;:
mechanical resonators; and
a control circuit comprising an asymmetrically-threaded
superconducting quantum interference device (ATS)
coupled with the mechanical resonators,
wherein the control circuit 1s configured to stabilize an
arbitrary coherent state superposition (cat state) of the
mechanical resonators to store quantum information,
wherein to stabilize the arbitrary cat-state, the control
circuit 1s configured to:
excite phonons in the mechanical resonators by driving
respective storage modes of the mechanical resona-
tors; and
dissipate phonons via an open transmission line
coupled to the control circuit configured to absorb
photons from a dump mode of the control circuit.
Clause 82. The method of clause 81, wherein:
the Hamiltonian 1s denived from a three wave mixing
Hamiltonian mediated by an ATS;
the “a” mode 1s implemented via a mechanical storage
resonator; and
the “b” mode 1s implemented via an electromagnetic
resonator.
Clause 83. The method of clause 82, wherein a Hamiltonian
for the readout comprises:
g(a+a’)(b+b");
ig(a+a®)(b-bT); or
g(abT+a™h).
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[llustrative Computer System

FIG. 39 1s a block diagram illustrating an example com-
puting device that may be used in at least some embodi-
ments.

FIG. 39 illustrates such a general-purpose computing
device 3900 as may be used in any of the embodiments
described herein. In the illustrated embodiment, computing
device 3900 includes one or more processors 3910 coupled
to a system memory 3920 (which may comprise both
non-volatile and volatile memory modules) via an mput/
output (I/0) interface 3930. Computing device 3900 further
includes a network interface 3940 coupled to 1I/O interface
3930.

In various embodiments, computing device 3900 may be
a uniprocessor system including one processor 3910, or a
multiprocessor system including several processors 3910
(e.g., two, four, eight, or another suitable number). Proces-
sors 3910 may be any suitable processors capable of execut-
ing instructions. For example, in various embodiments,
processors 3910 may be general-purpose or embedded pro-
cessors 1implementing any of a variety of instruction set
architectures (ISAs), such as the x86, PowerPC, SPARC, or
MIPS ISAs, or any other suitable ISA. In multiprocessor
systems, each of processors 3910 may commonly, but not
necessarily, implement the same ISA. In some 1mplemen-
tations, graphics processing umts (GPUs) may be used
instead of, or 1n addition to, conventional processors.

System memory 3920 may be configured to store instruc-
tions and data accessible by processor(s) 3910. In at least
some embodiments, the system memory 3920 may comprise
both volatile and non-volatile portions; 1n other embodi-
ments, only volatile memory may be used. In various
embodiments, the volatile portion of system memory 3920
may be implemented using any suitable memory technology,
such as static random access memory (SRAM), synchronous
dynamic RAM or any other type of memory. For the
non-volatile portion of system memory (which may com-
prise one or more NVDIMMs, for example), in some
embodiments flash-based memory devices, 1ncluding
NAND-flash devices, may be used. In at least some embodi-
ments, the non-volatile portion of the system memory may
include a power source, such as a supercapacitor or other
power storage device (e.g., a battery). In various embodi-

ments, memristor based resistive random access memory
(ReRAM), three-dimensional NAND technologies, Ferro-

clectric RAM, magnetoresistive RAM (MRAM), or any of
various types of phase change memory (PCM) may be used
at least for the non-volatile portion of system memory. In the
illustrated embodiment, program instructions and data
implementing one or more desired functions, such as those
methods, techniques, and data described above, are shown
stored within system memory 3920 as code 3925 and data
3926.

In some embodiments, I/O interface 3930 may be con-
figured to coordinate I/O traflic between processor 3910,
system memory 3920, and any peripheral devices in the
device, including network interface 3940 or other peripheral
interfaces such as various types of persistent and/or volatile
storage devices. In some embodiments, I/O interface 3930
may perform any necessary protocol, timing or other data
transformations to convert data signals from one component
(e.g., system memory 3920) into a format suitable for use by
another component (e.g., processor 3910). In some embodi-
ments, I/O mterface 3930 may include support for devices
attached through various types of peripheral buses, such as
a variant of the Peripheral Component Interconnect (PCI)

bus standard or the Umversal Serial Bus (USB) standard, for
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example. In some embodiments, the function of I/O inter-
face 3930 may be split into two or more separate compo-

nents, such as a north bridge and a south bridge, for example.
Also, 1n some embodiments some or all of the functionality
of I/O iterface 3930, such as an interface to system memory
3920, may be mcorporated directly into processor 3910.

Network interface 3940 may be configured to allow data
to be exchanged between computing device 3900 and other
devices 3960 attached to a network or networks 3950, such
as other computer systems or devices. In various embodi-
ments, network interface 3940 may support communication
via any suitable wired or wireless general data networks,
such as types of Ethernet network, for example. Addition-
ally, network interface 3940 may support communication
via telecommunications/telephony networks such as analog
voice networks or digital fiber communications networks,
via storage area networks such as Fibre Channel SANs, or
via any other suitable type of network and/or protocol.

In some embodiments, system memory 3920 may repre-
sent one embodiment of a computer-accessible medium
configured to store at least a subset of program instructions
and data used for implementing the methods and apparatus
discussed 1n the context of FIG. 1 through FIG. 38. How-
ever, 1n other embodiments, program instructions and/or
data may be received, sent or stored upon ditfierent types of
computer-accessible media. Generally speaking, a com-
puter-accessible medium may include non-transitory storage
media or memory media such as magnetic or optical media,
e.g., disk or DVD/CD coupled to computing device 3900 via
I/O interface 3930. A non-transitory computer-accessible
storage medium may also include any volatile or non-
volatile media such as RAM (e.g. SDRAM, DDR SDRAM,
RDRAM, SRAM, etc.), ROM, etc., that may be included 1n
some embodiments of computing device 3900 as system
memory 3920 or another type of memory. In some embodi-
ments, a plurality of non-transitory computer-readable stor-
age media may collectively store program instructions that
when executed on or across one or more processors 1mple-
ment at least a subset of the methods and techniques
described above. A computer-accessible medium may fur-
ther include transmission media or signals such as electrical,
clectromagnetic, or digital signals, conveyed via a commu-
nication medium such as a network and/or a wireless link,
such as may be implemented via network interface 3940.
Portions or all of multiple computing devices such as that
illustrated 1 FIG. 39 may be used to implement the
described {functionality in various embodiments; {for
example, software components running on a variety of
different devices and servers may collaborate to provide the
functionality. In some embodiments, portions of the
described functionality may be implemented using storage
devices, network devices, or special-purpose computer sys-
tems, 1n addition to or instead of being implemented using
general-purpose computer systems. The term “computing
device”, as used herein, refers to at least all these types of
devices, and 1s not limited to these types of devices.

CONCLUSION

Various embodiments may further include receiving,
sending or storing instructions and/or data implemented 1n
accordance with the foregoing description upon a computer-
accessible medium. Generally speaking, a computer-acces-
sible medium may include storage media or memory media
such as magnetic or optical media, e.g., disk or DVD/CD-
ROM, volatile or non-volatile media such as RAM (e.g.

SDRAM, DDR, RDRAM, SRAM, etc.), ROM, etc., as well
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as transmission media or signals such as electrical, electro-
magnetic, or digital signals, conveyed via a communication
medium such as network and/or a wireless link.

The various methods as illustrated 1n the Figures and
described herein represent exemplary embodiments of meth-
ods. The methods may be implemented 1n software, hard-
ware, or a combination thereof. The order of method may be
changed, and various elements may be added, reordered,
combined, omitted, modified, etc.

Various modifications and changes may be made as would

be obvious to a person skilled in the art having the benefit
of this disclosure. It 1s intended to embrace all such modi-

fications and changes and, accordingly, the above descrip-
tion to be regarded 1n an 1llustrative rather than a restrictive
sense.

What 1s claimed 1s:

1. A system, comprising:

a mechanical linear resonator; and

a control circuit coupled with the mechanical linear

resonator,

wherein the control circuit 1s configured to stabilize an

arbitrary coherent state superposition (cat state) of the

mechanical linear resonator to store quantum informa-

tion, wheremn to stabilize the arbitrary cat-state, the

control circuit 1s configured to:

excite phonons 1n the mechanical linear resonator by
driving a storage mode of the mechanical linear
resonator; and

dissipate phonons from the mechanical linear resonator
via an open transmission line coupled to the control
circuit configured to absorb photons from a dump
mode of the control circuit.

2. The system of claam 1, wherein the control circuit
COmMprises:

an asymmetrically-threaded superconducting quantum

interference device (ATS) coupled with the mechanical
linear resonator.

3. The system of claim 2, further comprising:

one or more additional mechanical linear resonators

coupled to the control circuit, wherein the control
circuit 1s configured to stabilize respective cat states of
the mechanical linear resonator and the one or more
additional mechanical linear resonators via the single
ATS and the single open transmission line.

4. The system of claim 3, wherein the storage modes of
the respective mechanical linear resonators are detuned,
such that the phonons supplied to the respective mechanical
linear resonators are supplied 1n an incoherent manner.

5. The system of claim 4, wherein pumps of the respective
mechanical linear resonators are separated by a frequency
bandwidth greater than a two-phonon dissipation rate of the
respective mechanical linear resonators.

6. The system of claim 5, wherein the control circuit
turther comprises:

one or more microwave filters configured to filter out

correlated decay terms that i1f not filtered out cause
simultaneous phase flips of storage modes of two or
more of the mechanical linear resonators.

7. The system of claim 2, wherein the control circuit
turther comprises:

a high-impedance inductor used as part of the ATS

coupled to the mechanical linear resonator.

8. The system of claim 7, wheremn the high-impedance
inductor comprises:

a planar meander or double-spiral 1inductor;

a spiral inductor with one or more air bridges;

an array ol Josephson junctions; or

a thin-film superconductor with a high kinetic inductance.
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9. The system of claim 2, wherein at least some of the
mechanical linear resonators comprise three or more termi-
nals, the system further comprising;
two or more additional asymmetrically-threaded super-
conducting quantum interference devices (ATS),

wherein a given one of the mechanical linear resonators
comprising three or more terminals 1s coupled with
three or more ATSs via the respective three or more
terminals.
10. A method of stabilizing coherent state superpositions
(cat states) of a mechanical resonator, the method compris-
ng:
exciting phonons 1n the mechanical resonator by driving
a storage mode of the mechanical resonator; and

dissipating phonons from the mechanical resonator via an
open transmission line coupled to the control circuit
configured to absorb photons from a dump mode of the
control circuit.

11. The method of claim 10, wherein the phonons are
excited 1n the mechanical resonator and dissipated from the
mechanical resonator 1n pairs comprising two phonons.

12. The method of claim 11, wherein the excitation and
dissipation of the phonon pairs 1s induced via a non-linear
interaction between the storage mode of the mechanical
resonator and the dump mode of the control circuit, wherein
a square of the storage mode of the mechanical resonator 1s
coupled to the dump mode of the control circuit via a
two-phonon coupling rate (g,), and wherein a decay rate at
which photons are absorbed via the open transmission line
1s approximately ten times or greater than the coupling rate
(82).

13. The method of claim 11, wherein the control circuit
comprises an asymmetrically-threaded superconducting
quantum 1nterference device (ATS) coupled with the
mechanical resonator, wherein the ATS 1s configured to
cause the two-phonon pairs to be excited 1n the mechanical
resonator.

14. The method of claim 13, further comprising:

causing phonons to be excited 1n one or more additional

mechanical resonator by driving respective storage
modes of the one or more additional mechanical reso-
nators; and

dissipating phonons from the one or more additional

mechanical resonators via the open transmission line
configured to absorb the photons from the dump mode
of the control circuit,

wherein the single AT'S 1s used to cause the phonons to be

excited 1n the mechanical resonator and the one or more
additional mechanical resonators.

15. The method of claim 14, wherein the storage modes
of the respective mechanical resonators are detuned.

16. The method of claim 15, wherein the storage modes
of the respective mechanical resonators are separated by a
frequency bandwidth greater than a two-phonon dissipation
rate of the dump mode of the control circuat.

17. The method of claim 16, further comprising:

filtering out, via one or more microwave lilters, correlated

decay terms of storage modes of two or more of the
mechanical resonators.

18. A method of stabilizing coherent state superpositions
(cat states) of a plurality of resonators storing quantum
information, the method comprising:

causing, via a single asymmetrically-threaded supercon-

ducting quantum interference device (ATS), pairs of
two phonons or pairs of two photons to be excited in
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respective ones of the respective resonators by driving
respective storage modes of the respective resonators;
and
dissipating pairs ol two photons from a dump mode of a
control circuit comprising the ATS, wherein the control
circuit 1s coupled with the respective resonators, and
wherein an open transmission line 1s coupled to the
dump mode of the control circuit.
19. The method of claim 18, wherein the resonators are
mechanical resonators.
20. The method of claim 18, wherein the resonators are
clectromagnetic resonators.
21. A method, comprising;:
implementing a multi-qubit gate among control and target
qubits 1n a system comprising resonators and an asym-
metrically-threaded superconducting quantum interfer-
ence device (ATS), wherein implementing the multi-
qubit gate comprises:
implementing a linear drive for a phononic mode of a
cat qubit for the gate, wherein the cat qubit 1s
implemented via one of the resonators of the system:;
orchestrating Hamiltoman interactions, wherein the
Hamiltonian interactions comprise a compensating
Hamiltonian for the multi-qubit gate, and wherein
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the compensating Hamiltonian includes a frequency
shift of a target mode and a control mode at the
mechanical resonator being driven, wherein the con-
trol mode and the target mode are coupled via an
optomechanical coupling.

22. The method of claim 21, wherein a setting for the
multi-qubit gate comprises multiple ones of the resonators
coupled to the ATS, wherein the ATS 1s shared by the
multiple ones of the resonators.

23. The method of claim 21, wherein the optomechanical
coupling 1s realized by
ofl-resonantly driving the resonators and the ATS.

4. The method of 23, wherein said off-resonantly driving

the resonators and the ATS avoids frequency collisions.

25. The method of claim 21, wherein the multi-qubit gate
1s a CNOT gate.

26. The method of claim 21, wherein the multi-qubit gate
1s a Tollol1 gate.

27. The method of claim 21, wherein the resonators are
mechanical resonators.

28. The method of claim 21, wherein the resonators are
clectromagnetic resonators.
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