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OPTIMIZED SELECTION OF SUBSET OF
STORAGE DEVICES FOR DATA BACKUP

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority to Chinese Patent Appli-
cation No. 2020107887670 filed on Aug. 7, 2020. Chinese

Patent Application No. 2020107887670 1s hereby incorpo-
rated by reference 1n 1ts entirety.

TECHNICAL FIELD

Embodiments of the present disclosure generally relate to
computer systems or storage systems, and more particularly,
to a storage management method, an electronic device, and
a computer program product.

BACKGROUND

Today, many companies or enterprises generate large
amounts of data every day. For data security, data protection
becomes more and more important. In this regard, a backup
storage system can provide data protection. It can copy data
to be backed up to a plurality of storage devices, thereby
obtaining a plurality of data copies stored 1n diflerent storage
devices.

In conventional solutions, a user of a backup storage
system selects a storage device for storing data copies and
determines related routing plans. In other words, the user
needs to manually select and specily one or more storage
devices for each piece of data (or data source) to be backed
up as a storage destination of data copies. However, this may
be complicated and cumbersome for the user, and the
rationality of the selected storage device cannot be guaran-
teed, thereby causing the performance of the backup storage
system to decrease.

SUMMARY OF THE INVENTION

The embodiments of the present disclosure propose a
technical solution for determining a subset of storage
devices for data backup 1n a storage device set, and specifi-
cally provide a storage management method, an electronic
device, and a computer program product.

In a first aspect of the present disclosure, a storage
management method 1s provided. The method includes:
determining, 1n a storage device set, a plurality of candidate
subsets of storage devices used for data backup, wherein the
plurality of candidate subsets include substantially the same
number of storage devices. The method further includes:
determining global balance degrees respectively corre-
sponding to the plurality of candidate subsets, wherein the
global balance degree indicates a usage balance degree of
the storage device set when storage devices 1n a correspond-
ing candidate subset are used for data backup. The method
further includes: determining a target subset of storage
devices for data backup 1n the plurality of candidate subsets
based on the global balance degrees.

In a second aspect of the present disclosure, an electronic
device 1s provided. The electronic device includes at least
one processor and at least one memory storing computer
program 1instructions. The at least one memory and the
computer program instructions are configured to cause,
along with the at least one processor, the electronic device
to: determine, 1n a storage device set, a plurality of candidate
subsets of storage devices used for data backup, wherein the
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plurality of candidate subsets include substantially the same
number of storage devices. The at least one memory and the
computer program 1nstructions are also configured to cause,
along with the at least one processor, the electronic device
to: determine global balance degrees respectively corre-
sponding to the plurality of candidate subsets, wherein the
global balance degree indicates a usage balance degree of
the storage device set when storage devices 1n a correspond-
ing candidate subset are used for data backup. The at least
one memory and the computer program instructions are
further configured to cause, along with the at least one
processor, the electronic device to: determine a target subset
of storage devices for data backup in the plurality of
candidate subsets based on the global balance degrees.

In a third aspect of the present disclosure, a computer
program product 1s provided. The computer program prod-
uct 1s tangibly stored on a non-volatile computer-readable
medium and mcludes machine-executable instructions. The
machine-executable instructions, when executed, cause a
machine to execute steps of the method according to the first
aspect.

It should be understood that the content described 1n the
summary part 1s neither intended to limit key or essential
teatures of the embodiments of the present disclosure, nor
intended to limit the scope of the present disclosure. Other
features of the present disclosure will become readily under-
standable through the following description.

BRIEF DESCRIPTION OF THE DRAWINGS

The above and other objectives, features, and advantages
of the embodiments of the present disclosure will become
readily understandable by reading the following detailed
description with reference to the accompanying drawings. In
the accompanying drawings, a plurality of embodiments of
the present disclosure are shown by way of example and not
limitation.

FIG. 1 shows a schematic diagram of an example storage
system 1n which the embodiments of the present disclosure
may be implemented.

FIG. 2 shows a tlowchart of an example storage manage-
ment method according to an embodiment of the present
disclosure.

FIG. 3 shows an example process of determining a
plurality of candidate subsets 1n a storage device set accord-
ing to an embodiment of the present disclosure.

FIG. 4 shows a schematic diagram of selecting a plurality
of candidate subsets 1n a plurality of imitial candidate subsets
based on a predetermined performance requirement accord-
ing to an embodiment of the present disclosure.

FIG. 5 shows an example process of determining a first
global balance degree corresponding to a first candidate
subset according to an embodiment of the present disclo-
sure.

FIG. 6 shows a schematic diagram of determining a first
global balance degree corresponding to a first candidate
subset according to an embodiment of the present disclo-
sure.

FIG. 7 shows an example process ol determining a first
usage metric corresponding to a first storage device accord-
ing to an embodiment of the present disclosure.

FIG. 8 shows a schematic diagram of determining a first
usage metric corresponding to a first storage device accord-
ing to an embodiment of the present disclosure.
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FIG. 9 shows an example process of determining a usage
metric of a first available storage capacity corresponding to

a first storage device according to an embodiment of the
present disclosure.

FIG. 10 shows a schematic diagram of determining a
usage metric of a first available storage capacity correspond-
ing to a first storage device according to an embodiment of
the present disclosure.

FIG. 11 shows an example process of determining a usage
metric of a first mnput network bandwidth corresponding to
a first storage device according to an embodiment of the
present disclosure.

FIG. 12 shows a schematic diagram of determining a
usage metric of a first input network bandwidth correspond-
ing to a first storage device according to an embodiment of
the present disclosure.

FIG. 13 shows a schematic diagram of determining a
second usage metric corresponding to a second storage
device according to an embodiment of the present disclo-
sure.

FIG. 14 shows a schematic diagram of determining a
usage metric of a second available storage capacity corre-
sponding to a second storage device according to an embodi-
ment of the present disclosure.

FIG. 15 shows a schematic diagram of determining a
usage metric of a second mput network bandwidth corre-
sponding to a second storage device according to an embodi-
ment of the present disclosure.

FIG. 16 shows an example operation process of selecting
a subset of storage devices for data backup in a storage
device set according to an embodiment of the present
disclosure.

FI1G. 17 shows a block diagram of an example device that
can be configured to mmplement an embodiment of the
present disclosure.

Throughout all the accompanying drawings, the same or
similar reference numerals are used to indicate the same or
similar components.

DETAILED DESCRIPTION

The principles and spirit of the present disclosure will be
described below with reference to a plurality of example
embodiments shown i1n the accompanying drawings. It
should be understood that these embodiments are described
only for the purpose of enabling a person skilled 1n the art
to better understand and then implement the present disclo-
sure, 1nstead of limiting the scope of the present disclosure
in any way. In the description and claims herein, unless
otherwise defined, all technical and scientific terms used
herein have meanings that are commonly understood by
those of ordinary skill in the art to which the present
disclosure belongs.

As mentioned above, 1n conventional solutions, a user of
a backup storage system selects a storage device used to
store data copies and determines related routing plans. In
other words, the user needs to manually select and specity
one or more storage devices for each piece of data (or data
source) to be backed up as a storage destination of data
copies. However, this may be complicated and cumbersome
for the user, and the rationality of the selected storage device
cannot be guaranteed, thereby causing the performance of
the backup storage system to decrease.

Specifically, a user-specified service level agreement
(SLA) may require a plurality of data copies to be respec-
tively copied to a plurality of storage devices located in
different geographic locations. In addition, due to the need
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for disaster recovery of data in the event of a disaster,
governments and enterprises have also established regula-
tions on data protection. For example, 1n order to cope with
natural disasters such as earthquake, typhoon, and flood
which may cause simultaneous damage to a plurality of
storage devices that store data copies, these regulations have
some other requirements for the storage devices used for
data backup. These requirements may include that a distance
between the storage devices as well as a distance between
cach storage device and a data generator need to be greater
than a specified distance.

Therelore, 1in the process of selecting storage devices for
data backup, a user may need to collect and consider various
related parameters. For example, when creating a backup
strategy for data backup, a user may need to select a storage
device for data backup based on these related parameters. To
this end, the user may need to first understand the geo-
graphic location of each storage device, a distance between
the storage devices, the network bandwidth between a data
source and the storage devices, the remaining storage capac-
ity of each storage device, and so on. It can be seen that 1n
the above process, there are many operations that need to be
manually completed by the user. This 1s obviously compli-
cated and cumbersome for the user. When there are a large
number of optional storage devices, 1t may be dithicult for the
user to quickly select storage devices that meet the require-
ments.

In addition, 1t may be more critical that the selected
storage devices may not be the best choice because the
selection of the storage devices 1s manually completed by
the user. For example, due to a low network bandwidth, the
storage devices selected by the user may fail to store some
data copies, or the copying of data copies to the storage
devices may be canceled. For another example, storing data
copies to the storage devices selected by the user may cause
an 1mbalance 1n use of storage resources of a storage device
set. For example, some storage devices 1n the storage device
set may be nearly full, while other storage devices may still
have a large amount of storage capacities. If the use of
storage devices 1s to be balanced manually, the user may
need additional manpower to monitor various parameters of
the storage devices.

In view of the foregoing problems and other potential
problems 1n conventional solutions, the embodiments of the
present disclosure propose a technical solution for determin-
ing a subset of storage devices for data backup 1n a storage
device set. In the embodiments of the present disclosure, for
data backup for which a storage device is to be determined,
a computing device may determine a plurality of candidate
subsets of storage devices 1n a storage device set. Next, the
computing device may determine a plurality of global bal-
ance degrees respectively corresponding to the plurality of
candidate subsets. Then, the computing device may deter-
mine a target subset of storage devices for data backup 1n the
plurality of candidate subsets based on the plurality of global
balance degrees. Through the embodiments of the present
disclosure, a storage system can automatically select a
subset of storage devices for data backup from a storage
device set for storing data copies without manual operation,
and at the same time, the entire storage device set can have
relatively high global balance degrees, thereby improving
the automation level and performance of the storage system.

FIG. 1 shows a schematic diagram of example storage
system 100 1n which the embodiments of the present dis-
closure may be implemented. As shown in FIG. 1, example
storage system 100 may include storage device set 110.
Storage device set 110 may include N storage devices,
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namely, storage device 110-1, storage device 110-2, storage
device 110-3, storage device 110-4, storage device 110-5,
storage device 110-6, storage device 110-7, . . . , and storage
device 110-N, where N 1s a positive integer. In some
embodiments, storage devices 110-1 to 110-N in storage
device set 110 may be mainly used to back up data, that 1s,
to store data copies. In this case, example storage system 100
may be a backup storage system used to store data copies.
Of course, 1n other embodiments, storage devices 110-1 to
110-N may also be used to store any other data, information,
or content. Therefore, example storage system 100 may be
a storage system for any other purpose or function, but may
also be used to store data copies.

In some embodiments, one or more of storage devices
110-1 to 110-N may be individual physical storage devices,
that 1s, separate physical storage devices. In another embodi-
ment, one or more of storage devices 110-1 to 110-N may
also be a combination of a plurality of physical storage
devices. For example, any storage device among storage
devices 110-1 to 110-N may refer to a combination of a
plurality of individual physical storage devices, such as a set
of all physical storage devices at a certain storage site. In
other words, 1n some embodiments, one or more of storage
devices 110-1 to 110-N may refer to one or more storage
sites, rather than physical storage devices, and each storage
site may correspond to a backup storage system.

In some embodiments, one or more of storage devices
110-1 to 110-N may be respectively located 1n a plurality of
geographical locations far away from each other, for
example, located 1n diflerent continents, different countries,
different cities, and so on. Of course, 1n other embodiments,
one or more of storage devices 110-1 to 110-N may also be
located 1n approximately the same geographic location, for
example, 1n the same city, the same building, the same room,
etc. In other words, the embodiments of the present disclo-
sure do not have any restrictions on the geographic locations
of storage devices 110-1 to 110-N, and are equally appli-
cable to situations where storage devices 110-1 to 110-N are
respectively located in any possible geographic locations.

In addition, example storage system 100 may include
computing device 120 for controlling and managing
example storage system 100. For example, computing
device 120 may copy data that needs to be backed up to one
or more storage devices 1n storage device set 110, process
access requests for the data (such as data copies) stored 1n
storage devices 110-1 to 110-N, organize and manage the
data stored in storage devices 110-1 to 110-N, control and
access other devices or components 1 example storage
system 100, and so on. More generally, computing device
120 may implement any computing function, control func-
tion, processing function, and/or similar functions related to
example storage system 100. In some embodiments, com-
puting device 120 may be a main control device of example
storage system 100, which 1s mainly used to control the
functions of example storage system 100.

In other embodiments, computing device 120 may also be
a computing device of a certain client terminal of example
storage system 100, which 1s mainly used to control func-
tions of the client terminal, but may be coupled with a
control device of example storage system 100 1n a commu-
nication manner to realize the data backup function. In other
embodiments, computing device 120 may be any computing
device associated with example storage system 100. In
addition, i1t should be noted that various processing or
operations performed by computing device 120 described
herein may also be completed by a plurality of computing,
devices separately, that 1s, each computing device may
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implement some of these processing or operations, and these
computing devices may be located in different geographic
locations or belong to diflerent entities.

As shown i FIG. 1, when there 1s data backup 130 for
which a backup storage device 1s to be allocated, computing
device 120 may determine one or more storage devices 1n
storage device set 110 for storing data copies associated with
data backup 130. The one or more storage devices are also
referred to as target subset 140-T of storage devices used for
data backup 130. That 1s, computing device 120 will deter-
mine which storage device or storage devices among storage
devices 110-1 to 110-N are used for data backup 130. In
some embodiments, data backup 130 may specifically refer
to a data backup task or event, which may be generated or
created by example storage system 100 for a certain data
source. For example, a user of example storage system 100
may 1nstruct data backup 130 for the data source, or example
storage system 100 may trigger data backup 130 for the data
source according to a preset data backup trigger condition.
In some embodiments, the data source may be a client
terminal 1n example storage system 100, which may gener-
ate data to be backed up. The user of example storage system
100 may store the data (for example, data copies) to one or
more storage devices 1n storage device set 110 through the
client terminal, and may read the data copies from the
storage devices storing the data copies through the client
terminal. In other embodiments, the data source may be any
device or entity capable of generating data.

In the example of FIG. 1, 1n order to reasonably select
target subset 140-T for data backup 130 1n storage device set
110, computing device 120 may {irst determine M candidate
subsets of storage devices for data backup 130, that 1s,
candidate subset 140-1, candidate subset 140-2, candidate
subset 140-3, . . . , and candidate subset 140-M, where M 1s
a positive integer. Then, computing device 120 may deter-
mine global balance degrees 150-1 to 150-M corresponding
to candidate subsets 140-1 to 140-M respectively. In the
embodiments of the present disclosure, each of global bal-
ance degrees 150-1 to 150-M may indicate a usage balance
degree of storage device set 110 1n the case where storage
devices 1n a corresponding candidate subset are used for data
backup 130. For example, without loss of generality, global
balance degree 150-1 may indicate the usage balance degree
of storage device set 110 when storage devices 110-1 to
110-3 in candidate subset 140-1 are used for data backup
130. Next, computing device 120 may determine target
subset 140-T 1n the plurality of candidate subsets 140-1 to
140-M based on global balance degrees 150-1 to 150-M. For
example, computing device 120 may use a candidate subset
with a high global balance as target subset 140-T, so as to
optimize the usage balance degree of storage device set 110.

It should be noted that the “usage balance degree™ herein
may refer to the balance degree of “usage” of the plurality
ol storage devices 1n any aspect. For example, the “usage
balance degree” may refer to the “usage balance degree” of
available storage capacities of the plurality of storage
devices, the “usage balance degree” of mput network band-
widths of the plurality of storage devices, the “usage balance
degree” of processing resources ol the plurality of storage
devices, the “usage balance degree” of memory resources of
the plurality of storage devices, and so on. However, 1t will
be understood that the embodiments of the present disclo-
sure are equally applicable to the “usage balance degree” of
the plurality of storage devices in any other aspect. In
addition, 1t should be noted that although candidate subsets
140-1 to 140-M 1 FIG. 1 are depicted as each including

three storage devices, the depiction 1s only illustrative and 1s
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not intended to limit the scope of the present disclosure in
any way. In other embodiments, candidate subsets 140-1 to
140-M may 1nclude the same number of storage devices or
different numbers of storage devices, and each candidate
subset may include any number of storage devices.

In some embodiments, computing device 120 may
include any device capable of implementing computing
tfunctions and/or control functions, including but not limited
to, special-purpose computers, general-purpose computers,
general-purpose processors, MmiCroprocessors, microcon-
trollers, or state machines. Computing device 120 may also
be implemented as an individual computing device or a
combination of computing devices, for example, a combi-
nation of a digital signal processor (DSP) and a micropro-
cessor, a plurality of microprocessors, one or more micro-
processors combined with a DSP core, or any other such
configurations. In addition, 1t should be pointed out that 1n
the context of the present disclosure, computing device 120
may also be referred to as electronic device 120, and these
two terms may be used interchangeably herein.

In some embodiments, storage devices 110-1 to 110-N
may be any device or system having a storage capability and
capable of providing a storage service or function, including
but not limited to, a backup storage site, a cloud storage
system, a hard disk drive (HDD), a solid state disk (SSD),
a removable disk, a compact disk (CD), a laser disk, an
optical disk, a digital versatile disk (DVD), a floppy disk, a
Blu-ray disk, a serial-attached small computer system Inter-
tace (SCSI) storage disk (SAS), a serial advanced technol-
ogy attachment (SATA) storage disk, any other magnetic
storage devices and any other optical storage devices, or any
combination thereof.

In some embodiments, the data source or client terminal
herein may refer to any device that can generate data and
receive data storage services. In some embodiments, such
devices include, but are not limited to, personal computers,
tablet computers, laptop computers, notebook computers,
netbook computers, any other types of computers, cellular
phones or smart phones, media player devices, e-book
devices, mobile WiF1 devices, wearable computing devices,
wireless devices, mobile devices, user equipment, and any
other types of electronic computing devices.

In some embodiments, communication links between
various components in example storage system 100 may be
any form of connection or coupling that can achieve data
communication or control signal communication between
these components, including but not limited to, coaxial
cables, fiber-optic cables, twisted pairs, or wireless technol-
ogy (such as infrared, radio, and microwaves). In some
embodiments, the communication links may also include,
but are not limited to, network cards, hubs, modems, repeat-
ers, bridges, switches, routers, and other devices used for
network connection, as well as various network connection
lines, wireless links, etc. In some embodiments, the com-
munication links may include various types of buses. In
other embodiments, the communication links may include
computer networks, communication networks, or other
wired or wireless networks.

It should be understood that FIG. 1 only schematically
shows units, elements, modules, or components related to
the embodiments of the present disclosure 1n example stor-
age system 100. In practice, example storage system 100
may also include other units, elements, modules, or com-
ponents for other functions. In addition, the specific number
of units, elements, modules, or components shown 1n FIG.
1 1s only 1llustrative, and 1s not mtended to limit the scope
of the present disclosure 1n any way. In other embodiments,
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example storage system 100 may include any suitable num-
ber of storage devices, computing devices, data backups,
candidate subsets, global balance degrees, target subsets,
and so on. Accordingly, the embodiments of the present
disclosure are not limited to the specific devices, units,
clements, modules, or components depicted in FIG. 1, but
are generally applicable to any storage environment with a
data backup function. An example storage management
method of an embodiment of the present disclosure will be
described below with reference to FIG. 2.

FIG. 2 shows a flowchart of example storage management
method 200 according to an embodiment of the present
disclosure. In some embodiments, example method 200 may
be implemented by computing device 120 1n example stor-
age system 100, for example, may be implemented by a
processor or processing unit of computing device 120, or
implemented by various functional modules of computing
device 120. In other embodiments, example method 200
may also be implemented by a computing device indepen-
dent of example storage system 100, or may be implemented
by other units or modules in example storage system 100. To
facilitate discussion, example method 200 will be described
in conjunction with FIG. 1.

At block 210, for data backup 130 for which a storage
device 1s to be allocated, computing device 120 may deter-
mine a plurality of candidate subsets 140-1 to 140-M of
storage devices 1n storage device set 110. Generally speak-
ing, each of candidate subsets 140-1 to 140-M may include
different numbers of storage devices. For example, this
means that data backup 130 does not have requirements for
the number of data copies. That 1s, data associated with data
backup 130 may be backed up to any number (from 1 to N)
ol storage devices at the same time. In this case, there may
be a candidate subset including only one storage device in
candidate subsets 140-1 to 140-M, or there may be a
candidate subset including all storage devices 110-1 to
110-N, or there may be a candidate subset including another
number (between 1 and N) of storage devices.

In some embodiments, in order to make each candidate
subset provide substantially the same degree of data protec-
tion (1.e., substantially the same number of data copies), and
also to have a relatively high comparability between the
candidate subsets, computing device 120 may make candi-
date subsets 140-1 to 140-M 1nclude substantially the same
number of storage devices. For example, this means that no
matter which candidate subset 1s finally selected by com-
puting device 120 for data backup 130, substantially the
same data security will be achieved for the data associated
with data backup 130. It should be noted that the number
“substantially the same” here can mean that the numbers of
storage devices included 1n different candidate subsets are
roughly the same, but it does not exclude one or more
candidate subsets including slightly more or fewer storage
devices.

More quantitatively, 1n some embodiments, the “substan-
tially the same” number of storage devices 1n two candidate
subsets can be interpreted as that a ratio of the difference
between the numbers of storage devices 1n the two candidate
subsets to the total number of storage devices in storage
device set 110 1s smaller than a predetermined threshold. As
an example, assuming that storage device set 110 includes
100 storage devices, the difference between the numbers of
storage devices 1in two candidate subsets 1s not larger than 3,
that 1s, 1t can be considered that the numbers of storage
devices are “‘substantially the same.” In other words, the
predetermined threshold in this example 1s set to 5%.
However, 1t should be understood that the predetermined
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threshold 5% listed here 1s only illustrative and 1s not
intended to limit the scope of the present disclosure 1n any
way. In other embodiments, the predetermined threshold
may be set reasonably according to specific technical envi-
ronment, application scenarios, and performance require-
ments.

In other embodiments, candidate subsets 140-1 to 140-M
may each include the same number of storage devices. As an
example, FIG. 1 depicts candidate subsets 140-1 to 140-M
as each including 3 storage devices. That 1s to say, assuming
that each storage device can store one data copy associated
with data backup 130, candidate subsets 140-1 to 140-M can
all store three data copies associated with data backup 130.
Therefore, 1n such an embodiment, computing device 120
may select candidate subsets 140-1 to 140-M 1n storage
device set 110 based on the number of data copies required
for data backup 130. For example, assuming that data
backup 130 requires three data copies, computing device
120 may determine C,, the number of all possible combi-
nations of candidate subsets in storage device set 110, that
is, M=C,,>. Of course, in other embodiments, the number M
of candidate subsets 140-1 to 140-M may also be smaller
than the number CA of all possible combinations, and such
examples will be described below with reference to FIGS. 3
and 4.

FIG. 3 shows example process 300 of determining a
plurality of candidate subsets 140 1n storage device set 110
according to an embodiment of the present disclosure. In
some embodiments, example process 300 may be imple-
mented by computing device 120 1n example storage system
100, for example, may be implemented by a processor or
processing unit of computing device 120, or implemented by
various functional modules of computing device 120. In
other embodiments, example process 300 may also be
implemented by a computing device independent of
example storage system 100, or may be implemented by
other units or modules 1n example storage system 100.

FIG. 4 shows a schematic diagram of selecting a plurality
of candidate subsets 140 1n a plurality of initial candidate
subsets 410 based on predetermined performance require-
ment 420 according to an embodiment of the present dis-
closure. As shown 1n FIG. 4, computing device 120 may first
determine a plurality of imitial candidate subsets 410 1n
storage device set 110, and then select a plurality of candi-
date subsets 140 from the plurality of mitial candidate
subsets 410 based on predetermined performance require-
ment 420. In this way, computing device 120 may exclude
candidate subsets that do not meet predetermined perfor-
mance requirement 420 from 1nitial candidate subsets 410,
thereby ensuring that finally determined target subset 140-T
will meet predetermined performance requirement 420.

Specifically, referring to FIG. 3, at block 310, computing
device 120 may determine the number of data copies
required for data backup 130. In some embodiments, the
number of data copies required for data backup 130 may be
input by a user of example storage system 100. For example,
the user may set the required number of data copies when
setting service level agreement (SLA) parameters of data
backup 130. In the example of FIG. 1, without loss of
generality, 1t 1s assumed that the number of data copies set
by the user for data backup 130 1s 3. It should be understood
that the embodiments of the present disclosure are equally
applicable to situations where data backup 130 requires any
number of data copies.

At block 320, computing device 120 may determine a
plurality of imitial candidate subsets 410-1 to 410-P from
storage device set 110 based on the number of data copies
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required for data backup 130, where P 1s a positive integer.
In some embodiments, the number of storage devices i each
of 1nmitial candidate subsets 410-1 to 410-P may be equal to
the number of data copies required for data backup 130, that
1s, each storage device may store one data copy. In this way,
computing device 120 can simplify the operation of deter-
mining initial candidate subsets 410-1 to 410-P while meet-
ing the requirement for the number of data copies of data
backup 130. Specifically, according to the number of data
copies required for data backup 130, computing device 120
may determine all possible storage device combinations in
storage device set 110 as initial candidate subsets 410-1 to
410-P. For example, in the case where the number of data
copies is three, computing device 120 may determine C,,
initial candidate subsets 410-1 to 410-P, that is, P=C,°. In
other embodiments, computing device 120 may also deter-
mine 1nitial candidate subsets 410-1 to 410-P, of which the
number P 1s less than CA. For example, there may be
currently unavailable storage devices in storage device set
110, so computing device 120 may exclude combinations
including the unavailable storage devices from 1nitial can-
didate subsets 410-1 to 410-P.

In other embodiments, the number of storage devices 1n
cach of imitial candidate subsets 410-1 to 410-P may also be
different from the number of data copies required for data
backup 130. For example, computing device 120 may add a
predetermined number of storage devices on the basis of the
number of data copies required for data backup 130 to
provide more data copies to data backup 130, thereby
enhancing protection of the data associated with data backup
130. As an example, assuming that the number of data copies
required for data backup 130 1s 3, computing device 120
may determine the number of storage devices 1n each 1nitial
candidate subset to be 4, thereby actually providing 4 data
copies to the data related to data backup 130. It will be
understood that the various specific numbers listed here are
only 1llustrative and are not intended to limait the scope of the
present disclosure 1n any way. In other embodiments, com-
puting device 120 may add any number of increments to the
required number of data copies to determine the number of
storage devices of each initial candidate subset.

At block 330, after determining 1nitial candidate subsets
410-1 to 410-P, computing device 120 may, based on pre-

determined performance requirement 420 for candidate sub-
sets 140-1 to 140-M, select candidate subsets 140-1 to

140-M from 1nitial candidate subsets 410-1 to 410-P. For
example, 1 the example of FIG. 4, computing device 120
may exclude initial candidate subsets 410-4 and 410-5 from
initial candidate subsets 410-1 to 410-P because they do not
meet predetermined performance requirement 420, thereby
selecting candidate subsets 140-1 to 140-M.

Generally speaking, predetermined performance require-
ment 420 may be any performance requirement preset for
storage devices or storage device combinations in candidate
subsets 140-1 to 140-M. In some embodiments, predeter-
mined performance requirement 420 may be that a distance
between any two storage devices in each of candidate
subsets 140-1 to 140-M 1s greater than a threshold distance.
Theretfore, i computing device 120 determines that a dis-
tance between two storage devices 1s less than the threshold
distance, computing device 120 may exclude mitial candi-
date sets including these two storage devices from 1nitial
candidate subsets 410-1 to 410-P. As an example, the
threshold distance may be 100 kilometers. This threshold
distance can ensure that storage devices in each candidate
subset have different physical environments, thus reducing
the possibility of simultaneous failures (for example, power
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outage, flood, mechanical shock, etc.) of different storage
devices. It will be understood that specific numerical values
of the threshold distance listed here are only illustrative and
are not intended to limit the scope of the present disclosure
in any way. In other embodiments, the threshold distance
may be set to any value according to specific techmnical
environments and performance requirements.

Additionally or alternatively, predetermined performance
requirecment 420 may be that the amount of available
resources ol any storage device 1n candidate subset 140 1s
greater than a threshold amount of resources, thereby ensur-
ing that any of candidate subsets 140-1 to 140-M can
complete data backup 130. For example, the amount of
available resources here may include the amount of com-
puting resources, the amount of memory resources, storage
capacities, network bandwidths, etc. of the storage devices.
Therefore, i computing device 120 determines that the
amount of available resources of a certain (or some) storage
device(s) 1s less than the threshold amount of resources,
computing device 120 may exclude initial candidate subsets
including such storage device(s) from initial candidate sub-
sets 410-1 to 410-P. In some embodiments, the threshold

amount of resources here may be set by computing device
120 based on the amount of resources required for data
backup 130. Of course, 1n other embodiments, the threshold
amount of resources may also be predetermined according to
specific technical environments and performance require-
ments.

As can be seen from the above description, through
example process 300, computing device 120 may compre-
hensively and efliciently determine candidate subsets 140-1
to 140-M meeting predetermined performance requirement
420 from storage device set 110 based on the number of data
copies required for data backup 130.

Referring back to FIG. 2, at block 220, computing device
120 may determine global balance degrees 150-1 to 150-M
corresponding to the plurality of candidate subsets 140-1 to
140-M respectively. As described above, the global balance
degree may indicate the usage balance degree of storage
device set 110 in the case where storage devices in a
corresponding candidate subset are used for data backup
130. Without loss of generality, taking global balance degree
150-1 of candidate subset 140-1 as an example, global
balance degree 150-1 may refer to the usage balance degree
ol storage device set 110 in the case where storage devices
110-1, 110-2, and 110-3 1n candidate subset 140-1 are used
for data backup 130. Hereimnafter, an example i which
computing device 120 determines global balance degree
150-1 will be 1illustratively described. It will be understood
that computing device 120 may use a similar manner to
determine global balance degrees 150-2 to 150-M corre-
sponding to candidate subsets 140-2 to 140-M respectively.

Therefore, 1n some embodiments, 1n order to determine
global balance degree 150-1, computing device 120 may
assume that storage devices 110-1, 110-2, and 110-3 are used
for data backup 130, and then computing device 120 may
determine usage metrics of storage devices 110-1 to 110-N
in storage device set 110 one by one, that 1s, a metric of the
usage degree of each storage device. As used herein, the
“usage metric”’ may refer to a metric of the usage degree of
a storage device 1n any aspect, for example, a metric of the
usage degree of available storage capacity, a metric of the
usage degree ol input network bandwidth, a metric of the
usage degree of computing resources, a metric of the usage
degree of memory resources, etc. In addition, since storage
devices 110-1 to 110-N are mainly used to store data, the
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data increase speed of a certain storage device may generally
reflect the usage degree of the storage device.

After obtaining the usage metrics of storage devices 110-1
to 110-N, computing device 120 may determine global
balance degree 150-1 of storage device set 110 based on
these usage metrics. For example, computing device 120
may calculate a standard deviation of the usage metrics of
storage devices 110-1 to 110-N as global balance degree
150-1 of storage device set 110. Of course, in other embodi-
ments, computing device 120 may also use other similar
statistical indicators (for example, variance) of the usage
metrics of storage devices 110-1 to 110-N as global balance
degree 150-1 of storage device set 110. More generally,
computing device 120 may adopt any index that can reflect
the balance of usage metrics of storage devices 110-1 to
110-N as global balance degree 150-1 of storage device set
110.

In some embodiments, mn the process of determining
global balance degree 150-1, since candidate subset 140-1 1s
assumed to be used for data backup 130 and storage devices
110-4 to 110-N out of candidate subset 140-1 are assumed
not to be used for data backup 130, computing device 120
may use different methods to determine “usage metrics™ of
the storage devices for storage devices 110-1 to 110-3 and
storage devices 110-4 to 110-N. Specifically, computing
device 120 may divide storage devices 110-1 to 110-N into
two groups according to whether the storage devices belong
to candidate subset 140-1, and then respectively determine
two groups ol usage metrics for the two groups of storage
devices. Such an example will be described later with
reference to FIGS. 5 and 6.

In addition, it should be noted that the “usage balance
degree” of storage device set 110 mentioned herein may
refer to the balance degree of “usages” of various storage
devices 1n storage device set 110 1n any aspect. For example,
the “usage balance degree” may refer to the “usage balance
degree” of available storage capacities of various storage
devices 1n storage device set 110, or the “usage balance
C
C
C

egree” of input network bandwidths of various storage
evices 1n storage device set 110. Therelfore, computing

evice 120 may accordingly determine “usage metrics” of
the available storage capacities or input network bandwidths
of the storage devices. Such an example will be described
later with reference to FIGS. 9 to 12 and FIGS. 14 to 15.
However, 1t will be understood that the embodiments of the
present disclosure are equally applicable to the ““usage
balance degree” of various storage devices 1n storage device
set 110 1n any other aspect.

Still referring to FIG. 2, at block 230, after determining
global balance degrees 150-1 to 150-M respectively corre-
sponding to candidate subsets 140-1 to 140-M, computing
device 120 may determine target subset 140-T of storage
devices used for data backup 130 1n the plurality of candi-
date subsets 140-1 to 140-M based on global balance
degrees 150-1 to 150-M. For example, computing device
120 may use a candidate subset with a high global balance
degree as target subset 140-T, thereby optimizing the usage
balance degree of storage device set 110. Specifically, n
some embodiments, computing device 120 may determine a
target global balance degree higher than a threshold balance
degree 1n global balance degrees 150-1 to 150-M. As an
example, the threshold balance degree here may be selected
by computing device 120 after determining global balance
degrees 150-1 to 150-M, such as an average value of global
balance degrees 150-1 to 150-M. For another example, the
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threshold balance degree may also be preset according to
specific technical environments and performance require-
ments.

In some cases, computing device 120 may determine that
a plurality of global balance degrees are higher than the
threshold balance degree. At the moment, computing device
120 may randomly select a global balance degree from these
global balance degrees as the target global balance degree.
Then, computing device 120 may determine a candidate
subset corresponding to the target global balance degree as

target subset 140-1. For example, assuming that global
balance degrees 150-2 and 150-3 1n the example of FIG. 1

are both higher than the threshold balance degree and
computing device 120 randomly selects global balance
degree 150-3 as the target global balance degree, candidate
subset 140-3 corresponding to global balance degree 150-3
may be determined as target subset 140-T. In this way,
computing device 120 may ensure that the global balance
degree of target subset 140-T 1s relatively high among all
global balance degrees 150-1 to 150-M, thereby optimizing
the performance of example storage system 100.

In some embodiments, since computing device 120 has
determined global balance degrees 150-1 to 150-M, com-
puting device 120 may select the highest global balance
degree among global balance degrees 150-1 to 150-M as the
target global balance degree. For example, assuming that
global balance degree 150-3 1s the highest among global
balance degrees 150-1 to 150-M 1n the example of FIG. 1,
computing device 120 may select global balance degree
150-3 as the target global balance degree, so candidate
subset 140-3 corresponding to global balance degree 150-3
may be determined as target subset 140-T. In this way,
computing device 120 may ensure that the global balance
degree of target subset 140-T 1s the highest among all global
balance degrees 150-1 to 150-M, thereby making the per-
formance ol example storage system 100 optimal.

Through example storage management method 200, com-
puting device 120 may automatically select target subset
140-T of storage devices for data backup 130 from storage
device set 110 for storing data copies without manual
operation, and at the same time, this enables entire storage
device set 110 to have a relatively high global balance
degree, thereby improving the automation level and pertor-
mance ol example storage system 100.

As mentioned above when describing block 220 of FIG.
2, 1n order to determine global balance degree 150-1 corre-
sponding to candidate subset 140-1, computing device 120
may divide storage devices 110-1 to 110-N 1nto two groups
according to whether the storage devices belong to candidate
subset 140-1, and then two groups of usage metrics are
respectively determined for the two groups of storage
devices. Such an example will be described below with
retference to FIGS. 5§ and 6. It should be noted that in the
following description, an example process of determining
first global balance degree 150-1 by computing device 120
1s exemplified. It will be appreciated that computing device
120 may similarly determine global balance degrees 150-2
to 150-M corresponding to candidate subsets 140-2 to
140-M.

FIG. 5 shows example process 500 of determining first
global balance degree 150-1 corresponding to first candidate
subset 140-1 according to an embodiment of the present
disclosure. In some embodiments, example process 500 may
be implemented by computing device 120 1n example stor-
age system 100, for example, may be implemented by a
processor or processing unit ol computing device 120, or
implemented by various functional modules of computing
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device 120. In other embodiments, example process 500
may also be implemented by a computing device indepen-
dent of example storage system 100, or may be implemented
by other units or modules 1n example storage system 100.

FIG. 6 shows a schematic diagram of determining first
global balance degree 150-1 corresponding to first candidate
subset 140-1 according to an embodiment of the present
disclosure. As shown 1n FIG. 6, since first candidate subset
140-1 1s assumed to be used for data backup 130, storage
device set 110 may be divided into two parts. One part 1s
storage devices 1n first candidate subset 140-1, and the other
part 1s storage devices outside first candidate subset 140-1,
that 1s, a complementary set of first candidate subset 140-1,
which may be referred to as first complementary set 640-1
below. Regarding first candidate subset 140-1 and first
complementary set 640-1, computing device 120 may use
different methods to determine usage metrics of the storage
devices, wherein the usage metrics associated with storage
devices 1n first candidate subset 140-1 may be referred to as
first group of usage metrics 610, and the usage metrics
associated with storage devices in first complementary set
640-1 may be referred to as second group of usage metrics
615. Then, computing device 120 may derive first global
balance degree 150-1 based on first group of usage metrics
610 and second group of usage metrics 615.

Specifically, referring to FIG. 5, at block 510, computing
device 120 may determine first group of usage metrics 610,
and the usage metrics 1n first group of usage metrics 610
respectively correspond to storage devices 1n first candidate
subset 140-1. For example, 1n the example of FIG. 6, first
candidate subset 140-1 includes storage devices 110-1,
110-2, and 110-3. Therefore, first group of usage metrics 610
may include usage metric 610-1 of storage device 110-1,
usage metric 610-2 of storage device 110-2, and usage
metric 610-3 of storage device 110-3. That 1s, computing
device 120 may determine respective usage metrics 610-1,
610-2, and 610-3 of storage devices 110-1, 110-2, and 110-3
respectively.

As mentioned above, 1n the embodiments of the present
disclosure, the “usage metric” may refer to a metric of the
usage degree of a storage device 1n any aspect, for example,
a metric of the usage degree of available storage capacity, a
metric of the usage degree of mput network bandwidth, a
metric of the usage degree of computing resources, a metric
of the usage degree of memory resources, etc. For another
example, since the “usage metric” herein 1s for a storage
device, and the storage device 1s mainly used to store data,
the data increase speed of the storage device may generally
indicate the usage degree of the storage device. Therefore, 1n
general, computing device 120 may determine usage metrics
610-1, 610-2, and 610-3 1n first group of usage metrics 610
by determining the degrees to which storage devices 110-1,
110-2, and 110-3 are used 1n any aspect. In some embodi-
ments, computing device 120 may determine first group of
usage metrics 610 based on the data increase speeds of
storage devices 110-1, 110-2, and 110-3 1n first candidate
subset 140-1. Such an embodiment will be described later
with reference to FIGS. 7 and 8.

At block 520, computing device 120 may determine
second group of usage metrics 615. The usage metrics 1n
second group of usage metrics 615 respectively correspond
to the storage devices outside first candidate subset 140-1,
that 1s, the storage devices 1n first complementary set 640-1.
For example, in the example of FIG. 6, first complementary
set 640-1 includes storage devices 110-4, 110-5, . . . , and
110-N. Therefore, second group of usage metrics 615 may
include usage metric 610-4 of storage device 110-4, usage
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metric 610-5 of storage device 110-5, . . ., and usage metric
610-N of storage device 110-N. That 1s, computing device
120 may determine respective usage metrics 610-4 to 610-N
ol storage devices 110-4 to 110-N respectively.

Similar to the manner of determining first group of usage
metrics 610, computing device 120 may determine usage
metrics 610-4 to 610-N 1n second group of usage metrics
615 by determining the degrees to which storage devices
110-4 to 110-N are used 1n any aspect. In some embodi-
ments, computing device 120 may determine second group
of usage metrics 615 based on the data increase speeds of
storage devices 110-4 to 110-N in first complementary set
640-1. Such an embodiment will be described later with
reference to FIG. 13.

At block 3530, after determining first group of usage
metrics 610 and second group of usage metrics 6135, com-
puting device 120 may determine first global balance degree
150-1 based on first group of usage metrics 610 and second
group of usage metrics 615. For example, computing device
120 may calculate a standard deviation of usage metrics
610-1 to 610-N of storage devices 110-1 to 110-N as global
balance degree 150-1. Of course, 1n other embodiments,

computing device 120 may also use other similar statistical
indicators (for example, variance) of usage metrics 610-1 to
610-N of storage devices 110-1 to 110-N as global balance
degree 150-1. More generally, computing device 120 may
use any index that can reflect the balance of usage metrics
610-1 to 610-N of storage devices 110-1 to 110-N as global
balance degree 150-1.

Through example process 500, computing device 120
may determine the usage metrics of the storage devices
differently according to whether the storage devices are used
for data backup 130, and then obtain corresponding global
balance degrees. In this way, the calculation accuracy and
cllectiveness of the usage metrics of the storage devices may
be improved, so that the calculation accuracy and eflective-
ness ol corresponding global balance degrees are also
improved.

As mentioned above when describing block 510 of FIG.
5, 1n some embodiments, computing device 120 may deter-
mine first group of usage metrics 610 based on the data
increase speeds of storage devices 110-1, 110-2, and 110-3
in first candidate subset 140-1. Hereinafter, referring to
FIGS. 7 and 8, such an embodiment will be described by
taking first usage metric 610-1 1n first group of usage metrics
610 as an example. As mentioned above, first usage metric
610-1 corresponds to first storage device 110-1 in first
candidate subset 140-1, that 1s, first usage metric 610-1 1s the
usage metric of first storage device 110-1. It should be noted
that computing device 120 may determine usage metric
610-2 of storage device 110-2 and usage metric 610-3 of
storage device 110-3 1n a similar manner as described below
with reference to FIGS. 7 and 8, thereby determining first
group of usage metrics 610.

FIG. 7 shows example process 700 of determining first
usage metric 610-1 corresponding to first storage device
110-1 according to an embodiment of the present disclosure.
In some embodiments, example process 700 may be imple-
mented by computing device 120 1n example storage system
100, for example, may be implemented by a processor or
processing unit of computing device 120, or implemented by
various functional modules of computing device 120. In
other embodiments, example process 700 may also be
implemented by a computing device independent of
example storage system 100, or may be implemented by
other units or modules 1n example storage system 100.
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FIG. 8 shows a schematic diagram of determining first
usage metric 610-1 corresponding to first storage device
110-1 according to an embodiment of the present disclosure.
As shown in FIG. 8, before computing device 120 deter-
mines target subset 140-T of storage devices for data backup
130, first storage device 110-1 may already have an existing
backup task, which may be referred to as first existing
backup task 810 hereinafter. Therefore, assuming that first
candidate subset 140-1 1s used for data backup 130, 1n order
to calculate first usage metric 610-1 of first storage device
110-1, computing device 120 needs to consider both first
existing backup task 810 and data backup 130. Of course, 1n
some embodiments, there may be a plurality of existing
backup tasks on first storage device 110-1. In such a case,
computing device 120 may process these existing backup
tasks 1n a manner similar to that for first existing backup task
810.

Referring to FIG. 7, at block 710, computing device 120
may determine first data increase speed 8135 associated with
first existing backup task 810 of first storage device 110-1.
Generally speaking, computing device 120 may determine
first data increase speed 815 1n any suitable manner. For
example, 1n some embodiments, computing device 120 may
directly search for relevant configuration parameters (for
example, the size of data to be backed up per unit time) of
first existing backup task 810, thereby obtaining first data
increase speed 815. In other embodiments, computing
device 120 may obtain first data increase speed 815 based on
historical statistics or empirical values. For example, com-
puting device 120 may calculate the data increase speed (for
example, the amount of data increased per day) of first
existing backup task 810 in the past unit time, thereby
estimating {irst data increase speed 815.

In another embodiment, computing device 120 may deter-
mine first data increase speed 815 based on the backup data
s1ze, data increase rate, and data deduplication rate of first
existing backup task 810. As an example, it 1s assumed that
the backup data size of first existing backup task 810 each
time 1s 1000 GB, which may be an empirical value or an
estimated value. In addition, 1t 1s assumed that the recovery
point objective (RPO) of first existing backup task 810 1s 4
hours, that 1s, backup needs to be performed 6 times a day,
and the difference rate between two data copies to be backed
up twice successively may be 5%, which may be an empiri-
cal value or an estimated value. Furthermore, 1t 1s assumed
that the data deduplication rate of first existing backup task
810 1s 50 times, which may also be an empirical value or an
estimated value. Based on this, the data increase rate of first
existing backup task 810 may be estimated as 6/dayx
3%=0.3/day. Furthermore, i this example, first data
increase speed 815 may be calculated as 1000 GBx0.3/dayx
I50=6 GB/day. In this way, computing device 120 may
estimate first data increase speed 813 relatively accurately.
It should be understood that specific values of the various
parameters listed here are only illustrative and are not
intended to limit the scope of the present disclosure 1n any
way. In other embodiments, the backup data size, data
increase rate, and data deduplication rate of the existing
backup task may be any appropriate values.

At block 720, computing device 120 may determine
additional data increase speed 820 associated with data
backup 130. Generally speaking, computing device 120 may
determine additional data increase speed 820 1n any suitable
manner. For example, 1n some embodiments, computing
device 120 may directly search for related configuration
parameters (for example, the size of data to be backed up per
unit time) of data backup 130, thereby obtaining additional
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data increase speed 820. In other embodiments, computing
device 120 may obtain additional data increase speed 820
based on empirical values. For example, computing device
120 may estimate additional data increase speed 820 through
related information of a data source that causes data backup
130. In another embodiment, computing device 120 may
determine additional data increase speed 820 based on the
backup data size, data increase rate, and data deduplication
rate of data backup 130. In this way, computing device 120
may estimate additional data increase speed 820 relatively
accurately. The specific determination method may be simi-
lar to the related description of the backup data size, data
increase rate, and data deduplication rate of first existing
backup task 810 above, and details are not described herein
again.

At block 730, computing device 120 may determine first
usage metric 610-1 of first storage device 110-1 based on
first data increase speed 815 and additional data increase
speed 820. Since first storage device 110-1 1s mainly used to
store data, and first data increase speed 815 and additional
data increase speed 820 indicate the amount of data to be
stored 1n first storage device 110-1 per unit time, the above
speeds can reflect the degree to which first storage device
110-1 1s used. Based on this, in some embodiments, com-
puting device 120 may directly use the sum of first data
increase speed 815 and additional data increase speed 820 as
first usage metric 610-1. In other embodiments, 1n order to
more accurately reflect the usage degree of first storage
device 110-1 1n a certain aspect, computing device 120 may
turther consider other parameters of first storage device

110-1 to determine first usage metric 610-1. Such an
embodiment will be described below with reference to
FIGS. 9 to 12.

Through example process 700, computing device 120
may respectively quantitatively determine first data increase
speed 8135 and the additional data increase speed caused by
first existing backup task 810 and data backup 130 on first
storage device 110-1, and then determine first usage metric
610-1 of first storage device 110-1. In this way, the calcu-
lation accuracy and eflectiveness of first usage metric 610-1
of first storage device 110-1 may be improved.

FIG. 9 shows example process 900 of determining a usage
metric of a first available storage capacity corresponding to
first storage device 110-1 according to an embodiment of the
present disclosure. In some embodiments, example process
900 may be mmplemented by computing device 120 1n
example storage system 100, for example, may be imple-
mented by a processor or processing unit of computing
device 120, or implemented by various functional modules
of computing device 120. In other embodiments, example
process 900 may also be mmplemented by a computing
device mdependent of example storage system 100, or may
be implemented by other units or modules 1n example
storage system 100.

FIG. 10 shows a schematic diagram of determining usage
metric 1030 of first available storage capacity 1010 corre-
sponding to first storage device 110-1 according to an
embodiment of the present disclosure. As shown 1n FIG. 10,
as an example way of determining {irst usage metric 610-1,
based on first data increase speed 815 and additional data
increase speed 820, computing device 120 may further
consider first available storage capacity 1010 of first storage
device 110-1 to determine usage metric 1030 of first avail-
able storage capacity 1010 of first storage device 110-1.
Example process 900 of FIG. 9 i1s described below with
reference to FIG. 10.
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At block 910, computing device 120 may determine first
available storage capacity 1010 of first storage device 110-1.
For example, computing device 120 may directly obtain,
through searching, first available storage capacity 1010 of
first storage device 110-1. Of course, computing device 120
may also adopt any other appropriate method to obtain first
available storage capacity 1010 of first storage device 110-1,
which 1s not limited in the embodiment of the present
disclosure.

At block 920, computing device 120 may determine total
data increase speed 1020 based on first data increase speed
815 and additional data increase speed 820. It will be
understood that total data increase speed 1020 indicates the
total amount of data to be stored 1n first storage device 110-1
per unit time, and therefore generally reflects the degree to
which first storage device 110-1 1s used. On the basis of total
data increase speed 1020, computing device 120 may com-
bine other parameters of first storage device 110-1 to further
calculate the usage degree of first storage device 110-1 1n a
certain aspect.

At block 930, computing device 120 may determine usage
metric 1030 of first available storage capacity 1010 based on
first available storage capacity 1010 and total data increase
speed 1020. For example, computing device 120 may divide
first available storage capacity 1010 by total data increase
speed 1020, thereby estimating after how long the available
storage capacity of first storage device 110-1 will be used up,
that 1s, how soon first storage device 110-1 will be filled up.
It should be understood that the time length parameter
reflects the degree to which first storage device 110-1 1s used
in the aspect of available storage capacity. In some embodi-
ments, 1n the case where total data increase speed 1020
changes, 1n order to make the time length parameter and the
usage degree of first storage device 110-1 1n other aspects
have the same change direction (for example, simultane-
ously increasing as total data increase speed 1020 increases,
or simultaneously decreasing as total data increase speed
1020 decreases), computing device 120 may also use the
reciprocal of the aforementioned time length parameter to
indicate the degree to which first storage device 110-1 1is
used 1n the aspect of available storage capacity.

Through example process 900, computing device 120
may quantitatively determine usage metric 1030 of first
available storage capacity 1010 of first storage device 110-1
based on total data increase speed 1020 and first available
storage capacity 1010. In this way, the calculation accuracy
and eflectiveness of the usage degree of first storage device
110-1 1n the aspect of available storage capacity may be
improved.

FIG. 11 shows example process 1100 of determining a
usage metric of a first input network bandwidth correspond-
ing to first storage device 110-1 according to an embodiment
of the present disclosure. In some embodiments, example
process 1100 may be implemented by computing device 120
in example storage system 100, for example, may be imple-
mented by a processor or processing unit of computing
device 120, or implemented by various functional modules
of computing device 120. In other embodiments, example
process 1100 may also be implemented by a computing
device independent of example storage system 100, or may
be implemented by other units or modules 1 example
storage system 100.

FIG. 12 shows a schematic diagram of determining usage
metric 1230 of first input network bandwidth 1210 corre-
sponding to first storage device 110-1 according to an
embodiment of the present disclosure. As shown 1n FIG. 12,
as an example way of determining first usage metric 610-1,
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based on first data increase speed 8135 and additional data
increase speed 820, computing device 120 may further
consider first input network bandwidth 1210 of first storage
device 110-1 to determine usage metric 1230 of first input
network bandwidth 1210 of first storage device 110-1.
Example process 1100 of FIG. 11 1s described below with
reference to FIG. 12.

At block 1110, computing device 120 may determine first
input network bandwidth 1210 of first storage device 110-1.
For example, computing device 120 may directly obtain,
through searching, first input network bandwidth 1210 of
first storage device 110-1. Of course, computing device 120
may also use any other appropriate method to obtain first
input network bandwidth 1210 of first storage device 110-1,
which 1s not limited in the embodiment of the present
disclosure.

At block 1120, computing device 120 may determine total
data increase speed 1020 based on first data increase speed
815 and additional data increase speed 820. It will be
understood that total data increase speed 1020 indicates the
total amount of data to be stored 1n first storage device 110-1
per unit time, and therefore generally reflects the degree to
which first storage device 110-1 1s used. On the basis of total
data increase speed 1020, computing device 120 may com-
bine other parameters of first storage device 110-1 to further
calculate the usage degree of first storage device 110-1 1n a
certain aspect.

At block 1130, computing device 120 may determine
usage metric 1230 of first input network bandwidth 1210
based on first input network bandwidth 1210 and total data
increase speed 1020. For example, computing device 120
may divide total data increase speed 1020 by first input
network bandwidth 1210, thereby estimating a network
bandwidth usage rate of first storage device 110-1, that 1s,
what percentage of the network bandwidth of first storage
device 110-1 will be used. It will be understood that the
network bandwidth usage rate parameter reflects the degree
to which first storage device 110-1 1s used in the aspect of
input network bandwidth.

In some embodiments, 1n the case where total data
increase speed 1020 changes, the network bandwidth usage
rate and the reciprocal of the time length parameter
described above may increase simultaneously as total data
increase speed 1020 increases, or decrease simultaneously
as total data increase speed 1020 decreases. Therefore, 1n
these embodiments, the network bandwidth usage rate and
the reciprocal of the time length parameter may be used in
combination to evaluate the usage degree of first storage
device 110-1, that 1s, first usage metric 610-1.

Through example process 1100, computing device 120
may quantitatively determine usage metric 1230 of first
input network bandwidth 1210 of first storage device 110-1
based on total data increase speed 1020 and first input
network bandwidth 1210. In this way, the calculation accu-
racy and eflectiveness of the usage degree of first storage
device 110-1 1n the aspect of mnput network bandwidth may
be 1mproved.

As mentioned above when describing block 520 of FIG.
5, 1n some embodiments, computing device 120 may deter-
mine second group of usage metrics 615 based on the data
increase speeds of storage devices 110-4 to 110-N 1n {first
complementary set 640-1. Heremafiter, referring to FIG. 13,
such an embodiment will be described by taking second
usage metric 610-4 1n second group of usage metrics 615 as
an example. As mentioned above, second usage metric
610-4 corresponds to second storage device 110-4 outside
first candidate subset 140-1, that 1s, second usage metric
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610-4 1s the usage metric of second storage device 110-4. It
should be noted that computing device 120 may determine
usage metrics 610-5 to 610-N of storage devices 110-5 to
110-N 1n a similar manner as described below with reference
to FIG. 13, thereby determining second group of usage
metrics 615.

FIG. 13 shows a schematic diagram of determining sec-
ond usage metric 610-4 corresponding to second storage
device 110-4 according to an embodiment of the present
disclosure. As shown in FIG. 13, before computing device
120 determines target subset 140-T of storage devices for
data backup 130, second storage device 110-4 may already
have an existing backup task, which may be referred to
herein as second existing backup task 1310. Therefore,
assuming that first candidate subset 140-1 1s used for data
backup 130, second storage device 110-4 will not be used for
data backup 130, and 1n order to calculate second usage
metric 610-4 of second storage device 110-4, computing
device 120 only needs to consider second existing backup
task 1310. Of course, in some embodiments, there may be a
plurality of existing backup tasks on second storage device
110-4. In this case, computing device 120 may process these
existing backup tasks 1n a manner similar to that for second
existing backup task 1310.

Referring to FIG. 13, 1n order to determine second usage
metric 610-4, computing device 120 may determine second
data increase speed 1315 associated with second existing
backup task 1310 of second storage device 110-4. Generally
speaking, computing device 120 may determine second data
increase speed 1315 1n any suitable manner. For example, 1n
some embodiments, computing device 120 may directly
search for related configuration parameters (for example, the
s1ze of data to be backed up per unit time) of second existing
backup task 1310, thereby obtaiming second data increase
speed 1315. In other embodiments, computing device 120
may obtain second data increase speed 1315 based on
historical statistics or empirical values. For example, com-
puting device 120 may calculate the data increase speed (for
example, the amount of data increased per day) of second
existing backup task 1310 in the past unit time, thereby
estimating second data increase speed 1315.

In another embodiment, computing device 120 may deter-
mine second data increase speed 1315 based on the backup
data size, data increase rate, and data deduplication rate of
second existing backup task 1310. In this way, computing
device 120 may estimate second data increase speed 1315
relatively accurately. The specific determination method
may be similar to the related description of the backup data
s1ze, data increase rate, and data deduplication rate of first
existing backup task 810 above, and details are not described
herein again.

After determining second data increase speed 13135, com-
puting device 120 may determine second usage metric 610-4
of second storage device 110-4 based on second data
increase speed 1313, Since second storage device 110-4 1s
mainly used to store data and second data increase speed
1315 1indicates the amount of data to be stored 1n second
storage device 110-4 per umt time, second data increase
speed 1315 reflects the degree to which second storage
device 110-4 1s used. Based on this, in some embodiments,
computing device 120 may directly use second data increase
speed 1313 as second usage metric 610-4. In other embodi-
ments, 1n order to more accurately retlect the usage degree
of second storage device 110-4 1n a certain aspect, comput-
ing device 120 may further consider other parameters of
second storage device 110-4 to determine second usage
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metric 610-4. Such an embodiment will be described below
with reference to FIGS. 14 to 15.

Through the example way shown in FIG. 13, computing
device 120 may quantitatively determine second data
increase speed 1315 caused by second existing backup task
1310 on second storage device 110-4, and then determine
second usage metric 610-4 of second storage device 110-4.
In this way, the calculation accuracy and etlectiveness of
second usage metric 610-4 of second storage device 110-4
may be improved.

FI1G. 14 shows a schematic diagram of determining usage
metric 1430 of second available storage capacity 1410
corresponding to second storage device 110-4 according to
an embodiment of the present disclosure. As shown 1n FIG.
14, as an example way of determining second usage metric
610-4, on the basis of second data increase speed 1315,
computing device 120 may further consider second available
storage capacity 1410 of second storage device 110-4 to
determine usage metric 1430 of second available storage
capacity 1410 of second storage device 110-4.

Specifically, computing device 120 may determine second
available storage capacity 1410 of second storage device
110-4. For example, computing device 120 may directly
obtain, through searching, second available storage capacity
1410 of second storage device 110-4. Of course, computing
device 120 may also use any other appropriate method to
obtain second available storage capacity 1410 of second
storage device 110-4, which 1s not limited in the embodi-
ment of the present disclosure.

On the other hand, second data increase speed 1315
indicates the amount of data to be stored 1n second storage
device 110-4 per unit time, and therefore generally reflects
the degree to which second storage device 110-4 1s used. On
the basis of second data increase speed 1315, computing
C
C

evice 120 may combine other parameters of second storage
evice 110-4 to further calculate the usage degree of second
storage device 110-4 1n a certain aspect.

Therefore, computing device 120 may determine usage
metric 1430 of second available storage capacity 1410 based
on second available storage capacity 1410 and second data
increase speed 1315. For example, computing device 120
may divide second available storage capacity 1410 by
second data increase speed 1315, thereby estimating after
how long the available storage capacity of second storage
device 110-4 will be used up, that 1s, how soon second
storage device 110-4 will be filled up. It should be under-
stood that the time length parameter reflects the degree to
which second storage device 110-4 1s used 1n the aspect of
available storage capacity. In some embodiments, 1n the case
where second data increase speed 1315 changes, 1n order to
make the time length parameter and the usage degrees of
second storage device 110-4 1n other aspects have the same
change direction (for example, simultaneously increasing as
second data increase speed 1315 increases, or simultane-
ously decreasing as second data increase speed 1315
decreases), computing device 120 may also use the recip-
rocal of the aforementioned time length parameter to rep-
resent the degree to which second storage device 110-4 1s
used 1n the aspect of available storage capacity.

Through the example way shown in FIG. 14, computing
device 120 may quantitatively determine usage metric 1430
of second available storage capacity 1410 of second storage
device 110-4 based on second data increase speed 1315 and
second available storage capacity 1410. In this way, the
calculation accuracy and eflectiveness of the usage degree of
second storage device 110-4 in the aspect of available
storage capacity may be improved.

5

10

15

20

25

30

35

40

45

50

55

60

65

22

FIG. 15 shows a schematic diagram of determining usage
metric 1530 of second input network bandwidth 1510 cor-
responding to second storage device 110-4 according to an
embodiment of the present disclosure. As shown 1n FIG. 15,
as an example way ol determining second usage metric
610-4, on the basis of second data increase speed 1315,
computing device 120 may further consider second 1nput
network bandwidth 1510 of second storage device 110-4 to
determine usage metric 1530 of second 1nput network band-
width 1510 of second storage device 110-4.

Specifically, computing device 120 may determine second
input network bandwidth 1510 of second storage device
110-4. For example, computing device 120 may directly
obtain second input network bandwidth 1510 of second
storage device 110-4 by searching. Of course, computing,
device 120 may also use any other appropriate method to
obtain second input network bandwidth 1510 of second
storage device 110-4, which 1s not limited in the embodi-
ment of the present disclosure.

On the other hand, second data increase speed 1315
indicates the amount of data to be stored 1n second storage
device 110-4 per unit time, and therefore generally retlects
the degree to which second storage device 110-4 1s used. On
the basis of second data increase speed 1315, computing
device 120 may combine other parameters of second storage
device 110-4 to turther calculate the usage degree of second
storage device 110-4 1n a certain aspect.

Therefore, computing device 120 may determine usage
metric 1530 of second 1nput network bandwidth 1510 based
on second 1mput network bandwidth 1510 and second data
increase speed 1315. For example, computing device 120
may divide second data increase speed 1315 by second input
network bandwidth 1510, thereby estimating the network
bandwidth usage rate of second storage device 110-4, that 1s,
what percentage of the network bandwidth of second storage
device 110-4 will be used. It will be understood that the
network bandwidth usage rate parameter reflects the degree
to which second storage device 110-4 1s used 1n the aspect
of mnput network bandwidth.

In some embodiments, in the case where second data
increase speed 1315 changes, the network bandwidth usage
rate and the reciprocal of the time length parameter
described above may increase simultaneously as second data
increase speed 1315 increases, or decrease simultaneously
as second data 1ncrease speed 1315 decreases. Therefore, 1n
these embodiments, the network bandwidth usage rate and
the reciprocal of the time length parameter may be used in
combination to evaluate the usage degree of second storage
device 110-4, that 1s, second usage metric 610-4.

Through the example way shown 1n FIG. 15, computing
device 120 may quantitatively determine usage metric 1530
of second mput network bandwidth 1510 of second storage
device 110-4 based on second data increase speed 1315 and
second input network bandwidth 1510. In this way, the
calculation accuracy and eflectiveness of the usage degree of
second storage device 110-4 1n the aspect of mput network
bandwidth may be improved.

The foregoing describes some embodiments of the tech-
nical solution of the present disclosure with reference to
FIGS. 1 to 15. In order to better illustrate an example
application scenario of the embodiments of the present
disclosure, an application example of the technical solution
of the present disclosure 1n an example scenario will be
described later with reference to FIG. 16.

FIG. 16 shows an example operation process of selecting,
subset (target subset) 1622 of storage devices used for data
backup in storage device set 1602 according to an embodi-
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ment of the present disclosure. In the example of FIG. 16,
storage device set 1602 of a storage system may include T=6
storage devices (for example, backup sites) S1 to S6, which
are schematically depicted as located in a network and
connected 1n a communication manner through the network 5
to provide data backup services. As shown 1n FIG. 16, there
1s currently new data source 1606, also known as new data
asset 1606, data backup needs to be performed through the
storage devices in storage device set 1602, and a user has
input service level agreement (SLA) parameter 1604 for new 10
data source 1606. For example, SLA parameter 1604 may
indicate a data source that needs to be protected, and include
the number of data copies required, a threshold distance
between the data copies, a recovery point objective (RPO),
and so on. 15

In the following, new data source 1606 to be backed up
1s not considered first, and then based on the technical
solution of the present disclosure described above, a global
balance degree function GE (also referred to as a global
evaluation function) 1s created for storage device set 1602, 20
which may be an implementation of the global balance
degree described above. In some embodiments, the global
balance degree function GE may be used to evaluate the
global balance degree corresponding to the candidate sub-
sets and provide corresponding evaluation scores. That 1s to 25
say, the global balance degree function GE may be used to
calculate the global balance degrees corresponding to vari-
ous candidate subsets for the backup of new data source
1606, thereby selecting the candidate subset with the opti-
mal global balance degree as target subset 1622. In addition, 30
the storage system may periodically calculate the global
balance degree function GE to check whether the storage
system 1s balanced.

In order to create the global balance degree function GE,
it can be assumed that the geographic locations (for 35
example, latitudes and longitudes), remaining capacities,
and 1nput network bandwidths of storage devices S1 to S6 1n
the storage system are known. In addition, an empirical
value of a difference rate between data copies of an existing,
backup task on storage devices S1 to S6 and an empirical 40
value of a deduplication rate of the data copies are known.
Specifically, the creation of the global balance degree func-
tion GE requires the above-mentioned parameters in the
storage system and the above-mentioned empirical values of
the storage system under current conditions. For example, 45
using symbolic expressions, the above-mentioned param-
eters may be expressed as: remaining capacities RC, of the
storage devices, mput network bandwidths NB, of the stor-
age devices, and a total number T (T=6 1n the example 1n
FIG. 16) of the storage devices, where t represents a certain 50
storage device.

In addition, a data increase speed at the back end caused
by an existing backup strategy (that 1s, the existing backup
task described above) on the storage devices may be
expressed as VE.. In some embodiments, VE, may be cal- 55
culated from the size of source data and the aforementioned
empirical values. For example, the size of the source data to
be copied may be expressed as SDS_, for example, 1t 1s
assumed to be 1000 GB. A front-end daily data growth rate
DDI, may be collected from an RPO of an existing backup 60
at the front end, for example, 1t 1s assumed to be 4 hours, that
1s, 6 data copies a day. Furthermore, the difference rate
between two adjacent data copies 1s assumed to be, for
example, 5%. Then, the storage system may obtain
DDI =0.3 per day. Further, the empirical value of the dedu- 65
plication rate DR of the storage system may be assumed to
be 50 times.

24

Under the condition of the above assumed wvalues, a
back-end daily data increase speed VE, may be expressed as:

~ SDS. «+ DDI,
Vh = Z:J DR

where n represents the number of source data that need to
be protected. For simplicity, 1t 1s assumed that there 1s only
one SDS_ in this example, and VE, will be determined as 6
GB per day.

Based on VE, in the aspect of the available storage
capacity, the storage system may define ETFR, for each
storage device, which means “estimated time to be filled
(reciprocal):

VE,

ETFR, = T
]

Then, the storage system may define ol as the standard
deviation of ETFR

!
Z (ETFR, — ETFR)°
t=1

1=\ T

In addition, based on VE, 1 the aspect of the input
network bandwidth, the storage system may define ETC, for
cach storage device, which means a “network bandwidth
occupancy rate” or “estimated completion time™:

VE,

ETC, = —
!

Then, the storage system may define 02 as the standard
deviation of ETC

T
> ETC, - ETCY
=1

2=\ T

Therefore, the global balance degree tfunction GE may be
defined as:

GE=0c1*v14+02*2+13

Here, v1 and v2 are custom weights to indicate which of
ol and 02 1s more important to the user, and v3 1s an added
value to make the result fall within a desired range.

It should be noted that the global balance degree function
GE 1s extensible, and more considerations may be added as
needed. In addition, 1t should be noted that the global
balance degree function GE may represent the global bal-
ance degree of the entire storage system. Therefore, the
storage system may periodically calculate the global balance
degree function GE, and compare results to see 11 the storage
system 1s running smoothly. The smaller the value of GE, the
more balanced use of resources by the storage system.

Next, new data source 1606 to be protected and copied 1s
considered to be added. To this end, the storage system




US 11,301,141 B2

25

needs to consider factors such as the number R of data
copies required by the user, a threshold distance that a
distance between any two copies should be greater than, a
distance DIST (t1, t2) between storage device tl and storage
device t2, a speed V (e.g., a calculation method thereol may
be the same as VE ) at which data copies of new data source
1606 need to be added, and RES. RES, may indicate
remaining resources on the storage devices other than RC,
and NB _, such as a CPU and a memory. These resources may
lead to the capacity of the storage devices to handle more
data backup requests.

As shown 1n FIG. 16, the storage system may first select
(1652) R storage devices from T storage devices (in the
example of FIG. 16, R=3), thereby obtaining candidate
subset 1610. This 1s a combination problem mathematically,
so the number of combinations in candidate subset 1610
may be calculated as follows:

T
R!«(T —R)!

T
S:@E:(R]:

From these S combinations, the storage system needs to
exclude combinations that do not meet “hard” requirement
1612, that1s, “hard” requirement 1612 1s used to filter (1664)
candidate subset 1610. For example, “hard” requirement
1612 may include a distance (i.¢., the threshold distance) and
RES, where the distance may be specified by SLA parameter
1604 (1656), and RES may be obtained (1654) from storage
device set 1602. Specifically, the storage system may use
DIST(tl t2) to calculate a distance between two storage
devices. If the distance between any two storage devices 1n
the combination 1s less than the specified threshold distance,
the storage system may discard the combination. In addition,
RES describes the capacity that each storage device can
handle. If a load more than V 1s added to the storage device,
the storage device may not be able to handle the load and
need to give up the load, which means that the capacity of
the storage device has been used up. In other words, the
storage device cannot handle more backup requests. There-
fore, the relationship between RES and VE _ and V may be
defined as follows:

(VE +V)*v4>RES,

where v4 1s an empirical value and may also be set by the
user.

It should be noted that “hard” requirement 1612 in the
embodiment of the present disclosure 1s extensible. When
there 1s a new “hard” requirement, the storage system may
add the new “hard” requirement to “hard” requirement 1612.

Then, for the remaining combinations that meet the
requirements of the threshold distance and RES,, {for
example, for a candidate subset that meets (1670) the
requirement through the filtering with “hard” requirement
1612, corresponding global balance degree 1620 may be
calculated, which 1s expressed as E for differentiation from
the above GE. For example, the storage device may calcu-
late data increase speed 1614, denoted as V, for new data
source 1606 based on the RPO provided (1658) by SLA
parameter 1604, the source data size provided (1660) by new
data source 1606, and related empirical values (for example,
including the data difference rate and the data deduplication
rate) provided (1662) by empirical value 1608.

A formula used to calculate the global balance degree E
when considering new data source 1606 1s generally similar
to the formula used to calculate the GE, except that the
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storage device selected for data backup needs to add V to
VE .. Theretore, the storage system also needs data increase
speed 1614 of new data source 1606 to provide (1672)
calculation parameters, known storage parameter 1616 to
provide (1666) related parameters (for example, including
the available storage capacity, the mnput network bandwidth,
etc.), and data increase speed 1618 of an existing data source
to provide (1668) calculation parameters. The specific cal-
culation formula of the global balance degree E 1s as
follows. After calculating all the combinations, the storage
system may find an optimal solution according to the
viewpoint of static analysis.

( VE, . ‘
when the storage device 1s not selected
ETFR ={ >
VE, +V o
when the storage device 1s selected
RCI /
( VE, o ‘
when the storage device 1s not selected
ETC, =4 >~

VE, + V

when the storage device 1s selected
f J

ZEZ(EH7W%-—E?FFFDZ

\"—

ZEZ(ETI;-E?TEUZ

:kvl+\ ik n

FE = £ V2 + v3

As an example, 1t 1s assumed that all the combinations
meet the requirements of the threshold distance and RES..
The values of the remaining capacity RC, and the input

network bandwidth NB, of each storage device are shown 1n
Table 1 below.

TABLE 1
VE, RC, NB, VE,
(GB/day) (GB) (GB/s) (GB/s)
Storage device 1 (sl) 150 18,000 0.1 0.001736
Storage device 2 (s2) 80 16,000 0.1 0.000926
Storage device 3 (s3) 260 23,000 0.1 0.003009
Storage device 4 (s4) 80 8,000 0.1 0.000926
Storage device 5 (s5) 100 12,000 0.1 0.001157
Storage device 6 (s6) 90 15,000 0.1 0.001042

In addition, assuming v1=v2=1,000 and v3=0, then the
global balance degree GE may be calculated as:
GE=01*v1+02*v2+v3=01+02=10.50608757.

When new data source 1606 1s added, assuming R=3 and
V=6 GB/day, then the global balance degree E of the S

combinations may be calculated as shown i1n Table 2.

TABLE 2

Combination of storage devices S Global balance degree

[s1, 82, 3 10.70986
[s1, 52, s4) 10.41593
{s1, s2, s5} 10.3372
[s1, 82, s6) 10.23019
[s1, 3, 54 10.92993
{s1, s3, s5} 10.8569
[s1, 3, 561 10.75673
[s1, s4, 5 10.56127
{s1, s4, s6} 10.4628
[s1, 5, 6 10.38543
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TABLE 2-continued

Combination of storage devices S Global balance degree

{s2, s3, s4) 10.69596
{s2, s3, s5) 10.61905
{2, s3, 56} 10.51496
{s2, s4, s5) 10.31954
{2, 54, s6) 10.21738
{s2, s5, 56} 10.23536
{s3, s4, s5) 10.83781
{s3, s4, s6) 10.74165
{s3, s53, 56} 10.66602
{s4, s5, 56} 10.36655

It can be found from Table 2 that the candidate subset {s2,
s4, s6} has the highest global balance degree. Therefore,
when the user needs three data copies, that 1s, when three
storage devices need to be selected, the candidate subset {s2,
s4, s6} is the optimal solution of storage device set 1602,
i.e., {sl, s2, 83, s4, s5, s6}. Based on this, the storage system
may determine (1674) target subset 1622 to be {s2, s4, s6}
based on global balance degree 1620 of the candidate subset.
When new data source 1606 1s added to the storage system,
if {s2, s4, s6} is selected as the backup storage device, the
storage system will become more balanced than other com-
binations when used for data backup.

As can be seen from the example i FIG. 16, the technical
solution of the present disclosure provides an intelligent way
(for example, when creating a location SLA) to suggest
storage devices (or storage sites) for data backup and plan
routing, which can then be converted into a backup strategy.
Therefore, when the user owns a large number of storage
devices 1n different storage sites, the technical solution of the
present disclosure can greatly reduce the operation burden of
the user (or administrator).

Specifically, the technical solution of the present disclo-
sure can help the user to easily select storage devices for data
backup. In contrast, when there are many storage devices to
choose from, 1t will be dithicult for users using conventional
methods to operate. If the technical solution of the present
disclosure 1s used to suggest storage devices and routing
plans for data backup to users, this will introduce more
intelligence to the storage system, thereby reducing manual
work of the users, and being easy to use. In addition, to
meeting the hard requirement (such as the threshold dis-
tance), the technical solution of the present disclosure can
also mtroduce more telligence on the balanced use of the
network bandwidth and the storage capacity. In other words,
the technical solution of the present disclosure can also
balance the use of resources, for example, balance the use of
remaining storage capacities and network bandwidths.

FI1G. 17 schematically shows a block diagram of example
device 1700 that can be configured to implement an embodi-
ment of the present disclosure. In some embodiments,
example device 1700 may be an electronic device, which
may be configured to implement computing device 120 in
FIG. 1. As shown 1n FIG. 17, example device 1700 includes
central processing unit (CPU) 1701 which may execute
various appropriate actions and processing in accordance
with computer program instructions stored in read-only
memory (ROM) 1702 or computer program instructions
loaded onto random access memory (RAM) 1703 from
storage unit 1708. Various programs and data required for
operations of example device 1700 may also be stored 1n
RAM 1703. CPU 1701, ROM 1702, and RAM 1703 are
connected to each other through bus 1704. Input/output
(I/0) 1nterface 1703 1s also connected to bus 1704.
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Multiple components 1n example device 1700 are con-
nected to I/O intertace 1705, including: mput unit 1706,
such as a keyboard or a mouse; output unit 1707, such as
various types ol displays or speakers; storage umt 1708,
such as a magnetic disk or an optical disk; and communi-
cation unit 1709, such as a network card, a modem, or a
wireless communication transceiver. Communication umnit
1709 allows example device 1700 to exchange information/
data with other devices over a computer network such as the
Internet and/or various telecommunication networks.

The various processes and processing described above,
such as example methods or example processes, may be
performed by processing unit 1701. For example, 1n some
embodiments, various example methods or example pro-
cesses may be implemented as a computer software program
that 1s tangibly contained in a machine-readable medium
such as storage unit 1708. In some embodiments, part or all
of the computer program may be loaded and/or installed
onto example device 1700 via ROM 1702 and/or commu-
nication umt 1709. When the computer program 1s loaded
onto RAM 1703 and executed by CPU 1701, one or more
steps of the example methods or example processes
described above may be performed.

As used herein, the term ‘“‘include” and similar terms
thereof should be understood as open-ended inclusion, 1.e.,
“including but not limited to.” The term “based on” should
be understood as “based at least 1n part on.” The term “one
embodiment” or “this embodiment™ should be understood as
“at least one embodiment.” The terms “first,” “second,” etc.
may refer to diflerent or the same objects. Other explicit and
implicit definitions may also be included herein.

As used herein, the term “determine” encompasses a
variety of actions. For example, “determine” may include
operating, computing, processing, exporting, surveying,
searching (for example, searching in a table, a database, or
another data structure), 1dentitying, and the like. In addition,
“determine” may include receiving (for example, receiving
information), accessing (for example, accessing data 1n a
memory), and the like. In addition, “determine” may include
parsing, selecting, choosing, establishing, and the like.

It should be noted that the embodiments of the present
disclosure may be implemented by hardware, software, or a
combination of software and hardware. The hardware part
can be implemented using dedicated logic; the software part
can be stored 1n a memory and executed by an appropriate
instruction execution system, such as a microprocessor or
dedicated design hardware. Those skilled in the art can
understand that the above-mentioned devices and methods
can be implemented by using computer-executable mstruc-
tions and/or by being included in processor control code, and
for example, the code 1s provided on a programmable
memory or a data carrier such as an optical or electronic
signal carrier.

In addition, although the operations of the method of the
present disclosure are described in a specific order in the
drawings, this does not require or imply that these operations
must be performed i1n the specific order, or that all the
operations shown must be performed to achieve the desired
result. Rather, the order of execution of the steps depicted in
the flowchart can be changed. Additionally or alternatively,
some steps may be omitted, multiple steps may be combined
into one step for execution, and/or one step may be decom-
posed into multiple steps for execution. It should also be
noted that the features and functions of two or more appa-
ratuses according to the present disclosure may be embodied
in one apparatus. On the contrary, the features and functions
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of one apparatus described above can be embodied by
turther dividing the apparatus 1nto a plurality of apparatuses.
Although the present disclosure has been described with
reference to several specific embodiments, 1t should be
understood that the present disclosure 1s not limited to the
specific embodiments disclosed. The present disclosure 1s
intended to cover various modifications and equivalent
arrangements 1cluded within the spirit and scope of the
appended claims.
The 1nvention claimed 1s:
1. A storage management method, comprising:
determining, in a storage device set, a plurality of candi-
date subsets of storage devices used for data backup,
wherein the plurality of candidate subsets comprises
substantially a same number of storage devices;
determining global balance degrees respectively corre-
sponding to the plurality of candidate subsets, wherein
cach of the global balance degrees indicates a usage
balance degree of the storage device set when storage
devices 1n a corresponding candidate subset are used
for the data backup; and
determining a target subset of storage devices used for the
data backup 1n the plurality of candidate subsets based
on the global balance degrees.
2. The method according to claim 1,
wherein a first global balance degree 1n the global balance
degrees corresponds to a first candidate subset in the
plurality of candidate subsets, and
wherein determining the global balance degrees com-
Prises:
determining a first group of usage metrics, wherein
usage metrics 1 the first group of usage metrics
correspond to storage devices 1n the first candidate
subset;
determining a second group of usage metrics, wherein
usage metrics 1 the second group of usage metrics
correspond to storage devices outside the first can-
didate subset, respectively; and
determining the first global balance degree based on the
first group of usage metrics and the second group of
usage metrics.
3. The method according to claim 2,
wherein a first usage metric 1n the first group of usage
metrics corresponds to a first storage device in the first
candidate subset, and
wherein determining the first group of usage metrics
COmMprises:
determining a first data increase speed associated with
a first existing backup task of the first storage device;
determining an additional data increase speed associ-
ated with the data backup; and
determining the first usage metric based on the first data
increase speed and the additional data increase
speed.
4. The method according to claim 3, wherein determining,
the first data increase speed comprises:
determining the first data increase speed based on a
backup data size, a data increase rate, and a data
deduplication rate of the first existing backup task.
5. The method according to claim 3, wherein determining
the additional data increase speed comprises:
determining the additional data increase speed based on a
backup data size, a data increase rate, and a data
deduplication rate of the data backup.
6. The method according to claim 2, wherein determining
a lirst usage metric 1 the first group of usage metrics
COmMprises:
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determiming a first available storage capacity of a first

storage device;

determining a total data increase speed based on a first

data increase speed and an additional data increase
speed; and

determining a usage metric of the first available storage

capacity based on the first available storage capacity
and the total data increase speed.

7. The method according to claim 2, wherein determining,
a lirst usage metric 1 the first group of usage metrics
COmprises:

determining a first input network bandwidth of a first

storage device;

determiming a total data increase speed based on a first

data increase speed and an additional data increase
speed; and

determining a usage metric of the first 1input network

bandwidth based on the first input network bandwidth
and the total data increase speed.

8. The method according to claim 2,

wherein a second usage metric 1n the second group of

usage metrics corresponds to a second storage device in
the storage devices outside the first candidate subset,
and

wherein determining the second group of usage metrics

COMprises:

determining a second data increase speed associated
with a second existing backup task of the second
storage device; and

determining the second usage metric based on the
second data increase speed.

9. The method according to claim 8, wherein determining
the second usage metric comprises:

determining a second available storage capacity of the

second storage device; and

determining a usage metric of the second available stor-

age capacity based on the second available storage
capacity and the second data increase speed.

10. The method according to claim 8, wherein determin-
ing the second usage metric comprises:

determiming a second input network bandwidth of the

second storage device; and

determiming a usage metric of the second input network

bandwidth based on the second input network band-
width and the second data increase speed.

11. The method according to claim 8, wherein determin-
ing the second data increase speed comprises:

determining the second data increase speed based on a

backup data size, a data increase rate, and a data
deduplication rate of the second existing backup task.

12. The method according to claim 1, wherein determin-
ing the plurality of candidate subsets comprises:

determining a number of data copies required for the data

backup;

determiming a plurality of initial candidate subsets from

the storage device set based on the number of data
copies; and

selecting the plurality of candidate subsets from the

plurality of mnitial candidate subsets based on a prede-
termined performance requirement for the plurality of
candidate sub sefts.

13. The method according to claim 12, wherein a number
ol storage devices in the plurality of initial candidate subsets
1s equal to the number of data copies.

14. The method according to claim 12, wherein the
predetermined performance requirement comprises at least
one of the following:
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a distance between any two storage devices i each
candidate subset of the plurality of candidate subsets
being greater than a threshold distance; and

an amount of available resources of any storage device in
the plurality of candidate subsets being greater than a
threshold amount of resources.

15. The method according to claim 1, wherein determin-

ing the target subset comprises:
determining, in the global balance degrees, a target global
balance degree higher than a threshold balance degree;
and
determining a candidate subset corresponding to the target
global balance degree as the target subset.
16. An electronic device, comprising:
at least one processor; and
at least one memory storing computer program instruc-
tions, wherein the at least one memory and the com-
puter program instructions are configured to cause,
along with the at least one processor, the electronic
device to:
determine, 1n a storage device set, a plurality of can-
didate subsets of storage devices used for data
backup, wherein the plurality of candidate subsets
comprises substantially a same number of storage
devices:

determine global balance degrees respectively corre-
sponding to the plurality of candidate subsets,
wherein each of the global balance degrees indicates
a usage balance degree of the storage device set
when storage devices 1n a corresponding candidate
subset are used for the data backup; and

determine a target subset of storage devices used for the
data backup in the plurality of candidate subsets
based on the global balance degrees.

17. The electronic device according to claim 16, wherein

a first global balance degree 1n the global balance degrees
corresponds to a first candidate subset in the plurality of
candidate subsets, and wherein the at least one memory and
the computer program 1nstructions are configured to cause,
along with the at least one processor, the electronic device
to determine the global balance degrees by:

determining a first group of usage metrics, wherein usage
metrics 1n the first group of usage metrics correspond to
storage devices 1n the first candidate subset;

determining a second group of usage metrics, wherein
usage metrics i1n the second group of usage metrics
correspond to storage devices outside the first candidate
subset; and
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determiming the first global balance degree based on the
first group of usage metrics and the second group of
usage metrics.

18. The electronic device according to claim 17, wherein
a lirst usage metric 1 the first group of usage metrics
corresponds to a first storage device 1n the first candidate
subset, and wherein the at least one memory and the
computer program 1nstructions are configured to cause,
along with the at least one processor, the electronic device
to determine the first group of usage metrics by:

determining a {irst data increase speed associated with a

first existing backup task of the first storage device;
determining an additional data increase speed associated
with the data backup; and

determining the first usage metric based on the first data

increase speed and the additional data increase speed.

19. The electronic device according to claim 18, wherein
the at least one memory and the computer program instruc-
tions are configured to cause, along with the at least one
processor, the electronic device to determine the first usage
metric by:

determiming a first available storage capacity of the first

storage device;

determiming a total data increase speed based on the first

data increase speed and the additional data increase
speed; and

determining a usage metric of the first available storage

capacity based on the first available storage capacity
and the total data increase speed.
20. A computer program product tangibly stored on a
non-volatile computer-readable medium and comprising
machine-executable instructions, wherein the machine-ex-
ecutable 1nstructions, when executed, cause a machine to
perform a method, the method comprising
determining, 1n a storage device set, a plurality of candi-
date subsets of storage devices used for data backup,
wherein the plurality of candidate subsets comprises
substantially a same number of storage devices;

determining global balance degrees respectively corre-
sponding to the plurality of candidate subsets, wherein
cach of the global balance degrees indicates a usage
balance degree of the storage device set when storage
devices 1n a corresponding candidate subset are used
for the data backup; and

determining a target subset of storage devices used for the

data backup 1n the plurality of candidate subsets based
on the global balance degrees.
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