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(57) ABSTRACT

A system controls assistive technologies with an assistive
tool for users with movement and/or communication disor-
ders. The system includes an electronic communication
interface, a biometric sensor, a calibration module and a
processing unit. The interface presents users with stimuli
associated with commands and/or information that the user
might select. The sensor detects the user’s biometric activity
and generates a biometric electrical signal. During 1nitial
calibration, the calibration module records signal character-
1stics associated with a biometric electrical signal detected
with voluntary biometric activity. The processing unit rec-
ognizes, based on the biometric electrical signal and the
signal characteristics, the user’s voluntary biometric activity
and commands and/or information the user wants to select.
The processing unit provides control signals to the interface
and the assistive tool, based on the user’s selection prefer-
ences. The interface presents stimuli based on the presen-
tation control signal, 11 present, or presents a scan of stimull.
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SYSTEM FOR CONTROLLING ASSISTIVE
TECHNOLOGIES AND RELATED METHOD

This application 1s a National Stage Application of PCT/
IB2016/055442, filed 13 Sep. 2016, which claims benefit of
Ser. No. 1020150000352009, filed 16 Sep. 2015 1n Italy and
which applications are incorporated herein by reference. To
the extent appropriate, a claim of priority 1s made to each of
the above-disclosed applications.

TECHNICAL BACKGROUND OF TH.
INVENTION

L1

Field of Application

The present invention 1n general relates to the technical
field of assistive technologies and of man-machine interac-
tion.

Indeed, the invention relates to a system for controlling
assistive technologies, for users suflering from movement
and/or communication disorders, and to a related method for
controlling assistive technologies.

In particular, but not 1n a limiting way, the mmvention
relates to a system of the Brain-Computer-Interface (BCI)

type.

Description of the Known Art

As 1s known, there are millions of patients 1n the world
with tetraplegia caused by pathologies such as Amyotrophic
Lateral Sclerosis (ALS), spinal injuries, cerebral 1schaemia
etc. In many cases, such pathologies cause problems asso-
ciated with communication, 1n addition to being associated
with movement, thus resulting in significant changes in the

lifestyle of such patients.

In the context of support and assistance to these disabled
patients, the main assistive technologies that are commonly
used belong to the following types: “Voice Control Sys-
tems™, that 1s systems based on voice recognition; “Eye
Tracking™, that 1s systems for tracking pupil movements;
other mechanical devices of various type.

Often, such devices can only be used a little or not at all
by many patients for various reasons, first and foremost the
dificulty for the patient to provide commands and/or pieces
of mformation in a simple manner, for the patient, and 1n a
reliable manner, that 1s exactly corresponding to the
patient’s will.

Amongst emerging technologies, “Brain Computer Inter-
tace” (BCI) technologies—that 1s a “brain-computer” type
interface based on the interpretation of cerebral signals—
have shown sigmificant progress over the last few years,
promoted by the increased comprehension of cerebral func-
tions, by the evolution of electronic calculators and of
sensoristics. However, these “BCI” technologies too have
proved in many cases to be aflected by the above-mentioned
problems.

Overall, 1t may be afhrmed that sufliciently usable and
robust solutions, for a wide use to support persons with
motion and communication disabilities, are lacking to date.

In light of the above, the need 1s strongly felt to provide
systems and methods for controlling assistive technologies
which can be used 1n a simple and reliable manner by users
with motion and communication disabilities, and which at
least partly overcome the drawbacks indicated above.

SUMMARY OF THE INVENTION

It 1s the object of the present invention to provide a system
for controlling assistive technologies, which allows at least
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2

partly obviating the drawbacks indicated above with refer-
ence to the known art, and allows meeting the above-
mentioned needs particularly felt in the techmical field
considered.

A method for controlling assistive technologies 1s also the
object of the present invention.

BRIEF DESCRIPTION OF THE DRAWINGS

Further features and advantages of such a system accord-
ing to the mvention will become apparent from the follow-
ing description of preferred embodiments thereof, given
only by way of non-limiting, indicative example, with
reference to the accompanying drawings, in which:

FIG. 1 shows a simplified functional diagram of a control
system according to one embodiment of the present mven-
tion;

FIG. 2 shows an example of the use of components of the
control system, within the context of assisting a user 1n a
wheelchair:;

FIGS. 3A-3D represent certain screen examples of an
clectronic communication interface of the control system,
according to respective embodiments;

FIGS. 4A-4C show certain diagram examples of signals
and certain features of such signals, on which the system of

the present invention may operate.

It 1s worth noting that equal or similar elements in the
aloresaid drawings are indicated with the same numbers
and/or letters.

DETAILED DESCRIPTION

With reference to FIGS. 1 and 2, a system 1 15 now
described for controlling assistive technologies, provided
with at least one assistive tool 2, for users suflering from
movement and/or communication disorders.

System 1 comprises an electronic communication inter-
face 10, at least one biometric sensor 11, a calibration
module 12 and a processing unit 13.

The electronic communication interface 10 1s configured
to present the user with a plurality of sensory stimuli, each
associated with a command and/or a piece of information
that the user may want to select and/or to provide.

The at least one biometric sensor 11 1s adapted to be
applied to the user to detect at least one biometric activity of
the user and to generate a respective biometric electrical
signal (SB, SBc, SBr) representative of the biometric activ-
ity detected.

The calibration module 12 1s configured to record, 1n an
initial system calibration step 1n which the user’s biometric
activity 1s a voluntary biometric activity conventionally
considered as indicative of the user’s will to respectively
select a command and/or a piece of information, one or more
signal characteristics CS associated with the biometric elec-
trical signal SBc detected 1n the presence of said at least one
voluntary biometric activity.

The processing unit 13 1s configured to recognize, based
on a comparison between the biometric electrical signal
detected SBr and the one or more signal characteristics CS
recorded, the voluntary biometric activity of the user and the
related command and/or piece of information that the user
wants to select, upon a sensory stimulus perceived.

The processing unit 13 1s also configured to provide
control signals (SC1, SC2) both to the electronic commu-
nication intertface 10 and to the assistive tool 2, based on the
recognition of the user’s will to select.
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Such control signals comprise at least one signal for
controlling the presentation of sensory stimuli SC1, which 1s
adapted to manage the presentation of sensory stimuli based
on the user’s will, and further comprise at least one control
signal to the assistive tool SC2, based on a command and/or
a piece ol mformation, among those presented to the user,
selected by the user and recognized by the processing unit
13.

The electronic communication interface 10 1s configured
to present the sensory stimuli based on the at least one
presentation control signal SC1, 1f present, and to present an
automatic and predefined sequence of sensory stimuli, 1n the
absence of the presentation control signal SC1.

It 1s worth noting that the assistive technologies to which
reference 1s made in the present description comprise for
example, “augmentative alternative communication”, the
control of domotic devices, the control of an electric wheel-
chair. The assistive tools referred to therefore may be for
example, an electric wheelchair for disabled persons, vari-
ous types of domotic devices, robots, etc.

It 1s worth noting that each of the aforesaid biometric
clectrical signals (SB, SBc, SBr) generated by the biometric
sensors may be an electric or electronic signal, 1n analog or
digital format, and 11 1t 1s in the analog format, it may be
converted into the digital format prior to the processing, the
formats 1n themselves being well known.

It 1s also worth noting that each of the aforesaid control
signals (SC1, SC2) may be an electrical signal, 1n analog or
digital format, or a command message, within the context of
an electronic packet transmission of a type which 1s per se
known.

According to one embodiment (shown e.g., 1n FIG. 2), the
at least one biometric sensor 11 comprises a plurality of
cerebral electrical signal sensors 11 adapted to be applied to
the user to detect at least one cerebral electrical signal (SB).
Moreover, the aforesaid at least one voluntary biometric
activity comprises at least one respective movement 1mag-
ined by the user.

In such a case, the processing unit 13 1s configured to
recognize, based on a comparison between the cerebral
clectrical signal detected SBr and the one or more charac-
teristics CS of the cerebral electrical signal recorded SBc
during calibration, the movement 1imagined by the user and
the related command and/or piece of information that the
user wants to select, upon a sensory stimulus perceived.

According to one implementing option, the cerebral elec-
trical signal sensors 11 comprise electroencephalographic
sensors EEG, which are applicable to the user’s head.

Therefore, 1n such a case, the system of the mmvention
provides the recognition, by means ol EEG sensors, of
cerebral electrical signals correlated for example, with
actions of 1imagined movements (forwards, backwards, up,
down, right, lett).

According to another embodiment, the at least one bio-
metric sensor 11 comprises at least one user’s movement
sensor 11 adapted to be applied to one or more parts of the
user’s body to detect movements thereof; and the aforesaid
at least one voluntary biometric activity comprises at least
one respective movement made by the part of the user’s
body to which the at least one biometric sensor 11 1s applied.

According to one implementing option, the aforesaid at
least one movement sensor 11 comprises an accelerometer,
applicable to a finger, for detecting the movement thereot, or
several accelerometers, applicable to arms, legs, or other
parts of the user’s body.

According to other implementing options, the movement
sensor 11 comprises one or more electromyographic sensors
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4

adapted to recognize muscular contraction movements; or
infrared movement sensors for detecting for example, a
movement of a user’s eyelid.

According to another embodiment, the at least one bio-
metric sensor 11 comprises at least one eye movement
sensor adapted to detect and/or track the user’s eye move-
ments; and the aforesaid at least one voluntary biometric
activity comprises at least one respective eye movement by
the user.

According to one implementing option, the eye move-
ment 1s detected by means of a “gaze tracking™ sensor, per
se known, capable of detecting pupil movements of the
user’s eye from an 1nitial base position towards one of the
four sides of a screen.

According to other possible embodiments, the biometric
sensors 11 may be other biometric sensors made available by
the art.

It 1s worth noting that in the various above-described
embodiments, 1n various application examples, the move-
ments 1magined or performed by the user (detected by the
biometric sensors) may be considered representative of the
user’s will to control respective corresponding movements
of the assistive tool, or to control respective corresponding
movements ol the pointer on the electronic display screen
(1n this latter case, the forwards/backwards movement may
be correlated for example, with a will to select/deselect). In
other examples, also included 1n the invention, each of the
movements 1magined or performed, which can be detected
and recognmized by the system, may be conventionally asso-
ciated with a command and/or a piece of information of any
type, also different from a physical movement.

Referring now to the aforesaid “sensory stimuli” pre-
sented to the user by the electronic communication interface
10, it 1s worth noting that according to various possible
embodiments, such sensory stimuli comprise 1mages and/or
symbolic 1cons 21, 22, 23, 24, 25 visually displayed, and/or
sounds and/or tactile stimula.

In particular, in applications for sighted users, visual
stimuli (images or symbolic icons, and more generally a
graphical user interface on an electronic display screen) are
preferably used as sensory stimuli.

Moreover, 1n particular implementing options, additional
audible or tactile return (or feedback) signals may be pro-
vided, also for sighted users, by means of the electronic
communication interface, the signals coming from the pro-
cessing unit or from the assistive tool.

In applications for visually-impaired users, non-visual
stimuli (e.g. audible or tactile stimul1) are used as sensory
stimuli.

According to one implementation example, the electronic
communication interface provides the user with suitable
teedback by means of a combination of graphs, sounds and
tactile feedback obtained for example, by means of specific
mechanical actuators.

In accordance with one embodiment of the system, the
clectronic communication interface 10 comprises a scanning
communication interface 10 configured to present the user
with a scan of sensory stimuli (e.g., a sequence of 1mages or
symbolic 1cons) in sequence.

According to one implementation option (shown e.g., 1n
FIG. 3A), the electronic communication interface 10 com-
prises an electronic display screen 20 and 1s configured to
present, on such an electronic display screen 20, 1cons for
controlling an electronic window interface (21) capable of
bringing up a further icon screen or windows, 1 selected.

In such a case, the commands and/or pieces of informa-
tion that can be selected by the user may comprise, for
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example, a pointer moving command adapted to cause a
movement of a pointer 22 on the electronic display screen
20; and also a select/deselect command adapted to select/
deselect an 1con and/or command and/or box and/or screen
area at which pointer 22 1s located (or was brought).

In an implementation option, when the electronic com-
munication interface 1s configured to present an electronic
interface 10 with windows and a pointer 22 on an electronic
display screen, the voluntary biometric activities may com-
prise movements which may be imagined or performed by
the user, which are bi-uniquely associated with the following,
commands: movement of the pointer to the right; movement
of the pointer to the left; movement of the pointer up;
movement of the pointer down; selection/deselection of the
icon and/or command and/or screen area on which the
pointer 1s located.

According to another implementing option (shown e.g., 1n
FIG. 3B), the electronic communication interface 1s config-
ured to present, on an electronic display screen, a sequence
of symbolic 1cons (23) representative of a desired movement
direction (for example, the arrows shown on the icons 1n
FIG. 3B may indicate “left”, “forwards™, “backwards”,
“right”, respectively), and system 1 1s capable of interacting
with an assistive tool comprising an electric wheelchair 2.

In such a case, the processing unit 13 1s configured to
control the movements of the electric wheelchair 2 based on
the movement symbolic icon (23) selected by the user.

In an implementation alternative, again 1f system 1 1s
capable of interacting with an electric wheelchair 2, the
clectronic communication mterface 10 1s configured to allow
the user to select a desired destination, and the processing
unit 13 1s configured to control the movements of the electric
wheelchair 2 up to the desired destination, based on the
destination selection made by the user.

According to a further realization option, the electronic
communication interface 10 1s configured to show a virtual
keypad 24 on an electronic display screen 20, and the
processing umt 13 1s configured to prepare an electronic
message having a text composed by the user by selecting
buttons or icons or cells of the virtual keypad.

In an implementing option (shown e.g., in FIG. 3C), the
aforesaid virtual keypad 24 comprises a sequence of icons
(240), each representative of one or a group of alphanumeric
characters, the i1cons being presented 1n sequence by the
clectronic communication interface. In the example 1 FIG.
3C, the various icons or boxes 240 (each containing a group
of letters) are highlighted or 1lluminated 1n sequence; after
the user has selected one them, the user may be shown a
series ol boxes 1n sequence, with the various letters of the
aforesaid group of letters, so that the user may select the
letter desired and gradually compose a text or message in the
message window (241).

In another implementing option, the virtual keypad 24
comprises one or more tables comprising rows and columns
of cells that can be selected by means of a row-column scan,
in which each cell contains an alphanumeric character or a
group of alphanumeric characters or a word or a sentence or
a reference to a further table of the same type.

In another implementation option, each cell of the table,
which consists of at least four cells, contains a group of
alphanumeric characters and the processing unit 13 i1s con-
figured to perform a prediction algorithm adapted to predict
the completion of one or more words based only on the
groups ol characters selected according to the character
wanted, and to present the user with the one or more words
resulting from the prediction (e.g., in the message window
241), for a possible selection confirmation. For this purpose,

10

15

20

25

30

35

40

45

50

55

60

65

6

various processes—per se known—may be used for predict-
ing the completion of keying-in.

According to a further embodiment, system 1 1s capable
ol interacting with an assistive tool 2 comprising a robot
provided with a camera, 1n which the robot can be controlled
by the user.

In such a case, the electronic communication interface 10
1s configured to present an 1mage, taken by the camera of the
robot, on an electronic display screen and to further show a
sequence of command 1cons of said robot; and the process-
ing unit 1s configured to control the robot based on the
command 1con selected by the user.

According to one implementation option, the robot com-
prises a voice synthesizer that can be controlled by the
processing unit 13 so as to act as a remote communicator;
the robot 1s a humanoid robot configured to present an 1image
of the user’s face; the electronic communication interface 10
1s configured to show a virtual keypad on the electronic
display screen for preparing a text for distance communi-
cation; and the processing unit 13 1s configured to control the
voice synthesizer based on the text prepared by the user.

According to another embodiment, system 1 1s capable of
interacting with an assistive tool comprising one or more
domotic devices and/or one or more electronic communica-
tion tools.

In such a case, the electronic communication interface 10
1s configured to present, on an electronic display screen 20,
a sequence of selection and/or control 1cons 25 (shown e.g.,
in FIG. 3D) of the one or more domotic devices and/or of the
one or more electronic communication tools; and the pro-
cessing unit 13 1s configured to select and/or control the
aforesaid one or more domotic devices and/or one or more
clectronic communication tools based on the selection and/
or control icon selected by the user.

By way of example, the 1icons in FI1G. 3D depict, from left
to right, from top to bottom, respectively, command icons of:
“communication tools”, messaging tools”, “social media”,
“domotic tools”, “robots™”, “wheelchair”, “music”, “video”,
“Internet access™.

In further implementation examples, the system 1s also
capable of interacting with an assistive tool comprising an
augmenting alternative communication software, or an €xo-
skeleton.

With reference to FIGS. 4A-4C, the biometric electrical
signals BS resulting from the detection of other biometric
activities are now considered in greater detail, whether they
are cerebral electrical signals or are electrical signals of
another type, as illustrated above. In this description and 1n
the accompanying drawings, the biometric electrical signals
SB detected during calibration are indicated with “SBc¢”, and
the biometric electrical signals SB detected during normal
use by the user of system 1 are indicated with “SBr”.

The detected biometric electrical signals SB are processed
by the processing unit 13 to recognize signal characteristics
(1.e. signal “patterns”) representative of the user’s voluntary
biometric activities, and therefore of the related commands
and/or will associated therewith. The recognition occurs for
example, by assessing characteristics of the electric signal(s)
detected with respect to corresponding characteristics stored
during calibration.

According to one implementing option, the atoresaid one
or more signal characteristics comprise a time evolution V(t)
of the biometric electrical signal SBc¢ detected during cali-
bration, while the user performs the voluntary biometric
activity conventionally defined to enable the selection.

According to one embodiment, the aforesaid one or more

signal characteristics comprise one or more thresholds (S1,
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S2, S3) corresponding to respective one or more threshold
values of the biometric electrical signal SBc detected during
calibration.

In such a case, system 1 1s further configured to define and
store the aforesaid one or more biometric electrical signal
thresholds (51, S2, S3) identified during the nitial system
calibration step; and the processing unit 13 1s configured to
compare the biometric electrical signal detected SBr with
such one or more thresholds (S1, S2, S3) in order to
recognize or not to recognize the presence of the user’s will
to select.

In a particular implementing option (shown for example
in the diagram in the lower part of FIG. 4C), a single
threshold S3 1s stored and the processing unit 13 i1s config-
ured to recognize the presence of the user’s will to select
when the biometric electrical signal detected SBr exceeds
such a threshold S3 for a predetermined selection time
interval Ts.

In other implementing examples comprised 1n the imnven-
tion, other features of each biometric electrical signal
detected, either in the time domain or in the frequency
domain, may be recognized and assessed.

It 1s worth noting that a plurality of various processing and
recognition strategies may be developed based on the teach-
ings indicated above, and therefore they are comprised in the
invention. Such strategies are based on various degrees of
freedom: the detection of one or more biometric electrical
signals; the assessment of one or more signal characteristics
for each biometric electrical signal detected, and the com-
parison with one or more features saved during calibration;
the comparison with one or more 1ntensity thresholds so as
to cause one or more intensity ranges for each voluntary
biometric activity so that each voluntary biometric activity
(according to the intensity and the persistence of the signal)
may correspond to one or more commands or pieces of
information.

FIGS. 4A and 4B depict a biometric electrical signal SBc
during calibration and the definition of the thresholds, and a
biometric electrical signal SBr detected during the normal
use of the system applied to the user and interpreted accord-
ing to the thresholds defined during calibration, respectively.

Such FIGS. 4A and 4B show an implementation option of
system 1, 1n which multiple thresholds are stored (in the
example, two thresholds S1 and S2), which are adapted to
define a plurality of signal intervals (in the example
depicted, “A”, “B”, “C”); the processing unit 13 1s config-
ured to recognize a multiple choice command by the user,
cach command (“A”, “B”, “C”) being associated with a
respective signal interval (“A”, “B”, “C”) of the aforesaid
plurality based on the persistence of the biometric electrical
signal detected SBr within the respective signal range for a
predetermined selection time interval Ts.

FIG. 4C shows a further implementation option capable
of operating on several biometric electrical signals (and
respective signal “patterns™). According to such an imple-
mentation option, the calibration module 12 1s configured to
record one or more signal characteristics CS1, CSn associ-
ated with each of a plurality of biometric electrical signals
SBcl, SBcn, respectively, corresponding to a respective
voluntary biometric activity of a plurality of voluntary
biometric activities performed by the user, conventionally
considered as representative of a plurality of respective
commands and/or pieces of information which the user
wants to select.

The processing unit 13 1s configured to recognize the
voluntary biometric activity, among the plurality of volun-
tary biometric activities that can be performed by the user,
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based on a comparison between the biometric electrical
signal detected SBr and the one or more signal characteris-

tics recorded CS1, CSn.

The processing unit 13 1s further configured to recognize
the user’s related will to select the respective command
and/or piece of information from among said plurality of
commands and/or pieces ol information.

According to one implementing example referring to the
command of a scanning electronic communication interface,
the scanning interface 10 1s configured to: slow down the
scanning velocity upon an 1ncreasing trend of the biometric
clectrical signal detected SBr, while 1t 1s still below the
threshold; stop the scan when the threshold 1s exceeded by
the biometric electrical signal detected SBr; confirm the
selection of the piece of information at which the scan
stopped 1f the biometric electrical signal detected SBr
remains above the threshold for a time equal to or greater
than said selection time interval Ts.

According to another implementing example, the process-
ing unit 13 1s further configured to provide to the user, upon
a detected biometric electrical signal perceived, but lower
than a threshold, a graphical feedback given by the slowing
down of the scanning advancement and/or an audio feed-
back by means of a preset sound and/or a tactile feedback
provided by a movement of a mechanical actuator on the
surface of the user’s skin; or, upon a biometric electrical
signal detected above a threshold, a graphical feedback
given by a stop of the scanning interface advancement on the
selected element and an activation of a “progress bar” at the
same element and/or an audio feedback provided by a sound
with specific tone and/or a tactile feedback provided by the
continuation of the actuator movement on the surface of the
user’s skin.

In one realization option, the aforesaid one or more
thresholds S1, S2, S3 and the selection time interval Ts can
be set 1n a personalized manner.

According to various embodiments of system 1, the
processing unit 13 1s configured to carry out the recognition
of the signal pattern representative of the user’s will based
on one or more of the following parameters: scanning
velocity at which the scanning interface operates (when a
scanning interface 1s mvolved); value of each of the one or
more thresholds; selection time interval Ts (defined as the
time required to the user to maintain the action beyond a
given selection threshold, 1n order to avoid false positives
due to repetitive involuntary actions); false de-selection time
interval defined so as to filter and 1gnore possible transitions
between thresholds that are of brief duration and 1nvolun-
tary; relaxation time interval during which the user should
not perform or imagine actions, before the system begins to
analyze the biometric signal (used for example when starting
a scan and after a selection, 1n order to avoid false positives).

By virtue of the features illustrated above, which are
considered in a consistent way both during the calibration
step by the calibration module 12 and during the recognition
step by the processing unit 13, certain parameters can be
personalized so as to adapt the operating patterns of the
system to the user’s psycho-physical features and to the type
of sensors. In fact, all the parameters mentioned above can
be set so they can be controlled by the system operator, and
they are calibrated 1n a personalized manner.

According to one embodiment, system 1 comprises at
least one microprocessor device 15 configured to perform
the functions of the aforesaid calibration module 12 and
processing unit 13, and to control the electronic communi-
cation interface 10.
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The microprocessor device 15 (shown i FIG. 2) may
operate, for example, based on a suitable software recogni-
tion module, therein saved, capable of recogmizing specific
representative patterns consisting, for example, of sequences
of simple actions or combinations of actions, and capable of
associating the patterns with specific commands (CS1, CS2)
tfor the electronic communication interface 10 and/or for the
assistive tool 2. The patterns are defined 1n order to signifi-
cantly reduce the number of errors associated with the
interpretation of the cerebral electrical signals.

Moreover, to perform the calibration functions, the micro-
processor device 15 may operate, for example, based on a
suitable calibration software module, therein saved, capable
of calibrating patterns according to the user’s psycho-physi-
cal features and the type of sensor.

According to an 1mplementation option, the acquired
biometric electrical signals (e.g., the cerebral signals) con-
cerning a single action of the user are quantized by setting
suitable threshold values.

As already noted above, it 1s possible to use simply a
single threshold, by means of which a sort of switch with
ON/OFF behavior may be implemented. In other more
complex implementing examples, a plurality of thresholds
may be set adapted to define a plurality of ranges, each of
which being associated with a different command or control
action.

Below, to provide an even more detailed illustration of the
features of the invention, certain specific examples are
provided, given by way of non-limiting example and relat-
ing to the case 1 which the biometric signal 1s a cerebral
clectrical signal.

In one example, the electronic communication interface
10 15 controlled by means of the single action of 1magined
movement of forwards push, using three threshold levels.
Here, system 1 proposes the selection of a different element
of the electronic commumnication interface 10 as the signal
varies. For example, “Communicator” element when the
first threshold 1s exceeded, “Domotic” element when the
second threshold 1s exceeded, “Wheelchair control” element
when the third threshold 1s exceeded. The selection 1s
confirmed by maintaining the signal corresponding to the
action at the desired threshold for a given interval of time
(1.e., the “selection time” Ts defined previously).

In another example, the electronic communication inter-
tace 10 1s controlled by means of a single action with the use
of a single threshold: the system 1s configured so as to
consider the signal related to the single action of imagined
movement ol forwards push, with a single threshold equal
e.g. to 30% of the end scale value of the signal. The interface
here 1s a of scan type, 1.e., it alternatively proposes the
selection of a different element (e.g. “Communicator”,
“Domotic”, “Wheelchair control”). When the user imagines
the chosen action and the related cerebral signal remains
below the threshold, the scan slows down proportionately as
the signal increases; if the cerebral signal exceeds the
threshold, the scan stops and the selection 1s confirmed after
a pre-defined time 1nterval (the “selection time™ Ts). It the
imagined action lasts less than the selection time Ts, the scan
resumes.

In a further example, to allow visually impaired and/or
deal users to orient themselves when using the system (think
of conditions of apparent coma, ALS with consequences of
total paralysis, etc.), the electronic communication interface
10 provides the user with a plurality of feedback signals, 1.e.,
also sounds and tactile feedback, 1n addition to graphical-
type signals. For example, 1t 1s considered the case of a scan
interface controlled by means of a single action (such as the
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“forwards push’) with the use of a single threshold. Assum-
ing that the interface consists of 9 cells arranged over 3 rows,
corresponding to just as many selectable elements, the scan
first proceeds 1n the vertical direction, each time proposing
the selection of one of the three rows, then, once the row has
been selected, the scan proceeds 1n horizontal direction, each
time proposing the selection of one of the three cells.

From the time the scan 1s activated, a first feedback will
be given upon the selection proposed, that 1s by highlighting
it by means of a specific color, and/or a different sound as the
position of the row/column varies, and/or tactile feedback on
a different position of the skin (by means of specific
mechanical actuators).

Two further groups of feedback signals are generated
upon the action of the user’s forwards push. A first group of
teedback signals, corresponding to a push below the thresh-
old, may comprise a graphical feedback given by the slow-
ing down of the scanning advancement, an audio feedback
given by a preset sound, a tactile feedback given by a
movement of a mechanical actuator on the surface of the
skin. A second group of feedback signals, corresponding to
a push above the threshold, may comprise a graphical
teedback given by the stopping of the scanning advancement
on the chosen element and of the activation of a progress bar
at the chosen element, an audio feedback given by a sound
with a different tone from the first, a tactile feedback given
by the continuation of the movement of the actuator on the
surface of the skin.

A method for controlling assistive technologies, provided
with at least one assistive tool, for users suflering from
movement and/or communication disorders, 1s herein below
described.

Firstly, the method provides the step of recording, by
means of a calibration module 12, 1n an initial calibration
step, ol one or more signal characteristics CS associated
with the biometric electrical signal SBc detected in the
presence ol at least one respective voluntary biometric
activity of the user, which 1s conventionally considered as
indicative of the user’s will to select a command and/or a
piece ol information.

Then, the method provides presenting the user, by means
of an electronic communication interface 10, with a plurality
ol sensory stimuli, each associated with a command and/or
a piece ol information which the user may want to select
and/or provide; then, detecting at least one biometric activity
of the user, by means of at least one biometric sensor 11,
during the presentation of the sensory stimuli, and generat-
ing a respective biometric electrical signal SBc representa-
tive of the biometric activity detected; then, comparing, by
means of a processing unit 13, the biometric electrical signal
detected SBr and the one or more signal characteristics CS
recorded in the calibration module; and recognizing, by
means of the processing unit 13, the biometric activity
performed by the user and the user’s related will to select,
based on such a comparison.

Finally, the method comprises providing, by means of the
processing umt 13, control signals SC1, SC2 both to the
clectronic communication interface 10 and to the assistive
tool 2, based on the recognition of the user’s will to select.

The aforesaid control signals SC1, SC2 comprise at least
one sensory stimuli presentation control signal SC1 adapted
to manage such a presentation based on the user’s will; and
at least one control signal to the assistive tool SC2, based on
a command and/or a piece of information, among those
presented to the user, selected by the user and recognized by
the processing unit 13.
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The aforesaid presentation step comprises presenting the
sensory stimuli based on the at least one presentation control
signal SC1, 1f present, and presenting an automatic and
predefined sequence of sensory stimuli, 1n the absence of the
presentation control signal SC1.

According to a particular embodiment of the method, the
aforesaid step of recording comprises recording one or more
signal characteristics CS associated with a cerebral electrical
signal corresponding to a respective movement imagined by
the user, which 1s conventionally considered as indicative of
the user’s will to select a command and/or a piece of
information.

The aforesaid step of detecting comprises detecting a
cerebral electrical signal SBr of the user, by means of a
plurality of cerebral electrical signal sensors 11, during the
presentation of the sensory stimuli.

The aforesaid step of comparing comprises comparing, by
means of the processing umt 13, the cerebral electrical signal
detected SBr and the one or more signal characteristics (CS)
recorded 1n the calibration module (12).

The aforesaid step of recognizing comprises recognizing,
by means of the processing unit 13, the movement imagined
by the user and the user’s related will to select, based on the
comparison.

According to one implementation option of the method,
the presentation step comprises presenting the user with a
scan of sensory stimuli 1n sequence.

According to various implementing options of the
method, it 1s performed by means of a system 1 according
to any one of the system embodiments described above.

As can be noted, the object of the present mvention 1s
tully achieved by the system, in the light of the functional
and structural features thereol.

In fact, the above-described system allows an ample
plurality of patients to provide commands and/or pieces of
information to express their will 1n a simple manner and
based on biometric activities that the patient 1s able to
perform.

The interaction with the system 1s facilitated by the
features of the communication interface. In particular, the
system 1s advantageously user-friendly also because it
allows the user/patient to control both the electrical com-
munication interface and the assistive tool.

Moreover, the various embodiments of the system allow
the use of the system itself by users/patients suflering from
a wide set of disabilities or 1llnesses, thus extending the field
of application; each patient may select the embodiment most
suited to his/her conditions.

The reliability of the interpretation of the patient’s com-
mands, and therefore the correspondence with the patient’s
will, 1s 1mproved due to the processing features of the
above-described signals provided in the system.

Finally, the system provides a significant versatility of
use, since 1t may be used 1n combination with a wide variety
ol assistive tools.

Similar advantages can be 1dentified with reference to the
method carried out by means of the above system.

Those skilled 1n the art may make several changes and
adaptations to the above-described embodiments of the
system and method, and may replace elements with others
which are functionally equivalent in order to meet contin-
gent needs, without departing from the scope of the follow-
ing claims. All the features described above as belonging to
a possible embodiment may be implemented regardless of
the other embodiments described.

The invention claimed 1s:

1. A system for controlling assistive technologies, pro-
vided with at least one assistive tool, for users suflering from
movement and/or communication disorders, the system
comprising;
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an electronic communication interface, configured to
present a user with a plurality of sensory stimuli, each
of the stimuli associated with a command and/or a
piece ol mnformation that the user may want to select
and/or to provide;
at least one biometric sensor, suitable to be applied to the
user to detect at least one biometric activity of the user
and to generate a respective biometric electrical signal
representative of the biometric activity detected;
a calibration module, configured to record, 1n an initial
system calibration step, wherein the user’s biometric
activity 1s a voluntary biometric activity conventionally
considered as indicative of the user’s will to respec-
tively select a command and/or a piece of information,
one or more signal characteristics, associated with the
biometric electrical signal detected in presence of said
at least one voluntary biometric activity, wherein said
at least one voluntary biometric activity comprises at
least one respective movement imagined by the user;
a processing unit, configured to recognize, based on a
comparison between the biometric electrical signal
detected and the one or more signal characteristics
recorded, the voluntary biometric activity of the user
and the related command and/or piece of information
the user wants to select, upon a sensory stimulus
perceived;
the processing unit being configured to provide control
signals to the electronic communication interface and
to the assistive tool, based on recognition of the user’s
will to select, wherein the control signals comprise:
at least one signal for controlling presentation of sensory
stimuli, suitable to manage said presentation based on
the user’s will;
at least one command signal to the assistive tool, based on
a command and/or a piece of information, among the
command and/or a piece of information presented to
the user, selected by the user and recognized by the
processing unit;
the electronic communication interface being configured
to present the sensory stimuli based on the at least one
presentation control signal, i present, and to present an
automatic and predefined sequence of sensory stimuli,
in absence of the presentation control signal;
wherein said one or more signal characteristics comprise
one or more thresholds, corresponding to respective
one or more threshold values of the biometric electrical
signal detected during calibration;
wherein the system 1s configured to define and store said
one or more biometric electrical signal thresholds 1den-
tified during the initial system calibration step;
wherein the processing unit 1s configured to compare the
biometric electrical signal detected with said one or
more thresholds, 1n order to recognize or not recognize
presence ol the user’s will to select; and
wherein the processing unit i1s further configured to pro-
vide the user with:
upon a detected electrical biometric signal perceived,
yet lower than a threshold, a graphical feedback
given by slowing down of scanning advancement,
and/or an audio feedback by a preset sound, and/or
a tactile feedback provided by a movement of a
mechanical actuator on a surface of the user’s skin;
or

upon an electrical biometric signal detected above a
threshold, a graphical feedback given by a stop of the
scanning interface advancement on a selected ele-
ment and an activation of a progress bar at the
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selected element, and/or an audio feedback provided
by a sound with specific tone, and/or a tactile feed-
back provided by continuation of the mechanical
actuator movement on the surface of the user’s skin.

2. The system according to claim 1, wherein:

said at least one biometric sensor comprises a plurality of
cerebral electrical signal sensors, adapted to be applied
to the user to detect at least one cerebral electrical
signal;

the processing unit 1s configured to recognize, based on a
comparison between the cerebral electrical signal
detected and the one or more characteristics of the
cerebral electrical signal recorded during calibration,
movement 1imagined by the user and a related command
and/or piece of information that the user wants to
select, upon a sensory stimulus perceived.

3. The system according to claim 1, wherein:

said at least one biometric sensor comprises at least one
user’s movement sensor, adapted to be applied to one
or more parts of the user’s body to detect movements
thereof;

said at least one voluntary biometric activity comprises at
least one respective movement made by a part of the
user’s body to which the at least one biometric sensor
1s applied.

4. The system according to claim 1, wherein:

the at least one biometric sensor comprises at least one
cye movement sensor, adapted to detect and/or track
user’s eye movements;

said at least one voluntary biometric activity comprises at
least one respective eye movement by the user.

5. The system according to claim 1, wherein said sensory
stimuli comprise: 1mages and/or symbolic icons visually
displayed; and/or sounds and/or tactile stimuli;

and wherein the electronic communication mterface com-
prises a scanning communication interface, configured
to present the user with a scan of successive sensory
stimuli.

6. The system according to claim 1, wherein the electronic
communication interface comprises an electronic display
screen and 1s configured to present on said electronic display
screen command 1cons of an electronic window 1interface,
capable of bringing up, 1f selected, a further icon screen, and

wherein the commands and/or information selectable by
the user comprise:

a pointer moving command, adapted to cause a movement
ol a pointer on the electronic display screen;

a select/deselect command, adapted to select/deselect an
icon and/or command and/or box and/or screen area at
which the pointer 1s located.

7. The system according to claim 1, wherein the electronic
communication interface 1s configured to show on an elec-
tronic display screen a sequence of symbol icons represen-
tative of a desired movement direction, and/or to allow the
user to select a desired destination, and wherein:

the system 1s capable of mteracting with the assistive tool
comprising an electric wheelchair;

the processing unit 1s configured to control movements of
the electric wheelchair based on the movement symbol
icon selected by the user, and/or to control the move-
ments of the electric wheelchair up to a desired desti-
nation, based on a destination selection made by the
user.

8. The system according to claim 1, wherein the electronic
communication interface 1s configured to show a virtual
keypad on an electronic display screen, and wherein the
processing unit 1s configured to prepare an electronic mes-
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sage having a text composed by the user by selecting buttons
or 1cons or cells of said virtual keypad.
9. The system according to claim 8, wherein said virtual
keypad comprises:
cither a sequence of icons, each representative of one or
a group ol alphanumeric characters, presented 1n
sequence by the electronic communication interface; or

one or more tables, comprising rows and columns of cells
that can be selected by a row-column scan, wherein
cach cell contains an alphanumeric character, or a
group of alphanumeric characters, or a word, or a
sentence, or a reference to a further table of a same
type, wherein each cell of the table contains a group of
alphanumeric characters, and the processing unit 1s
configured to perform a prediction algorithm, adapted
to predict completion of one or more words based on
first characters selected, and to present the user with the
one or more words derived from the prediction, for a
possible selection confirmation.

10. The system according to claim 1, wherein:

the system 1s capable of interacting with the assistive tool

comprising a robot provided with a camera, wherein
the robot can be controlled by the user;

the electronic communication interface 1s configured to

present an 1mage taken by the camera of the robot on
an electronic display screen and to present a sequence
of command i1cons of said robot;

the processing unit 1s configured to control the robot

based on the command icon selected by the user;

the robot comprises a voice synthesizer that can be

controlled by the processing unit to act as a remote
communicator;

the robot 1s a humanoid robot configured to present an

image of the user’s face;

the electronic communication interface 1s configured to

show a virtual keypad on the electronic display screen
for preparing a text for distance communication;

the processing unit 1s configured to control the voice

synthesizer based on the text prepared by the user.

11. The system according to claim 1, capable of interact-
ing with the assistive tool comprising one or more domotic
devices and/or one or more electronic communication tools,
wherein:

the electronic communication interface 1s configured to

present on an electronic display screen a sequence of
selection and/or control i1cons of the one or more
domotic devices and/or of the one or more electronic
communication tools;

the processing unit 1s configured to select and/or control

said one or more domotic devices and/or one or more
electronic communication tools, based on the selection
and/or control 1con selected by the user.

12. The system according to claim 1, wherein a single
threshold 1s stored, and wherein the processing unit 1s
configured to recognize the presence of the user’s will to
select when the biometric electrical signal detected exceeds
said threshold for a predetermined selection time interval,
wherein said threshold and said selection time interval can
be set 1n a personalized manner.

13. The system according to claim 1, wherein multiple
thresholds are stored, suitable to define a plurality of signal
intervals;

and wherein the processing unit 1s configured to recognize

a multiple choice command, activated by the user, each
command being associated with a respective signal
interval of said plurality, based on persistence of the
clectrical biometric signal detected within the respec-
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tive signal range, for the selection time interval,
wherein said multiple thresholds and said selection
time 1nterval can be set 1n a personalized manner.

14. The system according to claim 1, wherein the pro-
cessing unit 1s configured to carry out the recognition of the
user’s will based on one or more of the following param-
eters:

scanning velocity at which the scanning interface oper-

ates;

value of each of the one or more thresholds;

selection time interval;

false de-selection time interval, defined to filter and

ignore possible transitions between thresholds that are
of brief duration and involuntary;

relaxation time interval, during which the user must not
perform or imagine actions, before the system begins to
analyze the biometric signal.

15. The system according to claim 1, wherein:

the calibration module 1s configured to record one or more

signal characteristics associated with each of a plurality
of electrical biometric signals, corresponding to a
respective voluntary biometric activity of a plurality of
voluntary biometric activities performed by the user,
conventionally considered as representative of a plu-
rality of respective commands and/or information
which the user wants to select;

the processing unit 1s configured to recognize the volun-

tary biometric activity, among said plurality of volun-
tary biometric activities that can be performed by the
user, based on a comparison between the electrical
biometric signal detected and the one or more signal
characteristics recorded; and

the processing unit 1s further configured to recognize a

relative will to select, by the user, the respective
command and/or piece of information, from among
said plurality of commands and/or pieces of informa-
tion.

16. Method for controlling assistive technologies, pro-
vided with at least one assistive tool, for users sullering from
movement and/or communication disorders, the method
comprising:

recording, by a calibration module, 1n an 1nitial calibration

step, one or more signal characteristics associated with
a biometric electrical signal detected 1n a presence of at
least one respective voluntary biometric activity of a
user, which 1s conventionally considered as indicative
of the user’s will to select a command and/or a piece of
information, wherein said one or more signal charac-
teristics comprise one or more thresholds, correspond-
ing to respective one or more threshold values of the
biometric electrical signal detected during the initial
calibration step;

defining and storing said one or more biometric electrical

signal thresholds identified during the imitial system
calibration step;

presenting the user, by an electronic communication inter-

face, with a plurality of sensory stimuli, each of the
stimuli associated with a command and/or a piece of
information which the user may want to select and/or
provide;

detecting at least one biometric activity of the user, by at

least one biometric sensor, during presentation of the
sensory stimuli, and generating a respective biometric
clectrical signal representative of the biometric activity
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detected, wherein said at least one voluntary biometric
activity comprises at least one respective movement
imagined by the user;
comparing, by a processing unit, the biometric electrical
signal detected and said one or more signal character-
1stics recorded 1n the calibration module;
recognizing, by the processing unit, the biometric activity
performed by the user and the related will to select, by
the user, based on said comparison;
providing, by the processing unit, control signals to the
clectronic communication interface and to the assistive
tool, based on recognition of the user’s will to select;
upon a detected electrical biometric signal perceived,
yet lower than a threshold, the processing unit pro-
viding the user with a graphical feedback given by
slowing down of scanning advancement, and/or an
audio feedback by a preset sound, and/or a tactile
teedback provided by a movement of a mechanical
actuator on a surface of the user’s skin; or
upon an electrical biometric signal detected above a
threshold, the processing unit providing the user with
a graphical feedback given by a stop of the scanning
interface advancement on a selected element and an
activation of a progress bar at the selected element,
and/or an audio feedback provided by a sound with
specific tone, and/or a tactile feedback provided by
continuation of the movement of the mechanical
actuator on the surface of the user’s skin
comparing, by the processing unit, the biometric electrical
signal detected with said one or more thresholds, in
order to recognize or not recognize presence of the
user’s will to select;
wherein said control signals comprise:
at least one sensory stimuli presentation control signal,
adapted to manage said presentation based on the user’s
will;
at least one command signal to the assistive tool, based on
a command and/or a piece of information, among those
presented to the user, selected by the user and recog-
nized by the processing unit;
wherein said presentation step comprises presenting the
sensory stimuli based on the at least one presentation
control signal, 1f present, and presenting an automatic
and predefined sequence of sensory stimuli, 1n an
absence of the presentation control signal.
17. The method according to claim 16, wherein:
said recording step comprises recording one or more
signal characteristics, associated with a cerebral elec-
trical signal corresponding to the respective movement
imagined by the user, which 1s considered as indicative
of the user’s will to select a command and/or a piece of
information;
said detecting step comprises detecting a cerebral electri-
cal signal of the user, by a plurality of cerebral elec-
trical signal sensors, during the presentation of the
sensory stimuli;
said comparing step comprises comparing, by the pro-
cessing unit, the cerebral electrical signal detected and
the one or more signal characteristics, recorded 1n the
calibration module;
said recognizing step comprises recognizing, by the pro-
cessing unit, the movement imagined by the user and
the relative will to select, by the user, based on said
comparison.
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