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CHAIN OF EVENTS REPRESENTING AN
ISSUE BASED ON AN ENRICHED
REPRESENTATION

BACKGROUND

A computing environment can include a network of
computers and other types of devices. Issues can arise in the
computing environment due to behaviors of various entities.
Monitoring can be performed to detect such 1ssues, and to
take remedial actions to address the issues.

BRIEF DESCRIPTION OF THE DRAWINGS

Some 1mplementations of the present disclosure are
described with respect to the following figures.

FIG. 1 1s a block diagram of an arrangement 1including an
issue detection engine, an 1ssue resolution engine, and a
protection system according to some examples.

FIG. 2 1s a block diagram showing components and an
1ssue detection process according to some examples.

FIG. 3 1s a block diagram showing a feature extraction
according to some examples.

FIG. 4 1s a block diagram showing an anomaly detection
according to some examples.

FIG. 5 1s a block diagram showing a threat detection
according to some examples.

FIG. 6 1s a block diagram showing an event extraction
according to some examples.

FIG. 7 1s a block diagram showing a graph construction
according to some examples.

FIG. 8 1s a block diagram showing an enriched graph
construction according to some examples.

FIG. 9 1s a block diagram showing an event chain
identification according to some examples.

FIG. 10 1s a block diagram of a storage medium storing
machine-readable instructions according to some examples.

FIG. 11 1s a block diagram of a system according to some
examples.

FI1G. 12 1s a flow diagram of a process according to further
examples.

Throughout the drawings, i1dentical reference numbers
designate similar, but not necessarily identical, elements.
The figures are not necessarily to scale, and the size of some
parts may be exaggerated to more clearly illustrate the
example shown. Moreover, the drawings provide examples
and/or 1mplementations consistent with the description;
however, the description 1s not limited to the examples
and/or 1implementations provided in the drawings.

DETAILED DESCRIPTION

A B 2

In the present disclosure, use of the term *“a,” “an”, or
“the” 1s intended to include the plural forms as well, unless
the context clearly indicates otherwise. Also, the term
“includes,” “including,” “comprises,” “‘comprising,”
“have,” or “having” when used in this disclosure specifies
the presence of the stated elements, but do not preclude the
presence or addition of other elements.

Certain events (or collections of events) due to behaviors
of enfities 1n a computing environment can be considered
anomalous. Examples of entities can include wusers,
machines (physical machines or virtual machines), pro-
grams, sites, network addresses, network ports, domain
names, organizations, geographical jurisdictions (e.g., coun-
tries, states, cities, etc.), or any other identifiable element
that can exhibit a behavior including actions 1n the comput-
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ing environment. A behavior of an entity can cause an
anomalous event 1 the behavior deviates from an expected
rule, criterion, threshold, policy, past behavior of the entity,
behavior of other entities, or any other target, which can be
predefined or dynamically set.

An example of an anomalous behavior of a user involves
the user making greater than a number of login attempts nto
a computer within a specified time interval, or a number of
falled login attempts by the user within a specified time
interval. An example of an anomalous behavior of a machine
involves the machine receiving greater than a threshold
number of data packets (such as due to a port scan or a
denial-of-service attack) within a specified time interval, or
a number of login attempts by users on the machine that
exceed a threshold within a specified time interval. Another
example of an anomalous behavior includes ex{iltration,
which involves the unauthorized transier or copying of data
from a network or machine to a destination outside the
network or machine.

To 1dentily 1ssues due to anomalous behavior 1n a system
(e.g., a network, a machine, a collection of machines, a
program, a collection of programs, etc.), information of
activities (in the form of data packets, requests and
responses, etc.) can be analyzed. Issues due to anomalous
behaviors can be retferred to as “anomalous 1ssues,” which
can include any or some combination of: a security attack of
a system, a threat that can cause an error, reduced pertor-
mance of a machine or program (or a collection of machines
or programs), stolen or other unauthorized access of infor-
mation, and so forth.

In a large system (e.g., a large network with a large
number of entities), there can be a large amount of 1nfor-
mation of activities to be analyzed. Since many of the events
represented by the information of activities are bemign (1.¢.,
not associated with anomalous 1ssues), the processing of the
large amount of information of activities to identily anoma-
lous 1ssues can be burdensome and slow, and may produce
inaccurate results.

Moreover, some anomalous issues relate not to a single
event, but to a chain of events (e.g., a collection of events
correlated 1n time, such as during a time window, a collec-
tion of events correlated by location or by an entity, etc.). As
used here, an “event” can refer to any activity or collection
ol activities occurring 1n a system, where each activity can
include any or some combination of: a communication of
data, a response of an entity to a stimulus (e.g., a human
stimulus, a machine or program stimulus, etc.), an error or
fault condition, a measurement of a metric relating to an
operation of a machine or program, and so forth.

Finding a chain of events to identily an anomalous issue
can be challenging, particularly when there 1s a large amount
of information to process. Failure to detect an 1ssue associ-
ated with a chain of events 1n a timely manner can lead to
a system (e.g., a computing environment) being compro-
mised, such as due to an attack that renders portions of the
system 1noperative, an attack that renders data inaccessible,
an attack that causes sensitive data to be stolen, and so forth.
More generally, an 1ssue associated with a chain of events
can cause an error 1n the system, a failure or fault of the
system, disclosure of sensitive data to unauthorized entities,
or any other behavior or result that may be deemed unde-
sirable.

In accordance with some implementations of the present
disclosure, to more eflectively detect a chain of events that
corresponds to an 1ssue in a system, an 1ssue detection
framework constructs, based on event data representing
events 1n the system, a representation (e.g., a graph) of the
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events, where the representation includes information relat-
ing the events. The 1ssue detection framework further com-
putes 1ssue 1ndications (e.g., anomaly scores, threat scores,
or any other indications of potential issues in the system)
corresponding to potential 1ssues in the system, and adds the
1ssue indications to the representation to form an enriched
representation. The 1ssue detection framework searches the
enriched representation to find a chain of events representing
the 1ssue 1n the system.

FIG. 1 1s a block diagram of an example arrangement that
includes a number of entities 102, including users,
machines, and/or programs (a program includes machine-
readable instructions). Activities of the entities 102 produce
raw event data 106 that represent events 104 that have
occurred in the arrangement.

Examples of events can include login events (e.g., events
relating to a number of login attempts and/or devices logged
into), events relating to access of resources such as websites,
events relating to submission of queries such as Domain
Name System (DNS) queries, events relating to sizes and/or
locations of data (e.g., files) accessed, events relating to
loading of programs, events relating to execution of pro-
grams, events relating to accesses made of components of
the computing environment, errors reported by machines or
programs, events relating to performance monitoring or
measurement of various characteristics of the computing
environment (including monitoring of network communica-
tion speeds, execution speeds of programs, etc.), and/or
other events.

Data relating to events can be collected as event data
records, which are part of the event data 106. An event data
record can include various features (also referred to as
“attributes™), such as a time feature (to indicate when the
event occurred or when the event data record was created or
modified). Further features of an event data record can
depend on the type of event that the event data record
represents. For example, 11 an event data record 1s to present
a login event, then the event data record can 1nclude a time
feature to mdicate when the login occurred, a user identifi-
cation feature to 1dentify the user making the login attempt,
a resource identification feature to identily a resource in
which the login attempt was made, and so forth.

The event data 106 can include any or some combination
of the following type of data: network event data, host event
data, application data, and so forth. Network event data is
collected on a network device such as a router, a switch, or
other network device that 1s used to transfer data between
other devices. Examples of network event data include
Hypertext Transter Protocol (HTTP) data, DNS data, Net-
flow data (which 1s data collected according to the Nettlow
protocol), and so forth.

Host event data can include data collected on computers
(e.g., desktop computers, notebook computers, tablet com-
puters, server computers, etc.), smartphones, Internet-oi-
Things (Io'T) devices, or other types of devices. Host event
data can include information of processes, files, operating
systems, and so forth, collected in computers.

Application data can include data produced by application
programs, such as logs of the activities of a Web server or
DNS server.

An 1ssue detection engine 108 receives the event data 106
that includes event data records. As used here, an “engine”
can refer to a hardware processing circuit, which can include
any or some combination of a microprocessor, a core of a
multi-core microprocessor, a microcontroller, a program-
mable itegrated circuit, a programmable gate array, a
digital signal processor, or another hardware processing
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circuit. Alternatively, an “engine” can refer to a combination
of a hardware processing circuit and machine-readable
istructions (soitware and/or firmware) executable on the

hardware processing circuit.

The 1ssue detection engine 108 1s able to 1dentify, based
on the event data 106, an 1ssue (referred to as a “detected
issue” 110 1n FIG. 1). As used here, an “issue” can refer to
a threat or any other anomaly that can cause an error, a
tailure, compromise of data, or any other undesirable action
or result.

The 1ssue detection engine 108 includes a graph enrich-
ment logic 112 that produces an enriched graph 114 based on
a graph of nodes that represent corresponding events (asso-
ciated with the event data 106). The graph enrichment logic
112 constructs, based on the event data 106, a graph that
includes nodes representing respective events. In addition,
the graph enrichment logic 112 1s able to compute anomaly
scores and/or threat scores associated with respective
anomalies and/or threats as indicated by the event data 106.
An anomaly score 1ndicates presence of a potential anomaly
in a system. An “anomaly” can refer to abnormal behavior
in the system. Also, 1n some cases, an anomaly can be related
to an entity 102 and/or a time period (window).

A threat refers to an entity and/or an activity (or a
collection of entities and/or activities) that may cause an
error, a failure, a compromise of data, and so forth, in a
system. Anomalies can be related to threats, and a model
may be used to determine a relationship between an anomaly
(or multiple anomalies) and a threat (or multiple threats).
Threats can include security threats. Examples of security
threats include an insider threat (e.g., an enfity within a
system that can cause damage to the system), an exfiltration
threat (e.g., due to an enfity attempting to steal sensitive data
of the system), a denial-of-service (DOS) attack (e.g., due to
entities attempting to flood a system with a massive amount
of data that can overwhelm the resources of the system),
and/or other threats. Other types of threats can include
threats that cause a system to function sub-optimally, such as
due to a misconfiguration ol component(s) of the system.

The graph enrichment logic 112 adds information based
on the anomaly scores and/or threat scores to the graph to
form the enriched graph 114. The enriched graph 114 is
provided to an 1ssue identification logic 116, which i1s able
to search the enriched graph 114 to find a chain of events that
represents an issue in the system.

The graph enrichment logic 112 and the 1ssue 1dentifica-
tion logic 116 can each be implemented as a hardware
processing circuit of the issue detection engine 108, or as
machine-readable instructions executable on the hardware
processing circuit of the 1ssue detection engine 108.

The 1ssue 1dentification logic 116 provides the identified
issue as the detected 1ssue 110 to an 1ssue resolution engine
118, which 1s able to select a countermeasure for addressing,
the detected 1ssue 110. For example, the 1ssue resolution
engine 118 may have access to correlation information that
correlates 1ssues to respective countermeasures to take to
address the corresponding issues. Thus, given the detected
issue 110 provided by the i1ssue detection engine 108, the
1ssue resolution engine 118 1s able to access an entry of the
correlation information that maps to the detected 1ssue 110,
to 1dentily the corresponding countermeasure. Alternatively,
the 1ssue resolution engine 118 can 1dentily the countermea-
sure based on application of a rule or based on a policy,
where the rule or policy can specily which countermeasure
to use for a respective 1ssue, based on a criterion, or multiple
criteria.
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A “countermeasure” can refer to a remedial action, or a
collection of remedial actions, that can be performed to
address a detected issue.

Information of the countermeasure 120 can be provided to
a protection engine 122. For example, the information of the
countermeasure 120 can include a request, a command, or
any other indication that can be used by the protection
system 122 to implement the countermeasure to resolve the
detected 1ssue 110. The protection system 122 can include a
machine, a collection of machines, a program, a collection
of programs, or any entity or collection of entities that 1s able
to perform the remedial action(s) of the countermeasure
specified by the countermeasure information 120.

For example, the protection system 122 can include any
or some combination of the following: a firewall that allows
outward communication while blocking certain incoming
communications to a system; an intrusion detection system
to detect unauthorized intrusion of a system; a disabling
system that 1s able to shut down a device, prevent commu-
nication by the device with a network, shut down programs
in the device; an anti-malware tool that 1s able to scan a
device, a network, etc., to identity malware and to either
remove or quarantine the malware; and so forth.

FIG. 2 1s a block diagram showing components and a
process performed by the components according to some
examples. Various event data sources 202 can output event
data 204, which can be similar to the event data 106 of FIG.
1.

The event data sources 202 can include collection agents
distributed throughout a computing environment, such as on
computers, communication nodes, storage devices, servers,
and so forth. For example, collection agents can be part of
the entities 102 shown in FIG. 1. Some of the event data
sources 202 can be implemented as machine-readable
instructions. Alternatively, some of the event data sources
202 can include hardware event data collectors.

FI1G. 2 depicts various “logic,” which can be implemented
as a hardware processing circuit or a combination of a
hardware processing circuit and machine-readable nstruc-
tions executable on the hardware processing circuit.

The event data 204 1s provided to a feature extraction
logic 206 and an event extraction logic 208. The feature
extraction logic 206 1s able to extract features (also referred
to as “attributes™) from the event data 204.

The extracted features are provided by the feature extrac-
tion logic 206 to an anomaly detection logic 208, which 1s
able to 1dentily anomalies and compute respective anomaly
scores for the i1dentified anomalies.

Information relating to the anomalies (depicted as
anomaly information 211 1 FIG. 2) 1s provided by the
anomaly detection logic 210 to a threat detection logic 212,
which 1s able to identify threats based on the anomaly
information 211. Information of the identified threats (de-
picted as threat information 213) 1s provided by the threat
detection logic 212 to the graph enrichment logic 112.

In parallel with the tasks performed by the feature extrac-
tion logic 206, the anomaly detection logic 210, and the
threat detection logic 212, the event extraction logic 208, a
graph construction logic 214, and the graph enrichment
logic 112 can perform their respective tasks.

The event extraction logic 208 extracts events from the
event data 204. Information of the events (209) 1s provided
by the event extraction logic 208 to the graph construction
logic 214. Based on the extracted events, the graph con-
struction logic 214 constructs a graph 215 of nodes, where
nodes represent the events extracted by the event extraction
logic 208. The graph 2135 also includes links between the
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nodes, where the links depict relationships among the nodes.
The relationships can include any or some combination of
the following: a temporal relationship between events (e.g.,
two events, or more than two events, occur within a time
interval of one another), a physical relationship (e.g., the
events occurred on a common machine or are caused by a
same entity, such as a user, a program, or a machine), or any
other type of relationship.

The graph 215 produced by the graph construction logic
214 1s provided to the graph enrichment logic 112, which 1s
able to add information relating to the anomalies (the
anomaly 1information 211) i1dentified by the anomaly detec-
tion logic 210 and information of the threats (the threat
information 213) identified by the threat detection logic 212
to the graph, to form the enriched graph 114. The enriched
graph 114 1s provided to the 1ssue identification logic 116,
which 1s able to perform a search of the enriched graph to
find a chain of events corresponding to a detected 1ssue.

The 1following describes further details relating to
example tasks performed by the various logic shown 1n FIG.
2.

In some examples, the features extracted by the feature
extraction logic 206 from the raw event data 204 can be 1n
the form of rows or any other collections of features. Each
row can include a timestamp, a source network address (e.g.,
a source Internet Protocol (IP) address) of a source entity
(e.g., a machine or program) that 1s a source of event data,
a source port number that identifies a port (e.g., a Trans-
mission Control Protocol (TCP) port) of the source entity, a
destination IP address (e.g., destination IP address) of a
destination entity (e.g., a machine or program) that 1s a
destination of event data, a destination port number that
identifies a port of the destination entity, a protocol used 1n
communication of data, a number of bytes of data trans-
ferred, and/or other fields.

In other examples, the extracted features can alternatively
or additionally i1dentily users (user 1dentifiers such as email
addresses, employee numbers, phone numbers, etc.). The
teatures of the event data 204 can relate to respective users,
machines, programs, individual communication flows (of
data), or other events 1n a system. The number of bytes
transferred can include, for a network address, a number of
incoming or outgoing bytes, a number ol packets, or a
number of communication flows that have passed through
the network address, a number of external hosts or domains
contacted, a number of mcoming or outgoing bytes on
different ports, and so forth.

As shown 1n FIG. 3, the output of a feature extraction
(300) performed by the feature extraction logic 206 can
include a feature table 302 (or other data structure), where
the feature table can include entries each including a col-
lection of features. Each entry of the feature table 302
includes a timestamp (1S), an IP address, a port number, and
so forth.

The feature extraction logic 206 can further derive addi-
tional features (in addition to the extracted features in the
feature table 302) by aggregating (304) values of certain
extracted features, such as by aggregating values of the
number of bytes features in entries of the feature table 302
associated with a given network address (a source network
address, a destination network address, or a combination of
a source network address and destination address) or a user
and that occur within a specified time window, at a specified
location, and so forth.

For example, to derive the number of bytes associated
with a particular IP address (IP, ), the feature extraction logic
206 aggregates (e.g., sums) the values of the number of
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bytes feature in the entries of the feature table 302 that are
associated with the particular IP address within a specified
time window.

In other examples, other types of feature aggregations can
be performed, such as aggregating the number of packets
transmitted and/or received by an IP address or user, the
number of communication flows associated with an IP
address or user, a number of events associated with an IP
address or user, and so forth.

In further examples, extracted features can be associated
with a user (1in such examples, an IP address 1n an entry of
the feature table 302 1s replaced with a user i1dentifier).

The {feature extraction logic 206 outputs features
Feature, , , Feature,, where N=z1. The output
Feature,, . . . , Feature,, can include derived features pro-
duced by the feature aggregation (304) and extracted fea-
tures performed by the feature extraction (300).

The anomaly detection logic 210 determines abnormal
behavior based on the features or groups of features output
by the feature extraction logic 206. In some examples,
machine learning anomaly detection techniques 402 (FI1G. 4)
can be used to determine the presence of abnormal behavior
in the {features or groups of features. Some general
approaches of machine learming anomaly detection tech-
niques mclude any or some combination of the following:
techniques that use of probabilistic models (e.g., Bayesian
techniques), low dimensional embedding based techniques
(e.g., Principal Component Analysis (PCA), autoencoder,
etc.), graph-based techniques, prediction-based techniques,
density-based techmiques, and so forth.

Some anomaly detection techniques may combine mul-
tiple techniques. An anomaly detection technique may be an
unsupervised, a supervised, or a semi-supervised technique.
The output of the anomaly detection for a feature or a group
of features 1s an anomaly score, which can be non-negative
in some examples.

The output of the anomaly detection technique 210 per-
formed by the anomaly detection logic 210 includes
anomaly scores AS,, ..., AS,, where M=z1 and can be the
same as or different from N. Each anomaly score 1s com-
puted for a respective feature or group of features. In some
examples, a higher value of an anomaly score indicates a
greater likelihood of a detected anomaly, and a lower value
of an anomaly score indicates a lower likelihood of a
detected anomaly.

In examples where {features are aggregated by IP
addresses, the anomaly detection technique 210 can produce
anomaly score vectors 404-1, 404-2, and so forth, as shown
in FIG. 4. Each anomaly score vector 404-i (where 1=1,
2, . .. ) mcludes an IP address, a timestamp (IS), and a
corresponding collection of anomaly scores that represent
anomaly scores for features associated with the correspond-
ing IP address and that occur within a time window corre-
sponding to the timestamp.

In other examples, each anomaly score vector can include
anomaly scores associated with a user (1n such examples, an
IP address in the anomaly score vector 1s replaced with a
user i1dentifier).

In some examples, the anomaly detection logic 210 can
rank the IP addresses 1n the anomaly score vectors based on
values of the anomaly scores associated with the IP
addresses. For example, the values of the anomaly scores 1n
cach given anomaly score vector 404-i can be aggregated
(e.g., summed, averaged, etc.) to produce an aggregate score
value. The ranking of the IP addresses 1n the anomaly score
vectors can be based on a comparison of the aggregate score
values. As shown 1n FIG. 4, each anomaly score 1s associ-
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ated with a timestamp, which specifies a respective time
window. In some examples, time windows for respective
collections of anomaly scores for diflerent IP addresses (or
alternatively, different users), can have a uniform window
s1ze, or alternatively, can have different window sizes.
The anomaly detection logic 210 can select only a subset
of the IP addresses in the anomaly score vectors (e.g., only
a top number of IP addresses by ranking). The selected
subset of IP addresses are further considered—the remaining
IP addresses in the anomaly score vectors are not considered

further.

In other examples where anomaly score vectors are asso-
ciated with user 1dentifiers, then a subset of user identifiers
can be selected for further consideration.

As shown 1n FIG. 5, the threat detection logic 212 uses a
threat detection technique 502 to derive threat scores for
threats 1dentified based on anomalies detected by the
anomaly detection logic 210. The anomaly scores
AS,, ..., AS,, computed by the anomaly detection logic 210
relate to threats; however, the precise relationship between
the AS,, ..., AS,, and the threats 1s unknown.

The threat detection technique 502 can apply a model that
relates anomaly scores of anomalies to respective diflerent
types of threats. The model may have been derived based on
training data or can be provided by a human expert. The
threat scores output by the threat detection technique 502 are
in the form of ST, . . ., ST,), where K=1. ST, 1s a threat
score of a first type of threat, and ST, 1s a threat score of
another type of threat. Each threat score can indicate a
likelihood of the threat being present.

Examples of different types of threats include an insider
threat (e.g., an entity within a system that can cause damage
to the system), an exfiltration threat (e.g., due to an entity
attempting to steal sensitive data of the system), a demal-
of-service (DOS) attack (e.g., due to entities attempting to
flood a system with a massive amount of data that can
overwhelm the resources of the system), and/or other
threats.

In examples where {features are aggregated by IP
addresses, threat score vectors 504-1, 504-2, . . ., can be
produced as shown in FIG. 5. Each threat score vector
includes an IP address, a timestamp (1S), and a collection of
threat scores (ST) that represent likelihood of threats asso-
ciated with the IP address and that occur within a time
window corresponding to the timestamp.

In other examples, a threat score vector can include a user
identifier, a timestamp, and a collection of threat scores.

As shown i FIG. 6, the event extraction logic 208
extracts events from the event data 204, and produces event
data records 602-1, 602-2, and so torth. Each event, E; (j=1,
2, ... ), can mclude various fields. In the example of FIG.
6, each event includes an IP address, an external domain
(c.g., a website, a server, etc.) accessed (D), and a timestamp
(TS). An external domain can refer to a domain that 1s
external of a given system. In further examples, each event
can include additional or alternative fields, such as an
internal domain accessed, a number of bytes transferred, a
protocol used, and so forth.

As shown 1 FIG. 7, the graph construction logic 214
generates an event graph 702 including nodes 704, 706, and
708 that represent corresponding events E,, E,, and E,,
where Q=1. A link between a pair of the nodes of the event
graph 702 represents a relationship between the events
represented by the pair of nodes. The relationship can be a
temporal relationship (the corresponding events occurred
within a specified time of one another), a physical relation-
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ship (the corresponding events occurred in the same
machine or were caused by the same program), and so forth.

The links between nodes 1n the event graph 702 can also
include directed edges. A directed edge represents a direc-
tion from a {irst node to a second node. For example, a link
710 points from the node 704 (representing the event E, ) to
the node 706 (representing the event E,). For example, the
directed edge corresponding to the link 710 can indicate that
the timestamp TS, of the event E, 1s betfore the timestamp
TS, of the event E,. By using directed edges, an entity
analyzing the event graph 702 can more easily determine the
temporal relationships between different events.

In other examples, events are related 1f the entities (rep-
resented by respective IP addresses) associated with the
events performed similar actions within a time interval
threshold. For example, 1f both IP addresses interacted with
the same external domain within a short time interval, a link
can be added between the nodes representing the events 1n
the event graph 702.

In some examples, the events extracted by the event
extraction logic 208 from the event data 204 may be
preprocessed (such as by the event extraction logic 208) to
filter and/or combine events. For example, 1n some cases,
innocuous events such as events relating to trathic between
internal entities within a system, or events between internal
entities and known whitelisted external domains may be
discarded as part of the filtering. Additionally, 1n some
examples, multiple consecutive events related to the same
interaction may be combined together by the event extrac-
tion logic 208.

As shown in FIG. 8, the graph enrichment logic 112
merges (802) the anomaly score vectors 404-1, 404-2, . . .,
and threat score vectors 504-1, 504-2, . . . , with the event
graph 702, to produce an enriched event graph 804. In other
examples, the anomaly score vectors 404-1, 404-2, . . ., and
threat score vectors 504-1, 504-2, . . ., can first be merged
before merging with the event graph 702.

The event graph 702 constructed by the graph construc-
tion logic 214 can be large (e.g., mncluding millions or
billions of events/nodes), and thus 1t may be challenging to
process the event graph 702. By merging (802) the anomaly
score vectors 404-1, 404-2, . . ., and the threat score vectors
504-1, 504-2, . . . , with the event graph 702, anomaly and
threat information can be associated with each node 704,
706, and 708 1n the enriched event graph 804. The anomaly
and threat information can include a subset or all of the
information of the anomaly score vectors and threat score
vectors.

The anomaly and threat information can be added as
metadata that 1s associated with the respective nodes of the
enriched event graph 804. By associating the anomaly and
threat information with respective nodes that represent
events 1n the enriched event graph 804, processing of the
enriched event graph 804 can focus on those nodes associ-
ated with anomaly scores and/or threat scores indicating
higher likelihoods of the respective anomalies and/or
threats. In other words, an event represented by a node
associated with an anomaly score and/or a threat score
indicating a lower likelihood of presence of the respective
anomaly and/or threat may not be considered or processed
from consideration as an event that caused the respective
anomaly and/or threat. In some examples, an event repre-
sented by a given node associated with an anomaly score
and/or a threat score indicating a lower likelihood of pres-
ence of the respective anomaly and/or threat may still
remain in the enriched event graph 804 in case the given
node connects two nodes with high anomaly/threat scores.
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In such case, the given node 1s an important node and may
be part of a kill chain. Thus, according to some examples of
the present disclosure, by trying to discover anomaly paths
the techniques or mechanisms may also find anomalous
cvents that were not detected earlier (because, e.g., they
looked very similar to normal events).

As shown 1 FIG. 9, the 1ssue i1dentification logic 116
performs a search of the enriched event graph 804 to identify
a chain of events that correspond to an 1ssue (e.g., an attack
of a network, a machine, a program, etc.). The chain of
events can also be referred to as an attack sequence or a kill
chain.

The 1ssue 1dentification logic 116 performs event chain
extraction (904). For example, the 1ssue 1dentification logic
116 can perform the event chain extraction (904) by starting
at a node 1n the enriched event graph 804 with high anomaly
scores and/or threat score (e.g., anomaly score and/or threat
score that exceeds a specified threshold(s)). From the start-
ing node, the 1ssue 1dentification logic 116 grows a path from
the starting to other nodes in the enriched event graph 804.
A path can include a sequence of nodes that represent a
temporal sequence of events, for example.

The following discusses an example where anomaly
scores associated with the nodes of the enriched event graph
804 are used to compute a path score. In other examples,
similar technmiques can be applied that consider threat scores
or both anomaly scores and threat scores to compute path
SCOres.

As a specific example, a path can include a starting node
n_. and other nodes n,, n,, and n, that can extend in either
direction from the starting node n.. For example, the path
can include the nodes in the following sequence: {n,, n_, n,,
n,}. The nodes n,, n, n,, and n, are associated with
respective anomaly scores AS,, AS_, AS,, and AS;. The path
score for this path can be computed as:

(Eq. 1)

In Eq. 1, seq represents the path, and the path score 1s
computed as a sum of the anomaly scores of the events
represented by the nodes in the path, less a penalty value
Alseql, where Iseql 1s the length of the path seq (e.g., length
1s equal to the number of nodes in the path), and A 1s a
scaling constant and 1s determined experimentally or in
another manner.

The path score of a path 1s defined 1n terms of an
aggregation of the anomaly scores of the nodes 1n the path,
and 1s penalized for the length of the path (e.g., with the
penalty value Alseql). The 1ssue 1dentification logic 116
secks to find shorter paths of nodes with higher anomaly
scores as chains of events (906). To make the search space
manageable, an upper bound length can be set on the length
of the path; for example, a path to be considered by the 1ssue
identification logic 116 to determine whether the path con-
stitutes a chain of events 906 has to have a length that 1s
shorter than or equal to the upper bound length.

Also, the 1ssue 1dentification logic 116 can identily some
top number (e.g., P=1) of paths as being chains of events
(906). Eg. 2 below computes the top P paths contaiming node
n,.

I

Path-score=2_ AS;~-Alseq],

Parhs(n;) = argmpPZ AS; — Alseg]|, (Eq. 2)

seq 5€q

X; € seq, |seq| < Ly,

In the Eqg. 2, L, __ represents the upper bound length.
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Once all the paths 1n the enriched event graph 804 that
satisiy the foregoing equation are identified, the i1dentified
paths are compared with 1ssue templates 902 1n a template
library that can be stored in a storage device (or multiple
storage devices). Each 1ssue template 902 includes a tem-
plate chain of events that have been previously identified or
has been derived by a human expert as representing a
respective 1ssue (e.g., an attack).

The 1ssue identification logic 116 can determine 1f an
identified path matches any of the 1ssue templates 902. If the
identified path matches an issue template 902, then the
identified path can potentially be indicated as being a chain
ol events 906 that represents an issue.

In some examples, the matching of i1dentified paths to
1ssue templates 902 can include tuzzy matching that pro-
duces a similarity score (such as between 0 and 1, where O
indicates no match, 1 a perfect match, and a score 1n between
indicates a partial match). This similarity score 1s aggregated
(e.g., summed, averaged, etc.) with the path score of the path
to produce the final path score.

The final path scores of respective identified paths are
sorted, and the top R=1) paths are selected and 1dentified as
a chain of events 906. The identified chains of events (906)
can represent respective detected 1ssues, and can be provided
to the 1ssue resolution engine 118 (FIG. 1) or to a human
analyst to determine a countermeasure to take to resolve the
1ssue.

By using techniques or mechanisms according to some
examples, detection of 1ssues (e.g., attacks) that correspond
to a chain of events can be performed, not just anomalies
occurring at a specific point 1n a system. By enriching an
event graph with anomaly and threat information, searching
for paths ol nodes representing events that correspond to
1ssue of interest can be made more computationally feasible.

FIG. 10 1s a block diagram of a non-transitory machine-
readable or computer-readable storage medium 1000 storing,
machine-readable instructions that upon execution cause a
system to perform various tasks. The machine-readable
istructions 1nclude event representation constructing
istructions 1002 to construct, based on event data repre-
senting a plurality of events in the system, a representation
of the plurality of events, the representation including infor-
mation relating the events. For example, the representation
that 1s constructed can be the event graph 702 of FIG. 7. The
information relating the events in the event graph 702 can
include links between nodes.

The machine-readable mstructions further include issue
indication computing instructions 1004 to compute 1ssue
indications (e.g., anomaly scores and/or threat scores) cor-
responding to potential 1ssues 1n the system.

The machine-readable instructions further include issue
information adding instructions 1006 to add information
based on the 1ssue 1ndications to the representation to form
an enriched representation (e.g., the enriched event graph
804 of FIG. 8).

The machine-readable instructions further include
enriched representation searching instructions 1008 to
search the enriched representation to find a chain of events
representing an i1ssue in the system.

In some examples, searching the enriched representation
to find the chain of events representing the 1ssue includes
identifying a node, i the enriched representation, that
represents an event associated with an 1ssue indication that
indicates likely presence of a potential 1ssue, and 1dentifying
a path from the identified node to other nodes 1n the enriched
representation. The other nodes represent events having a
specified relationship with the event represented by the
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identified node, where the chain of events includes the
events represented by the nodes connected by the identified
path.

In further examples, the system computes an aggregate
issue 1ndication for the path (e.g., the path score computed
according to Eqg. 1 above) based on aggregating issue
indications associated with the events represented by the
nodes connected by the identified path. The system identifies
the events connected by the i1dentified path as being part of
the chain of events in response to the aggregate issue
indication.

FIG. 11 1s a block diagram of a system 1100 that includes
a hardware processor 1102 (or multiple hardware proces-
sors). A hardware processor can include a microprocessor, a
core of a multi-core microprocessor, a microcontroller, a
programmable integrated circuit, a programmable gate
array, a digital signal processor, or another hardware pro-
cessing circuit.

The system 1100 further includes a non-transitory storage
medium 1104 that stores machine-readable instructions
executable on the hardware processor 1102 to perform
respective tasks. Machine-readable instructions executable
on a hardware processor can refer to the instructions execut-
able on a single hardware processor or the instructions
executable on multiple hardware processors.

The machine-readable instructions in the storage medium
1104 include event representation constructing instructions
1106 to construct, based on event data representing a plu-
rality of events 1n a computing environment, a representa-
tion of the plurality of events, the representation including
information relating the events.

The machine-readable 1nstructions 1n the storage medium
1104 further include score computing instructions 1108 to
compute scores corresponding to potential issues in the
computing environment. The machine-readable instructions
in the storage medium 1104 further include score informa-
tion adding instructions 1110 to add information based on
the scores to the representation to form an enriched repre-
sentation. The machine-readable 1nstructions in the storage
medium 1104 further include enriched representation
searching instructions 1112 to search the enriched represen-
tation to find a chain of events representing an 1ssue in the
computing environment.

FIG. 12 1s a flow diagram of a process performed by a
system comprising a hardware processor. The process
includes constructing (at 1202), based on event data repre-
senting a plurality of events in a computing environment, a
graph including nodes representing events of the plurality of
events. The process further includes computing (at 1204)
issue 1ndications corresponding to potential issues 1n the
computing environment.

The process additionally includes adding (at 1206) infor-
mation based on the 1ssue 1indications to the graph to form an
enriched graph. The process further includes searching (at
1208) the enriched representation to find a chain of events
representing an 1ssue in the computing environment. The
process further includes performing (at 1210) a countermea-
sure to resolve the issue.

The storage medium 1000 (FIG. 10) or 1104 (FIG. 11) can
include any or some combination of the following: a semi-
conductor memory device such as a dynamic or static
random access memory (a DRAM or SRAM), an erasable
and programmable read-only memory (EPROM), an elec-
trically erasable and programmable read-only memory (EE-
PROM) and tlash memory; a magnetic disk such as a fixed,
floppy and removable disk; another magnetic medium
including tape; an optical medium such as a compact disk
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(CD) or a digital video disk (DVD); or another type of
storage device. Note that the mnstructions discussed above
can be provided on one computer-readable or machine-
readable storage medium, or alternatively, can be provided
on multiple computer-readable or machine-readable storage
media distributed 1n a large system having possibly plural
nodes. Such computer-readable or machine-readable storage
medium or media 1s (are) considered to be part of an article
(or article of manufacture). An article or article of manu-
facture can refer to any manufactured single component or
multiple components. The storage medium or media can be
located either in the machine running the machine-readable
instructions, or located at a remote site from which machine-
readable mstructions can be downloaded over a network for
execution.

In the foregoing description, numerous details are set
forth to provide an understanding of the subject disclosed
herein. However, implementations may be practiced without
some of these details. Other implementations may include
modifications and vanations from the details discussed

above. It 1s intended that the appended claims cover such
modifications and variations.

What 1s claimed 1s:
1. A non-transitory machine-readable storage medium
storing 1nstructions that upon execution cause a system to:
clectronically collect event data, wherein the collected
event data 1s 1n a form of a least one of electronic
network event data, electronic host event data, and
clectronic application event data from at least one of a
plurality of enfities 1n a computing environment;

construct, based on the collected event data representing
a plurality of events 1n the computing environment, a
representation of the plurality of events, the represen-
tation including links relating the plurality of events,

wherein the representation includes a graphical represen-
tation of the plurality of events and the links include
temporal links including sequential directional edges
relating the plurality of events;

compute 1ssue indications corresponding to potential

issues 1n the computing environment;
add information based on the issue indications to the
representation to form an enriched representation;

search the enriched representation to find a chain of
cvents representing an 1ssue 1n the computing environ-
ment,

wherein each event of the plurality of events represents an

activity of the at least one of the plurality of entities;
and

clectronically perform a countermeasure to resolve the

1ssue represented by the chain of events 1n the computer
environment, and

wherein the i1ssue indications comprise threat scores

derived based on anomaly scores based on features of
the collected event data, each threat score of the threat
scores representing a likelithood of a threat in the
computing environment.

2. The non-transitory machine-readable storage medium
of claim 1, wherein the graphical representation comprises
a graph of nodes that represent respective events of the
plurality of events, and wherein the information based on the
issue indications are added to the graph of nodes.

3. The non-transitory machine-readable storage medium
of claim 1, wherein each anomaly score of the anomaly
scores represent a likelihood of an anomaly 1n the computing
environment.
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4. The non-transitory machine-readable storage medium
of claim 1, wherein add the information based on the 1ssue
indications to the representation to form the enriched rep-
resentation comprises:

associate the information based on the 1ssue indications

with nodes 1n the representation, the nodes representing
respective events of the plurality of events.
5. The non-transitory machine-readable storage medium
of claim 1, wherein search the enriched representation to
find the chain of events representing the issue comprises:
identily a node, in the enriched representation, that rep-
resents an event associated with an 1ssue indication that
indicates likely presence of a potential 1ssue; and

identily a path from the i1dentified node to other nodes 1n
the enriched representation, the other nodes in the
enriched representation representing events having a
specified relationship with the event represented by the
1dentified node,

wherein the chain of events includes the events repre-

sented by the nodes connected by the identified path.

6. The non-transitory machine-readable; storage medium
of claim 3, wherein the specified relationship comprises a
temporal relationship.

7. The non-transitory machine-readable storage medium
of claim 5, wherein the instructions upon execution cause
the system to:

compute an aggregate 1ssue indication for the i1dentified

path based on aggregating 1ssue indications associated
with the events represented by the nodes connected by
the 1dentified path; and

identily the events connected by the identified path as

being part of the chain of events in response to the
aggregate 1ssue ndication.

8. The non-transitory machine-readable storage medium
of claim 7, wherein the aggregate 1ssue 1ndication 1s further
based on penalizing a value of the aggregate 1ssue indication
for a length of the i1dentified path.

9. The non-transitory machine-readable storage medium
of claim 5, wherein the instructions that upon execution
cause the system to:

compare a collection of the events connected by the

identified path to a library including template chains of
events representing respective 1ssues; and

identily the collection of the events connected by the

identified path as the chain of events representing the
1ssue 1n response to a match between the collection of
the events and a chain of events in the library.

10. The non-transitory machine-readable storage medium
of claim 9, wherein the instructions that upon execution
cause the system to:

compute an aggregate 1ssue indication for the chain of

events representing the 1ssue based on 1ssue indications
associated with the events represented by the nodes
connected by the 1dentified path, and a similarity 1ndi-
cation indicating a similarity between the collection of
the events connected by the identified path and a
matching template chain of events 1n the library.

11. A system, comprising:

a processor; and

a non-transitory storage medium comprising instructions

executable on the processor to:

clectronically collect event data, wherein the collected
event data 1s 1 a form of a least one of electronic
network event data, electronic host event data, and
clectronic application event data from at least one of
a plurality of entities in a computing environment;
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construct, based on the collected event data represent-
ing a plurality of events 1n the computing environ-
ment, a representation of the plurality of events, the
representation including links relating the plurality
of events,
wherein the representation includes a graphical repre-
sentation of the plurality of events and the links
include temporal links mcluding sequential direc-
tional edges relating the plurality of events;
compute scores corresponding to potential 1ssues 1n the
computing environment;
add information based on the scores to the representa-
tion to form an enriched representation;
search the enriched representation to find a chain of
events representing an issue in the computing envi-
ronment,
wherein each event of the plurality of events represents
an activity of the at least one of the plurality of
entities; and
clectronically perform a countermeasure to resolve the
i1ssue represented by the chain of events in the
computer environment,
wherein the search of the enriched representation to
find the chain of events representing the 1ssue com-
prises:
identily a node, 1n the enriched representation, that
represents an event associated with a score that
exceeds a threshold; and
identity a path from the identified node to other
nodes 1n the enriched representation, the other
nodes 1n the enriched representation representing
events having a specified relationship with the
event represented by the 1dentified node,
wherein the chain of events includes the events
represented by the nodes connected by the iden-
tified path.

12. The system of claim 11, wherein the scores comprise
anomaly scores, and wherein the instructions are executable
on the processor to:

extract features from the collected event data; and

compute the anomaly scores for the features.

13. The system of claim 11, Wherein the scores comprise
threat scores representing threats m the computing environ-
ment.

14. The system of claim 11, wherein add the information
based on the scores to the representation to form the
enriched representation comprises:

associate the information based on the scores with nodes

in the representation, the nodes 1n the representation
representing respective events ol the plurality of
events.
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15. The system of claim 11, wherein the nstructions are
executable on the processor to:

compute an aggregate score for the 1dentified path based

on aggregating scores associated with the events rep-
resented by the nodes connected by the 1dentified path;
and

identily the events connected by the identified path as

being part of the chain of events in response to the
aggregate score.
16. A method performed by a system comprising a hard-
ware processor, comprising:
clectronically collecting event data, wherein the collected
event data 1s 1n a form of a least one of electronic
network event data, electronic host event data, and
electronic application event data from at least one of a
plurality of enfities 1n a computing environment;

constructing, based on the collected event data represent-
ing a plurality of events in the computing environment,
a graph including nodes representing events of the
plurality of events and temporal links including sequen-
tial directional edges relating the plurality of events;

computing 1ssue indications corresponding to potential
i1ssues 1n the computing environment;

adding immformation based on the issue indications to the

graph to form an enriched graph;

searching the enriched graph to find a chain of events

representing an issue in the computing environment;
and

clectronically performing a countermeasure to resolve the

1ssue represented by the chain of events in the com-
puting environment,

wherein each event of the plurality of events represents an

activity of the at least one of the plurality of entities,

wherein the searching of the enriched graph to find the

chain of events representing the 1ssue comprises:

identily a node, 1n the enriched graph, that represents
an event associated with a score that exceeds a
threshold; and

identily a path from the i1dentified node to other nodes
in the enriched graph the other nodes representing
events having a specified relationship with the event
represented by the identified node,

wherein the chain of events includes the events repre-
sented by the nodes connected by the identified path.

17. The method of claim 16, wherein computing the 1ssue
indications comprises computing anomaly scores ol anoma-
lies, and/or computing threat scores of threats based on the
anomalies.

18. The method of claim 16, wherein adding information
based on the issue indications to the graph to form an
enriched graph including associating the information based
on the 1ssue indications with nodes in the graph.
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