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CORRECTING INPUT BASED ON USER
CONTEXT

RELATED APPLICATION

This application claims priority to U.S. Provisional Appli-

cation No. 62/538,979, filed on Jul. 31, 2017, the content of
which 1s 1incorporated herein by reference 1n 1ts entirety.

TECHNICAL FIELD

The disclosure generally relates to generating suggestions
for correcting user mput.

BACKGROUND

User mput correction mechanisms are commonplace on
modern computing devices. For example, a computing
device can receive textual input, detect a spelling error 1n a
word or grammatical error 1n a phrase or a sentence and
recommend or suggest a correction. However, these input
correction technologies do not take into account the user’s or
device’s context when determiming and/or making a sug-
gestion for a correction.

SUMMARY

In some implementations, a computing device can gen-
erate user mput correction suggestions based on the user’s
context. For example, the user’s context can include content
that the user has open or has recently opened on the
computing device or another computing device. For
example, when the user opens an item of content, the
computing device can generate a context dictionary that
includes words, phrases, etc., that describe the opened
content. When the user provides input (e.g., text, speech,
etc.) the computing device can use the context dictionary to
generate input correction suggestions. The computing
device can synchromize the context dictionary with other
computing devices that the user may be using so that the
user’s context on one device can be used by another device
to generate mput correction suggestions.

Particular implementations provide at least the following
advantages. The computing device can provide correction
suggestions that are relevant to the user’s current activities
on one or more of the user’s computing devices.

Details of one or more implementations are set forth 1in the
accompanying drawings and the description below. Other
features, aspects, and potential advantages will be apparent

from the description and drawings, and from the claims.

DESCRIPTION OF DRAWINGS

FIG. 1 1s a block diagram of an example system for
automatically correcting user iput based on user context.

FIG. 2 1s an example 1llustration depicting graphical user
interfaces of two user devices.

FIG. 3 1s flow diagram of an example process for gener-
ating correction suggestions based on user context.

FIG. 4 1s tlow diagram of an example process for disam-
biguating user mput based on user context.

FIG. 5§ 1s a block diagram of an example computing
device that can implement the features and processes of
FIGS. 1-4.

Like reference symbols 1in the various drawings indicate
like elements.
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2
DETAILED DESCRIPTION

FIG. 1 1s a block diagram of an example system 100 for
automatically correcting user input based on user context.
For example, system 100 can suggest corrections to user
iput based on content (e.g., word processing document,
email message, text message, contact card, webpage, etc.)
that the user 1s viewing and/or has recently viewed on one
or more of the user’s devices. The selected and/or recently
viewed content can provide context clues that allow system
100 to suggest corrections to the user’s mnput.

In some implementations, system 100 can include user
device 110. For example, user device 110 can be a laptop
computer, desktop computer, tablet computer, smartphone,
smart watch, in-car infotainment system, and/or other com-
puting device.

In some implementations, user device 110 can include
suggestion client 112. For example, suggestion client 112
can collect context data (e.g., text describing selected and/or
viewed content) and/or generate suggestions for correcting
user mput based on the collected context data.

In some 1mplementations, suggestion client 112 can pro-
vide user mput correction functionality based on a default or
standard dictionary 114. For example, standard dictionary
114 can include words, phrases, grammatical rules, etc., for
one or more languages used by user device 110. When a user
provides mput (e.g., textual input, voice mput, etc.), sug-
gestion client 112 can suggest alternatives to the user’s input
based on the data in standard dictionary 114. For example,
if the user enters text input that misspells a word, suggestion
client 112 can determine a correct replacement word for the
misspelled word based on standard dictionary 114. Standard
dictionary 114 can include the same data across devices, for
example.

In some 1mplementations, suggestion client 112 can pro-
vide user iput correction functionality based on context
dictionary 116. For example, context dictionary 116 can be
dynamically generated by suggestion client 112. When a
user selects content to view on user device 110, suggestion
client 112 can determine, based on the selected content,
words, phrases, 1deas, etc., that describe the content the user
has selected to view. For example, suggestion client 112 can
parse the text of the content and/or content metadata to
determine words, phrases, 1deas, etc., described 1n the con-
tent. Suggestion client 112 can generate entries 1 context
dictionary 116 that includes the words, phrases, 1deas, etc.,
parsed from the selected content. Each context dictionary
entry can include, for example, a word from the selected
content, a timestamp 1indicating when the word was added to
the context dictionary, and/or a timestamp 1ndicating when
the corresponding content item was closed (e.g., 1s no longer
being accessed by the user). When a user provides input
(e.g., textual mput, voice input, etc.), suggestion client 112
can suggest alternatives to the user’s mput based on the data
in context dictionary 116. For example, if the user enters text
input that misspells a word, suggestion client 112 can
determine a correct replacement word for the misspelled
word based on context dictionary 114. If the user enters
ambiguous mput, suggestion client 112 can disambiguate the
input based on the data stored in context dictionary 116.

In some 1implementations, suggestion client 112 can pre-
vent a standard dictionary correction based on context
dictionary 114. For example, a user may enter text corre-
sponding to a word that 1s not included in standard diction-
ary 114. Suggestion client 112 may determine that the
entered word includes an error, 1s unknown, or misspelled
because the word 1s not imncluded 1n standard dictionary 114




US 11,263,399 B2

3

and cause user device 110 to present an 1ndication that the
entered word 1s misspelled and/or present suggested correc-
tions for the entered word. However, 1n some cases, the
entered word may correspond to a term, person’s name, or
other type of word not included 1n standard dictionary 114
but included 1n content the user has recently selected to view
on user device 110 (or some other user device, such as user
device 130). In addition to comparing the entered word to
entries 1n standard dictionary 114, suggestion client 112 may
compare the entered word to entries 1 context dictionary
116. When suggestion client 112 finds a context entry in
context dictionary 116 that matches the entered word, sug-
gestion client 112 can determine that, even though the word
1s not in standard dictionary 114, the entered word 1s not an
error or misspelled word because the entered word 1s 1n
context dictionary 116. When the entered word 1s found 1n
context dictionary 116, suggestion client 112 can prevent a
user device 110 from presenting an indication that the
entered word 1s musspelled and/or presenting suggested
corrections for the entered word.

In some implementations, suggestion client 112 can
1gnore or remove entries in context dictionary when a period
of time elapses. For example, context dictionary entries that
do not have a timestamp indicating that the corresponding
content item 1s closed can be considered active context
entries. Context dictionary entries that have a timestamp
indicating that the corresponding content 1tem 1s closed and
where the amount of time that has elapsed since the content
item was closed 1s less than the configured period of time
can be considered active context entries. Context dictionary
entries that have a timestamp indicating that the correspond-
ing content 1tem 1s closed and where the amount of time that
has elapsed since the content item was closed 1s greater than
the configured period of time can be considered inactive
context entries. When generating suggested replacement
words or mput, suggestion client 112 can use the active
context entries 1 context dictionary 116 to generate the
replacement 1nput suggestions. Suggestion client 112 can
1gnore or remove 1nactive context entries in context diction-
ary 116. Thus, suggestion client 112 can generate sugges-
tions based on currently open content 1tems and/or recently
closed content items.

In some 1mplementations, context dictionary 116 can be
synchronized between devices associated with the same user
so that content selected by the user on one device can
influence alternative word suggestions on another user
device. For example, system 100 can include user device
130. User device 130 can be configured similarly to user
device 110. For example, user device 130 can include
suggestion client 132 corresponding to suggestion client
112. User device 130 can include standard dictionary 134
corresponding to standard dictionary 114. User device 130
can include context dictionary 136 corresponding to context
dictionary 116. When suggestion client 132 modifies context
dictionary 136 on user device 130 based on content selected
by the user on user device 130, suggestion client 132 can
synchronize context dictionary 136 with context dictionary
116 on use device 110 so that each user device has the same
context dictionary. Thus, when suggestion client 112 sug-
gests an alternative word 1n response to receiving user mput
on user device 110, suggestion client 112 can generate the
suggestion based on content selected by the user on user
device 130.

In some implementations, system 100 can include server
device 150. For example, server device 150 can represent a
computing device or multiple computing devices configured
to provide a network based suggestion service 152. Like user
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4

device 110 and user device 130, server device 150 can
include a standard dictionary 154 and a user context dic-
tionary 156. For example, when user device 110 and/or user
device 130 updates their respective context dictionaries
116/136, user device 110 and/or user device 130 can syn-
chronize their context dictionaries with user context diction-
ary 156 on server device 150 through network 170 (e.g.,
local area network, wide area network, wireless network, the
Internet, etc.). In some implementations, the synchroniza-
tion of context dictionary 116 on user device 110 and context
dictionary 136 on user device 130 can be performed through
user context dictionary 156 on server device 150. In some
implementations, user device 130 and user device 110 can
synchronize their context dictionaries directly without using,
server device 150.

In some implementations, suggestion service 132 can
provide user input correction suggestions to user device 110
and/or user device 130. For example, when a user selects
and/or opens a content item on user device 130, suggestion
client 132 can update context dictionary 136 based on the
content of the content 1tem, as described above. Suggestion
client 132 can then synchromize content dictionary 136 with
user context dictionary 156 on server device 150. Similarly,
when the user selects and/or opens a content 1tem on user
device 110, suggestion client 112 can update context dic-
tionary 116 based on the content of the content item, as
described above. Suggestion client 112 can then synchronize
content dictionary 116 with user context dictionary 156 on
server device 150 through network 170 (e.g., the Internet).
When the user provides mput (e.g., text input, voice nput,
etc.) to user device 110, suggestion client 112 can send the
user iput to suggestion service 152. Suggestion service 152
can then generate suggestions for correcting the user mput
and send the suggestions to suggestion client 112. Sugges-
tion client 112 can then present the suggested corrections on
a display of user device 110 so that the user can select a
suggested correction. In some 1mplementations, suggestion
client 112 can automatically change the user input to auto-
matically correct the user mput according to a correction
suggested by suggestion service 152. Thus, suggestion client
112 can generate suggested corrections locally at user device
110 and/or receive suggested corrections from suggestion
service 152 on server device 150.

In some implementations, user device 110 and/or user
device 130 can include applications, utilities, operating
systems, or other solftware functions. For example, these
soltware functions are represented by applications 118, 120
for user device 110 and application 138 for user device 130.
For example, applications 118, 120, and 128 can correspond
to word processing applications, web browsers, web appli-
cations, a contacts application (e.g., address book), elec-
tronic mail applications, electronic messaging applications,
social media applications, and/or any other type of applica-
tion that can be used by the user to select and/or view
content. These applications can interact with the local sug-
gestion client (e.g., suggestion client 112 for user device
110, suggestion client 132 for user device 130) to send the
suggestion client content selected by the user so that the
suggestion client can generate the local context dictionary.
These applications can interact with the local suggestion
client to receive user mput correction suggestions from the
suggestion client based on the content recently selected by
the user.

FIG. 2 1s an example 1llustration 200 depicting graphical
user interfaces of two user devices. Illustration 200 will be
used to describe various use cases for system 100 described
above. For example, illustration 200 includes user device
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110 and user device 130, as described above with respect to
system 100. Illustration 200 also includes applications 118
and 120 on user device 110 and application 138 on user
device 130. The synchronmization of context libraries
between user device 110 and user device 130 1s represented
by dashed line 202. As described above, the synchromization
of context libraries can be performed directly between user
device 110 and user device 130 or through server device
150. While some of the use cases described below are

described with reference to operations performed on a single
device (e.g., user device 110), similar operations may be
distributed across multiple devices (e.g., user device 110 and
user device 130. Similarly, where use cases describe opera-
tions performed across multiple devices, similar operations
can be performed within a single device.

Autocorrect Based on Context

In a first example use case, application 118 can corre-
spond to a web browser and application 120 can correspond
to a word processing application. The user may interact with
web browser 118 to do research on bears. While viewing a
website describing bears, web browser 118 can send the
website content to suggestion client 112. Suggestion client
112 can generate context dictionary entries based on the
content of the website describing bears. While the website 1s
still open or shortly after closing browser application 118,
the user types text, including the word “bares”, into word
processing application 120. Word processing application
120 communicates the textual user input to suggestion client
112. Suggestion client 112 determines, based on context
dictionary 116, that the user was recently looking at content

describing “bears” and generates a correction suggestion
that 1indicates the word “bares” should be corrected to the
word “bears”. Suggestion client 112 can then send the
correction suggestion to word processing application 120
where application 120 can replace the word “bares” with the
word “bears.”

In some 1implementations, the correction suggestion can
include a graphic to be presented 1nstead of or 1n addition to
a word. For example, rather than suggesting that the word
“bares” be corrected with the word “bears,” suggestion
client 112 can suggest that the word “bares” be replaced with
the word “bears” and/or a graphic (e.g., emoj1, 1con, picture,
etc.) representing a bear.

Autocorrect 1n Email

In a second example use case, application 138 can cor-
respond to an email application. For example, the user may
receive an email from a person named “Leezah’™ or she may
be mentioned 1n an email thread or on the CC list but 1s not
in the user’s address book or contacts application. When the
email 1s opened or selected by the user, email application
138 can send the content of the email message and/or
message thread to suggestion client 132. Suggestion client
132 can generate context dictionary entries on context
dictionary 136 based on the content of the email message or
thread, including the name “Leezah”. When the user pro-
vides 1mput to respond to the selected message or message
thread, email application 138 may send the message thread
to suggestion client 132 as user mput to be analyzed and/or
corrected. Normally, suggestion client 132 would 1dentily
“Leezah” as a misspelled word. However, since the word
“Leezah” 1s within the context dictionary 136, suggestion
client 132 can determine that “Leezah™ 1s not a spelling
mistake and suggestion client 132 will not suggest a cor-
rection for the word “Leezah”.
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Later, when the user 1s typing the email response, the user
may enter the word “Liza.” This input can be sent by email
application 138 to suggestion client 132. Suggestion client
132 can analyze context dictionary 136, determine that
“Liza” 1s not an entry 1n context dictionary 136 but “Leezah™
1s. Suggestion client 132 can then generate a correction
suggestion suggesting that the mput “Liza™ be replaced by
“Leezah™ and send the correction suggestion to email appli-
cation 138. Email application 138 can then present the
correction suggestion to the user and the user can provide

iput selecting the word “Leezah™ as a replacement for the
word “Liza.”

Autocorrect Across Devices

In a third example use case and as a vanation on the
example email use case above, the user may store an address
book or contacts application on one device but be respond-
ing to an email message on another device. For example,
application 138 on user device 130 can correspond to the
email application and application 118 on user device 110 can
correspond to the address book application. The user may
look up the email address for a contact named “Leezah™ 1n
application 118. Address book application 118 can send the
content of the contact information for Leezah to suggestion
client 112. Suggestion client 112 can generate context
entries on context dictionary 116 for the contact information
for Leezah, including the word “Leezah”. As described
above, context dictionary 116 can be synchronized with
context dictionary 136 so that context dictionary 136
includes the context entries corresponding to the contact
information for Leezah. When the user provides mnput to
respond to the selected message or message thread, email
application 138 may send the message thread to suggestion
client 132 as user mput to be analyzed and/or corrected.
Normally, suggestion client 132 would 1dentily “Leezah” as
a misspelled word. However, since the word “Leezah™ 1s
within the context dictionary 136, suggestion client 132 can
determine that “Leezah” 1s not a spelling mistake and
suggestion client 132 will not suggest a correction for the
word “Leezah™.

Later, when the user 1s typing the email response, the user
may enter the word “Liza.” This input can be sent by email
application 138 to suggestion client 132. Suggestion client
132 can analyze context dictionary 136, determine that
“Liza” 1s not an entry 1n context dictionary 136 but “Leezah”
1s. Suggestion client 132 can then generate a correction
suggestion suggesting that the mput “Liza” be replaced by
“Leezah” and send the correction suggestion to email appli-
cation 138. Email application 138 can then present the
correction suggestion to the user and the user can provide
input selecting the word “Leezah™ as a replacement for the
word “Liza.”

Voice Command Disambiguation

In a fourth example use case, application 138 can corre-
spond to a voice assistant artificial intelligence application.
The user may speak a command to application 138, such as
“how are the Giants doing?”” If there 1s an ambiguity 1n the
command (e.g., currently there 1s a baseball season and
football season overlap), application 138 may need to follow
up with a clarifying question to determine whether the user
wants to know about the Giants baseball team or the Giants
football team. However, 11 the user has recently viewed a
webpage related to Giants baseball, context dictionary 136
will have context entries related to Giants baseball. When
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the user asks “how are the Giants doing?”, application 138
can send a text version of the user’s voice mput to sugges-
tion client 132. Suggestion client 132 can determine that the
user has recently viewed a webpage related to Giant’s
baseball and generate a correction suggestion indicating that
“Grants™ refers to the Giants baseball team and send the
correction suggestion to application 138. Application 138
can then formulate a response to the user’s request by
determining how the Giants baseball team 1s doing 1n the
current baseball season without asking the user for clarifi-
cation as to whether the user meant the Giants baseball team
or the Giants football team.

Example Processes

To enable the reader to obtain a clear understanding of the
technological concepts described herein, the following pro-
cesses describe specific steps performed 1n a specific order.
However, one or more of the steps of a particular process
may be rearranged and/or omitted while remaining within
the contemplated scope of the technology disclosed herein.
Moreover, diflerent processes, and/or steps thereof, may be
combined, recombined, rearranged, omitted, and/or
executed 1n parallel to create diflerent process tlows that are
also within the contemplated scope of the technology dis-
closed herein. Additionally, while the processes below may
omit or briefly summarize some of the details of the tech-
nologies disclosed herein for clarity, the details described 1n
the paragraphs above may be combined with the process
steps described below to get a more complete and compre-
hensive understanding of these processes and the technolo-
gies disclosed herein.

FIG. 3 1s flow diagram of an example process 300 for
generating correction suggestions based on user context. For
example, process 300 can be performed by user device 110
to correct user input based on content that the user has
recently selected to view.

At step 302, user device 110 can recerve a selection of
content. For example, user device 110 can receive user input
selecting a webpage, contact information, word processing
document, slideshow presentation, or any other type of
content. The content can be selected by interacting with an
application (e.g., web browser, address book application,
word processing document, etc.) running on user device 110.

At step 304, user device 110 can generate a context
dictionary based on the selected content. For example, the
application (e.g., application 118, application 120) present-
ing the selected content can send the selected content to
suggestion client 112. Suggestion client 112 can parse the
selected content and generate context entries in context
dictionary 116.

At optional step 306, user device 110 can synchronize the
context dictionary with a second device. For example and as
described above, user device 110 can synchronize context
dictionary 116 with context dictionaries managed by user
device 130 and/or server device 150. The synchronization
allows user device 110 to share context updates made at user
device 110 with other devices and allows user device 110 to
receive context updates made at other devices so that
correction suggestions can be made at user device 110 based
on the user context determined at the other devices.

At step 308, user device 110 can receive user input
specilying a word. For example, the user input can be textual
input. The textual mput can be 1nput to a word processing
document, instant message, email message, or any other
textual 1nput.
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At step 310, user device 110 can generate a suggested
replacement or correction for the specified word based on
the context dictionary. For example, the application (e.g.,
application 118, application 120) that receives the user input
can send the user input to suggestion client 112 on user
device 110. Suggestion client 112 can send the user mnput to
suggestion service 152 and suggestion service 1352 can
generate a correction suggestion based on the user’s context
dictionary and send the correction suggestion to suggestion
client 112. Alternatively, suggestion client 112 can generate
the correction suggestion locally based on context dictionary
116. The suggestion client 112 can generate the correction
suggestion by comparing the user input to context entries in
context dictionary 116 and determining candidate alternative
words 1n the context dictionary that might be approprate
replacements for the user mput. Suggestion client 112 can
then send the correction suggestion, including a selected
candidate alternative word, to the application that received
the user mnput.

At step 312, user device 110 can present the suggested
replacement word on a display of user device 110. For
example, the application that receives the correction sug-
gestion can present the correction suggestion (e.g., word,
graphic, etc.) on a display of the user device for the user to
select. Upon receiving a user selection of the correction
suggestion, the application can replace to user input (e.g.,
word) with the selected correction suggestion. Alternatively,
the application that receives the correction suggestion can
automatically replace the user input with the correction
suggestion.

FIG. 4 1s flow diagram of an example process 400 for
disambiguating user input based on user context. For
example, process 400 can be performed by user device 110
to disambiguate user input based on content that the user has
recently selected to view.

At step 402, user device 110 can receive a selection of
content. For example, user device 110 can receive user mput
selecting a webpage, contact information, word processing
document, slhideshow presentation, or any other type of
content. The content can be selected by interacting with an
application (e.g., web browser, address book application,
word processing document, etc.) running on user device 110.

At step 404, user device 110 can generate a context
dictionary based on the selected content. For example, the
application (e.g., application 118, application 120) present-
ing the selected content can send the selected content to
suggestion client 112. Suggestion client 112 can parse the
selected content and generate context entries in context
dictionary 116, as described above.

At optional step 406, user device 110 can synchronize the
context dictionary with a second device. For example and as
described above, user device 110 can synchronize context
dictionary 116 with context dictionaries managed by user
device 130 and/or server device 150. The synchronization
allows user device 110 to share context updates made at user
device 110 with other devices and allows user device 110 to
receive context updates made at other devices so that
correction suggestions can be made at user device 110 based
on the user context determined at the other devices.

At step 408, user device 110 can receive a user query. For
example, the user query can be a spoken command or
request recerved or detected by an application (e.g., stand-
alone application, operating system function or utility, sys-
tem library, system API, or other hardware and/or software
system, etc.) on user device 110. The user query can be a
textual command or request recerved as user input by an
application on user device 110.




US 11,263,399 B2

9

At step 410, user device 110 can determine that the user
query 1s ambiguous. For example, when processing the user
query, the receiving application can determine that there 1s
more than one possible response to the user’s query. For
example, when the user’s query poses the question “how are
the Giants doing” during an overlap between baseball and
tootball seasons, the application can determine that the user
may be asking about either the Giants baseball team or the
(iants football team. When there 1s more than one possible
response, the application can determine that the user’s query
1s ambiguous.

At step 412, user device 110 can resolve the ambiguity
based on the context dictionary. For example, when the
application that recerved the user’s query determines that the
query 1s ambiguous, the application can send the user’s
query (e.g., a textual representation of the user’s query) to
suggestion client 112. Suggestion client 112 can compare the
words 1n the user’s query to context entries 1 context
dictionary 116 to determine additional words that may
clanify the user’s query. For example, 11 the user was recently
viewing a webpage discussing the Giants baseball team,
then suggestion client 112 can add the word “baseball” to the
user’s query as a correction suggestion to disambiguate the
user query. Suggestion client 112 can send the correction
suggestion to the application.

At step 414, user device 110 can perform a search based
on the disambiguated user query. For example, the applica-
tion can generate a response to the user’s query “how are the
(iants doing?” by performing an internet search using the
query and the additional disambiguating word (e.g., correc-
tion suggestion) “baseball”. The application can then receive
search results related to the Giants baseball team.

At step 416, user device 110 can present the search results.
For example, the application on user device 110 can present
the search results related to the Giants baseball team using
audio data (e.g., speech synthesis) and/or using graphical
data (e.g., text, images, etc.) presented on the display of user
device 110.

Graphical User Interfaces

This disclosure above describes various Graphical User
Interfaces (GUIs) for implementing various features, pro-
cesses or worktlows. These GUIs can be presented on a
variety ol electronic devices including but not limited to
laptop computers, desktop computers, computer terminals,
television systems, tablet computers, e-book readers and
smart phones. One or more of these electronic devices can
include a touch-sensitive surface. The touch-sensitive sur-
face can process multiple simultaneous points of nput,
including processing data related to the pressure, degree or
position of each point of input. Such processing can facili-
tate gestures with multiple fingers, including pinching and
SwWiIping.

When the disclosure refers to “select” or “selecting” user
interface elements 1n a GUI, these terms are understood to
include clicking or “hovering” with a mouse or other 1mput
device over a user interface element, or touching, tapping or
gesturing with one or more fingers or stylus on a user
interface element. User imterface elements can be virtual
buttons, menus, selectors, switches, sliders, scrubbers,
knobs, thumbnails, links, icons, radio buttons, checkboxes
and any other mechanism for receirving input from, or
providing feedback to a user.

Privacy

The present disclosure recognizes that the use of such
personal information data, 1n the present technology, can be
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used to the benefit of users. For example, the personal
information data can be used to deliver targeted content that

1s ol greater interest to the user. Accordingly, use of such
personal information data enables calculated control of the
delivered content. Further, other uses for personal informa-
tion data that benefit the user are also contemplated by the
present disclosure.

The present disclosure further contemplates that the enti-
ties responsible for the collection, analysis, disclosure, trans-
fer, storage, or other use of such personal information data
will comply with well-established privacy policies and/or
privacy practices. In particular, such entities should imple-
ment and consistently use privacy policies and practices that
are generally recognized as meeting or exceeding industry or
governmental requirements for maintaining personal infor-
mation data private and secure. For example, personal
information from users should be collected for legitimate
and reasonable uses of the entity and not shared or sold
outside of those legitimate uses. Further, such collection
should occur only after recerving the informed consent of
the users. Additionally, such entities would take any needed
steps for sateguarding and securing access to such personal
information data and ensuring that others with access to the
personal information data adhere to their privacy policies
and procedures. Further, such entities can subject them-
selves to evaluation by third parties to certify their adher-
ence to widely accepted privacy policies and practices.

Despite the foregoing, the present disclosure also con-
templates embodiments 1n which users selectively block the
use of, or access to, personal information data. That 1s, the
present disclosure contemplates that hardware and/or soft-
ware elements can be provided to prevent or block access to
such personal information data. For example, 1n the case of
advertisement delivery services, the present technology can
be configured to allow users to select to “opt 1™ or “opt out”™
ol participation in the collection of personal information
data during registration for services. In another example,
users can select not to provide location information for
targeted content delivery services. In yet another example,
users can select to not provide precise location information,
but permit the transier of location zone information.

Example System Architecture

FIG. 5 1s a block diagram of an example computing
device 500 that can implement the features and processes of
FIGS. 1-4. The computing device 500 can include a memory
interface 502, one or more data processors, 1mage processors
and/or central processing units 504, and a peripherals inter-
face 506. The memory interface 502, the one or more
processors 304 and/or the peripherals interface 506 can be
separate components or can be integrated in one or more
integrated circuits. The various components in the comput-
ing device 500 can be coupled by one or more communi-
cation buses or signal lines.

Sensors, devices, and subsystems can be coupled to the
peripherals 1ntertace 506 to facilitate multiple functionali-
ties. For example, a motion sensor 510, a light sensor 512,
and a proximity sensor 314 can be coupled to the peripherals
interface 506 to facilitate orientation, lighting, and proximity
functions. Other sensors 516 can also be connected to the
peripherals interface 506, such as a global navigation satel-
lite system (GNSS) (e.g., GPS receiver), a temperature
sensor, a biometric sensor, magnetometer or other sensing
device, to facilitate related functionalities.

A camera subsystem 520 and an optical sensor 522, e.g.,
a charged coupled device (CCD) or a complementary metal-
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oxide semiconductor (CMOS) optical sensor, can be utilized
to facilitate camera functions, such as recording photographs
and video clips. The camera subsystem 520 and the optical
sensor 522 can be used to collect images of a user to be used
during authentication of a user, e.g., by performing facial
recognition analysis.

Communication functions can be facilitated through one
or more wireless communication subsystems 524, which can
include radio frequency receivers and transmitters and/or
optical (e.g., infrared) recervers and transmitters. The spe-
cific design and implementation of the communication sub-
system 524 can depend on the communication network(s)
over which the computing device 500 1s intended to operate.
For example, the computing device 500 can include com-
munication subsystems 524 designed to operate over a GSM
network, a GPRS network, an EDGE network, a Wi-Fi1 or
WiMax network, and a Bluetooth™ network. In particular,
the wireless communication subsystems 524 can include
hosting protocols such that the device 100 can be configured
as a base station for other wireless devices.

An audio subsystem 526 can be coupled to a speaker 528
and a microphone 530 to facilitate voice-enabled functions,
such as speaker recognition, voice replication, digital
recording, and telephony functions. The audio subsystem
526 can be configured to facilitate processing voice com-
mands, voiceprinting and voice authentication, for example.

The I/O subsystem 540 can include a touch-surface con-
troller 542 and/or other mput controller(s) 544. The touch-
surface controller 542 can be coupled to a touch surface 546.
The touch surtace 546 and touch-surtace controller 542 can,
for example, detect contact and movement or break thereof
using any ol a plurality of touch sensitivity technologies,
including but not limited to capacitive, resistive, inirared,
and surface acoustic wave technologies, as well as other
proximity sensor arrays or other elements for determiming,
one or more points of contact with the touch surface 546.

The other iput controller(s) 344 can be coupled to other
input/control devices 548, such as one or more buttons,
rocker switches, thumb-wheel, infrared port, USB port,
and/or a pointer device such as a stylus. The one or more
buttons (not shown) can include an up/down button for
volume control of the speaker 528 and/or the microphone
530.

In one implementation, a pressing of the button for a first
duration can disengage a lock of the touch surface 546; and
a pressing ol the button for a second duration that 1s longer
than the first duration can turn power to the computing
device 500 on or ofl. Pressing the button for a third duration
can activate a voice control, or voice command, module that
enables the user to speak commands into the microphone
530 to cause the device to execute the spoken command. The
user can customize a functionality of one or more of the
buttons. The touch surface 346 can, for example, also be
used to implement virtual or soft buttons and/or a keyboard.

The memory interface 502 can be coupled to memory
550. The memory 350 can include high-speed random
access memory and/or non-volatile memory, such as one or
more magnetic disk storage devices, one or more optical
storage devices, and/or flash memory (e.g., NAND, NOR).
The memory 550 can store an operating system 352, such as
Darwin, RTXC, LINUX, UNIX, MAC OS, 10S, WIN-
DOWS, or an embedded operating system such as VxWorks.

The operating system 3352 can include instructions for
handling basic system services and for performing hardware
dependent tasks. In some implementations, the operating
system 332 can be a kernel (e.g., UNIX kernel). In some
implementations, the operating system 352 can include
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instructions for performing voice authentication. For
example, operating system 5352 can implement the contex-
tual user iput correction features as described with refer-
ence to FIGS. 1-4.

The memory 550 can also store communication instruc-
tions 554 to facilitate communicating with one or more
additional devices, one or more computers and/or one or
more servers. The memory 350 can include graphical user
interface instructions 556 to facilitate graphic user interface
processing; sensor processing instructions 558 to facilitate
sensor-related processing and functions; phone instructions
560 to facilitate phone-related processes and functions;
clectronic messaging instructions 562 to facilitate elec-
tronic-messaging related processes and functions; web
browsing instructions 564 to facilitate web browsing-related
processes and functions; media processing instructions 566
to facilitate media processing-related processes and func-
tions; GNSS/Navigation instructions 568 to facilitate GNSS
and navigation-related processes and instructions; and/or
camera instructions 570 to facilitate camera-related pro-
cesses and functions.

The memory 550 can store other software instructions 572
to facilitate other processes and functions, such as the
contextual user mput correction processes and functions as
described with reference to FIGS. 1-4.

The memory 550 can also store other soiftware instruc-
tions 574, such as web video instructions to facilitate web
video-related processes and functions; and/or web shopping
instructions to facilitate web shopping-related processes and
functions. In some implementations, the media processing
istructions 566 are divided into audio processing instruc-
tions and video processing instructions to facilitate audio
processing-related processes and functions and video pro-
cessing-related processes and functions, respectively.

Each of the above 1dentified instructions and applications
can correspond to a set of instructions for performing one or
more functions described above. These instructions need not
be implemented as separate software programs, procedures,
or modules. The memory 550 can include additional mstruc-
tions or fewer 1nstructions. Furthermore, various functions
of the computing device 500 can be implemented 1n hard-
ware and/or in software, including in one or more signal
processing and/or application specific integrated circuits.

What 1s claimed 1s:

1. A method comprising:

recerving, by a computing device, a first user mput, in a
first application, selecting a content 1tem, the content
item having a first contextual representation;

generating, by the computing device, one or more context
entries 1 a context dictionary indicating the first con-
textual representation of the content item;

recerving, by the computing device, a second user nput,
in a second application different from the first applica-
tion, specitying a properly spelled word, the properly
spelled word having a second contextual representation
different than the first contextual representation;

determiming that the properly spelled word 1s a potential
misspelling of a word associated with the first contex-
tual representation based at least 1n part upon the one or
more of the context entries 1n the context dictionary;

in response to determining that the properly spelled word
1s the potential misspelling of the word associated with
the first contextual representation, generating, by the
computing device, a suggestion for a replacement to the
properly spelled word 1n the second application based
on the context entries in the context dictionary, the
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suggestion comprising an icon, a graphic, a second
word, or a combination thereof having the first contex-
tual representation;
causing, by the computing device, the suggestion to be
presented on a display of the computing device; and

in response to receiving an indication to accept the
suggestion, replacing the properly spelled word in the
second application with the suggestion.

2. The method of claim 1, further comprising;:

parsing the content 1tem to determine one or more words

included 1n the content 1tem; and

generating one or more context entries based on the one

or more words in the content item.

3. The method of claim 1, further comprising:

determining that a particular content 1tem corresponding,

to a particular context entry in the context dictionary
has been closed;

determining whether a period of time has elapsed since

the particular content 1tem was closed;

determining that the particular context entry 1s an active

context entry when the period of time has not elapsed
since the particular content 1tem was closed; and

generating, by the computing device, the suggestion for a

replacement to the properly spelled word 1n the second
application based on one or more active context entries
in the context dictionary.

4. The method of claim 3, wherein the active context entry
comprises a context entry associated with a currently open
content 1tem, a content 1item closed within the period of time,
or both.

5. The method of claim 3, further comprising;:

determining that a particular content 1tem corresponding

to a particular context entry 1n the context dictionary
has been closed;

determining whether a period of time has elapsed since

the particular content 1tem was closed;

determining that the particular context entry 1s an mactive

context entry when the period of time has elapsed since
the particular content 1tem was closed; and

generating, by the computing device, the suggestion for a

replacement to the properly spelled word 1n the second
application based on one or more active context entries
and not one or more inactive context entries 1n the
context dictionary.

6. The method of claim 1, further comprising:

synchronizing the context dictionary on the computing

device with one or more context dictionaries on other
user devices; and

generating, by the computing device, the suggestion for a

replacement to the properly spelled word 1n the second
application based on the context entries in the context
dictionary received from other user devices.

7. The method of claim 1, wherein generating, by the
computing device, the suggestion for a replacement to the
properly spelled word 1n the second application based on the
context entries 1n the context dictionary includes receiving
the suggestion from a network server that includes a user
context dictionary that has been synchronmized with the
context dictionary on the computing device.

8. The method of claim 1, further comprising;:

comparing the properly spelled word to a context diction-

ary,

based on a comparison of the properly spelled word to the

context dictionary, determining that the properly
spelled word should be changed to the icon, the
graphic, the second word, or the combination thereof,
indicated by the context dictionary; and
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preventing the computing device from indicating that the
properly spelled word should be changed to the icon,
the graphic, the word, or the combination thereof when
the comparison of the properly spelled word to the
context dictionary indicates that a context of the prop-
erly spelled word matches at least one of the context
entries 1 the context dictionary.

9. The method of claim 1 performed by a suggestion
client, the suggestion client being different than the first
application and the second application.

10. A non-transitory computer readable medium including
one or more sequences of mnstructions that, when executed
by one or more processors, cause the one or more processors
to perform operations comprising:

receiving a first user input, 1n a first application, selecting

a content 1tem, the content 1item having a {irst contex-
tual representation;

generating one or more context entries m a context

dictionary indicating the first contextual representation
of the content item:;

recerving a second user mput, in a second application

different from the first application, specilying a prop-
erly spelled word, the properly spelled word having a
second contextual representation different than the first
contextual representation;

determiming that the properly spelled word 1s a potential

misspelling of a word associated with the first contex-
tual representation based at least 1n part upon the one or
more of the context entries in the context dictionary;
in response to determining that the properly spelled word
1s the potential misspelling of the word associated with
the first contextual representation, generating a sugges-
tion for a replacement to the properly spelled word 1n
the second application based on the context entries in
the context dictionary, the suggestion comprising an
icon, a graphic, a second word, or a combination
thereol having the first contextual representation;
causing display of the suggestion; and
in response to receiving an indication to accept the
suggestion, replicating the properly spelled word 1n the
second application with the suggestion.
11. The non-transitory computer readable medium of
claim 10, wherein the sequences of instructions cause the
one or more processors to perform operations comprising:
parsing the content 1item to determine one or more words
indicating the first contextual meaning; and

generating one or more context entries in the context
dictionary based on the one or more words in the
content 1tem.

12. The non-transitory computer readable medium of
claam 10, wherein the sequences of instructions cause the
one or more processors to perform operations comprising:

determining that a particular content 1tem corresponding,

to a particular context entry in the context dictionary
has been closed:;

determiming whether a period of time has elapsed since

the particular content item was closed;

determiming that the particular context entry 1s an active

context entry when the period of time has not elapsed
since the particular content 1tem was closed; and

generating, by a computing device, the suggestion for a

replacement to the properly spelled word 1n the second
application based on the active context entries 1n the
context dictionary.

13. The non-transitory computer readable medium of
claam 10, wherein the sequences of instructions cause the
one or more processors to perform operations comprising:
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determining that a particular content 1tem corresponding
to a particular context entry in the context dictionary
has been closed;

determining whether a period of time has elapsed since

the particular content 1tem was closed;

determining that the particular context entry 1s an mactive

context entry when the period of time has not elapsed
since the particular content 1tem was closed; and
generating the suggestion for a replacement to the prop-
erly spelled word 1n the second application based on
one or more active context entries and not one or more
iactive context entries in the context dictionary.

14. The non-transitory computer readable medium of
claim 10, wherein the sequences of instructions cause the
one or more processors to perform operations comprising:

synchronizing the context dictionary on computing device

with one or more context dictionaries on other user
devices; and

generating the suggestion for a replacement to the prop-

erly spelled word 1n the second application based on the
context entries 1n the context dictionary received from
other user devices.

15. The non-transitory computer readable medium of
claim 10, wherein the sequences of instructions that cause
the one or more processors to perform an operation of
generating a suggestion for a replacement to the properly
spelled word 1n the second application based on the context
entries 1n the context dictionary include instructions that
cause the one or more processors to perform operations
comprising accessing the suggestion from a network server
that includes a user context dictionary that has been syn-
chronmized with the context dictionary on a computing
device.

16. The non-transitory computer readable medium of
claam 10, wherein the sequences of instructions cause the
one or more processors to perform operations comprising:

comparing the properly spelled word to a context diction-

ary; and
based on a comparison of the properly spelled word to the
context dictionary, determining that the properly
spelled word 1s not in the context dictionary;

determining that the properly spelled word 1s similar to
one or more words of the context dictionary; and

generating the suggestion for a replacement to the prop-
erly spelled word comprising the one or more words of
the context dictionary that are similar to the properly
spelled word.

17. A system comprising:

one or more processors; and

a non-transitory computer readable medium including one

or more sequences ol instructions that,

when executed by the one or more processors, cause the

one or more processors to perform operations compris-

ng:

receiving a first user input, 1n a first application, select-
ing a content item, the content item having a first
contextual representation;

generating one or more context entries 1 a context
dictionary indicating the first contextual representa-
tion of the content 1tem;

receiving a second user mput, in a second application
different from the first application, specifying a prop-
erly spelled word, the properly spelled word having
a second contextual representation diflerent than the
first contextual representation;

determining that the properly spelled word 1s a poten-
tial misspelling of a word associated with the first
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contextual representation based at least 1n part upon

the one or more of the context entries 1n the context

dictionary;

in response to determining that the properly spelled
word 1s the potential misspelling of the word asso-
ciated with the first contextual representation, gen-
erating a suggestion for a replacement to the properly
spelled word 1n the second application based on the
context entries in the context dictionary, the sugges-
tion comprising an icon, a graphic, a second word, or

a combination thereof having the first contextual

representation;
causing the suggestion to be presented on a display of

the system; and
in response to receiving an indication to accept the
suggestion, replacing the properly spelled word 1n
the second application with the suggestion.

18. The system of claim 17, wherein the one or more
sequences ol mstructions cause the one or more processors
to perform operations comprising:

parsing the content 1item to determine one or more words

included in the content item; and

generating one or more context entries 1 the context

dictionary based on the one or more words in the
content 1tem.

19. The system of claim 17, wherein the one or more
sequences ol instructions cause the one or more processors
to perform operations comprising:

determiming that a particular content 1tem corresponding,

to a particular context entry 1n the context dictionary
has been closed;

determining whether a period of time has elapsed since

the particular content 1tem was closed;
determining that the particular context entry i1s an active
context entry when the period of time has not elapsed
since the particular content 1tem was closed; and

generating the suggestion for a replacement to the prop-
erly spelled word based on one or more active context
entries 1 the context dictionary.

20. The system of claim 17, wherein the one or more
sequences ol instructions cause the one or more processors
to perform operations comprising:

determiming that a particular content 1tem corresponding,

to a particular context entry in the context dictionary
has been closed;

determining whether a period of time has elapsed since

the particular content 1tem was closed;

determining that the particular context entry 1s an mnactive

context entry when the period of time has not elapsed
since the particular content 1tem was closed; and
generating the suggestion for a replacement to the prop-
erly spelled word 1n the second application based on
one or more active context entries and not one or more
inactive context entries in the context dictionary.

21. The system of claim 17, wherein the one or more
sequences ol instructions cause the one or more processors
to perform operations comprising:

synchronizing the context dictionary on the system with

one or more context dictionaries on other user devices;
and

generating the suggestion for a replacement to the prop-

erly spelled word based on the context entries 1n the
context dictionary receirved from other user devices.

22. The system of claim 17, wherein the one or more
sequences of instructions that cause the one or more pro-
cessors to perform an operation of generating a suggestion
for a replacement to the properly spelled word 1n the second
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application based on the context entries in the context
dictionary include instructions that cause the one or more
processors to perform operations comprising receiving the
suggestion for a replacement to the properly spelled word
from a network server that includes a user context dictionary 5
that has been synchromized with the context dictionary on
the system.
23. The system of claim 17, wherein the first application
1s a web browser and the second application 1s a word
processing application. 10
24. The system of claim 23, wheremn generating the
suggestion for a replacement to the properly spelled word
COmMprises:
comparing the properly spelled word to the context dic-
tionary; 15
based on a comparison of the properly spelled word to the
context dictionary, determining that the properly
spelled word 1s not 1n the context dictionary;
determining that the properly spelled word 1s similar to
one or more words of the context dictionary; and 20
generating the suggestion for a replacement to the prop-
erly spelled word comprising the one or more words of
the context dictionary that are similar to the properly
spelled word.
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