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METHOD, APPARATUS AND SOFTWARE
FOR DIFFERENTIATING TWO OR MORE

DATA SETS HAVING COMMON DATA SE'T
IDENTIFIERS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a Continuation of U.S. patent appli-
cation Ser. No. 12/914,942, filed Oct. 28, 2010, which

claiams priority to Furopean Patent Application No.
09174303.9, filed Oct. 28, 2009, the entirety of each which
1s incorporated herein by reference.

FIELD OF INVENTION

The present invention relates to a method, apparatus or
software for differentiating two or more data sets having
common data set 1dentifiers.

BACKGROUND OF THE INVENTION

In computer systems, data 1s stored 1n data sets such as
files that are assigned a data set identifier such as a file name.
In order to umiquely 1dentify a given file, its file name needs
to be unique 1n a given storage space. However, one problem
1s that files can be assigned file names that are duplicates of
other file names. System or application programs are pro-
vided for identifying such duplicate file names 1n a given
storage space thus enabling the renaming of the files 1t
appropriate so that their contents or associated data can be
subsequently distinguished. However, a problem with such
systems 1s that renaming may not always be appropriate and
may have consequential effects. For example, other func-
tionality may be dependent on a file having a particular file
name. Changing such a file name may result 1n the depen-
dent functionality failing to operate correctly.

SUMMARY OF THE INVENTION

An embodiment of the invention provides a method for
differentiating two or more data sets having common data set
identifiers, the method comprising the steps of: selecting a
plurality of data sets comprising one or more data elements,
cach data set being associated with a data set identifier;
identifying in the selected plurality of data sets a group of
the data sets having a common data set identifier; comparing,
cach data set in the group with each other data set 1in the
group so as to identily one or more differentiating charac-
teristics between the data sets in the group; and associating,
difference data representing one or more ol the identified
differentiating characteristics with the corresponding data
set so as to provide one or more differentiators between two
or more of data sets of the group.

The difference data may be presented to a user 1 asso-
ciation with the corresponding data set identifier for the
corresponding selected data set. The difference data may be
presented to a user 1n response to the selection of the
plurality of data sets. The data sets may each comprise a
network of related data elements, the network being pro-
vided by predetermined associations between the data ele-
ments. The network may be hierarchical. The network may
be non-cyclic. Each data set may comprise an object graph.

The differentiating characteristics may be 1dentified by
comparing the data elements of data sets having common
data set identifiers 1n accordance with a predetermined
schema. The data elements may comprise a data element
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type, one or more data element values or one or more data
clement associations to one or more other data elements and
cach differentiating characteristic comprises a diflering data
clement type, data element value or data element association
between a given data element and a corresponding element
of one or more other data sets of the group. The absence of
a characteristic of a data element of a first data set when
compared to a corresponding element of one or more second
data sets of the group may comprise a differentiating char-
acteristic of the first data set.

The differentiating characteristics may be ranked 1n accor-
dance with a predetermined set of ranking rules. The data
sets may be hierarchical and each differentiating character-
1stic ranked in dependence on the depth of the relevant data
clement from the root of the relevant data set. Each difler-
entiating characteristic may be ranked 1n dependence on the
differentiating characteristic being a data eclement type,
value or association. Diflerentiating characteristics compris-
ing a data element type may be ranked higher than a
differentiating characteristic comprising a data clement
value or data element association. Diflerentiating character-
1stics comprising a data element value may be ranked higher
than a differentiating characteristic comprising a data ele-
ment association. A predetermined number of the highest
ranked differentiating characteristics may be selected for
associating as difference data with the corresponding data
set so as to provide one or more differentiators between two
or more ol data sets of the group. The difference data may
be presented to a user 1n association with the corresponding
data set identifier for the corresponding selected data set as
the difference data 1s calculated, the difference data being
updated 11 further difference data 1s calculated. The method
may be used 1n a file management application program. The
method may be used 1n a service-oriented architecture
management application program.

Another embodiment provides apparatus for diflerentiat-
ing two or more data sets having common data set 1dent-
fiers, the apparatus being operable to: select a plurality of
data sets comprising one or more data elements, each data
set being associated with a data set identifier; identify 1n the
selected plurality of data sets a group of the data sets having,
a common data set identifier; compare each data set in the
group with each other data set in the group so as to 1dentity
one or more differentiating characteristics between the data
sets 1n the group; and associate diflerence data representing
one or more of the identified differentiating characteristics
with the corresponding data set so as to provide one or more
differentiators between two or more of data sets of the group.

A further embodiment provides a computer program
comprising program code means adapted to perform a
method, when the program 1s run on a computer, for
differentiating two or more data sets having common data set
identifiers, the method comprising the steps of: selecting a
plurality of data sets comprising one or more data elements,
cach data set being associated with a data set identifier;
identifving 1n the selected plurality of data sets a group of
the data sets having a common data set 1identifier; comparing
cach data set in the group with each other data set in the
group so as to 1dentify one or more differentiating charac-
teristics between the data sets in the group; and associating
difference data representing one or more of the identified
differentiating characteristics with the corresponding data
set so as to provide one or more diflerentiators between two
or more ol data sets of the group.

Another embodiment provides a computer program com-
prising program code means adapted to provide apparatus,
when the program 1s run on a computer, for differentiating
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two or more data sets having common data set 1dentifiers,
the apparatus being operable to: select a plurality of data sets
comprising one or more data elements, each data set being
associated with a data set identifier; 1dentify in the selected
plurality of data sets a group of the data sets having a
common data set i1dentifier; compare each data set in the
group with each other data set in the group so as to 1dentily
one or more differentiating characteristics between the data
sets 1n the group; and associate difference data representing
one or more of the identified differentiating characteristics

with the corresponding data set so as to provide one or more
differentiators between two or more of data sets of the group.

BRIEF DESCRIPTION OF THE

DRAWINGS

Embodiments of the mnvention will now be described, by
way ol example only, with reference to the accompanying,
drawings in which:

FIG. 1 1s a schematic 1llustration of a computer system;

FIG. 2 1s a schematic illustration of software comprising,
a data differentiator application program provided in the
computer system of FIG. 1;

FIGS. 3a, 36 & 3c¢ are a set of generalised examples of
data sets having common data set 1dentifiers;

FIG. 4 1s a schematic illustration of a file management
application program window displaying data sets having
common data set 1dentifiers 1n combination with difference
data representing diflerentiating characteristics for difleren-
tiating the data sets; and

FI1G. 5 1s a flow chart 1llustrating processing performed by
the data differentiator application program of FIG. 2 when
determining difference data for two or more data sets having
common data set 1dentifiers.

DETAILED DESCRIPTION OF EMBODIMENTS
OF THE INVENTION

With reference to FIG. 1, a computer system 101 com-
prises a first and second computers 102 connected via a
network 103 to a storage device 104. The storage device 104
1s used to store data 1n the form of files 103 arranged 1n a file
system 106. Each file 1s identified by a data set 1dentifier 1n
the form of a file name and located 1n a folder (not shown)
within the file system 106. Each of the computers 102 1s
provided with software in the form of an operating system
107 arranged to provide a processing platform for one or
more application programs. In the present embodiment, each
of the computers 102 1s provided with a file management
application program 108.

With reference to FIG. 2, the file management application
program 108 1s arranged to enable a user to select a set of
files 105 on the storage device 104 for ispection. In the
present embodiment, the file management application pro-
gram 108 comprises a data diflerentiator (DD) module 201
and a data differentiator (DD) rule set 202. The DD module
201 1s arranged to i1dentily any groups of two or more files
105 1n the set selected by the user that have duplicate or
common file names. For each such identified group, the DD
module 201 1s arranged to compare the data sets associated
with each such common file name and 1dentify differences.
In other words, the DD module 201 is arranged to 1dentily
differentiating characteristics between relevant data sets, 1n
the form of the files 105, that have common data set
identifiers, 1n the form of their corresponding file names. In
the present embodiment, any such 1dentified differences are
then scored or ranked 1n accordance with a predetermined

schema 1n the form of the DD rule set 202. The DD rule set
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202 1s a set of rules that apply different scores to predeter-
mined types of differentiating characteristics of the data
clements that make up each data set and are described 1n
turther detail below. A predetermined number of the highest
ranked differentiating characteristics are then presented as
difference data to the user so as to enable to the user to
differentiate between the files having common file names as
described 1n further detail below.

As will be understood by those skilled 1n the art, data sets
may comprise many diflering types of data elements that
may have one or more attributes such as data values or one
or more associations or relations with other such data
clements 1n the data set. In the present embodiment, the file
system 106 comprises data elements 1n the form of the files
105 that effectively form the nodes or vertices of a hierar-
chical data structure. The directories or folders of the file
system 106 thus form the edges or associations in the
hierarchical data structure.

FIG. 3a illustrates a first example of a data set 301
selected by a user from the file system 106. The first data set
301 1s represented as a tree and comprises four data elements
or nodes 302, 303, 304, 305 and three edges 306, 307, 308.
The root node 302 represents the file 1035 selected by the user
from a first directory in the file system 106 and has an
associated value comprising a data set identifier 1n the form
of the file name. In the present embodiment, any given file
may be one of a number of different file types, each file type
having an associated file name. Each of the edges 306, 307,
308 represent second directories that are subdirectories to
the first directory and each edge 306, 307, 308 comprises an
identifier 1n the form of the name of the corresponding
subdirectory. Fach of the child nodes 303, 304, 305 repre-
sents a file 105 1n the relevant subdirectory and has a value
associated with 1t that comprises a data set 1dentifier 1n the
form of the relevant file name.

FIGS. 36 & 3c¢ illustrate second and third examples of
data sets 309, 310 identified by the DD module 201 within
the selection made by the user from the file system 106. The
DD module 201 1dentifies the first, second and third data sets
301, 309, 310 since their root nodes 302, 311, 312 have the
same value, that 1s, the respective root nodes 302, 311, 312
all represent files having the same file name. In the present
embodiment, the DD module 201 1s arranged to differentiate
between data sets having common 1dentifiers, such as the
example data sets 301, 309, 310, by comparing each data
clement of the relevant set 1n an attempt to identily one or
more differentiating characteristics. The comparison starts
with the root nodes of each data set 301, 309, 310. The nodes
at the end of each edge of the root node arc then compared,
and so on down the object graph 1n a breadth first traversal.
Not all graphs may have all edges, and hence comparable
child nodes, nevertheless the comparison process 1s arranged
to proceed even 1f only a subset of graphs possess a given
edge.

In the present embodiment, differentiating characteristics
comprise one of three types. The first type of diflerentiating
characteristic 1s whether any one of the data sets comprises
one or more non-common edges, which, in the present
example, would represent non-common directories in the
file system 106. For example, the first data set 301 comprises
an edge “Edge 3” that 1s not present 1n either the second or
third data sets 309, 310. Thus the edge “Edge 3” comprises
a diflerentiating characteristic for the first data set 301.

The second type of differentiating characteristic 1s
whether the data sets comprise a common property that has
a non-common value, which, 1n the present example, would
represent common file types each having non-common {files
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names. For example, all of the data sets 301, 309, 310
comprise a node of file type “File2” but the file name for the
common node 1n the second data set 309 has a unique value
of “E”. Thus the node “File2: E” comprises a diflerentiating
characteristic for the second data set 309.

The third type of differentiating characteristic 1s whether
any of the data sets comprises a non-common property,
which, 1n the present example, would represent non-com-
mon file types. For example, all of the data sets 301, 309,
310 comprise a node of file type “Filel” or “File2” but only
the third data set 310 comprises a node of the file type
“File3”. Thus the presence of a node of type “File3” com-
prises a diflerentiating characteristic for the third data set
310.

In the present embodiment, the DD rule set 202 defines
scores assigned to the differentiating characteristics 1denti-
fied 1n the relevant data sets. The assigned scores are used by
the DD module 201 to rank the differentiating characteristics
for a given data set. The scores are determined in depen-
dence on the type of a given differentiating characteristic and
the depth in the hierarchy at which the differentiating
characteristic 1s located. In the present embodiment, the first
type of differentiating characteristic 1s scored highest, the
second type of diflerentiating characteristic 1s scored next
highest and the third type of differentiating characteristic 1s
scored lowest. In addition, the score for a given differenti-
ating characteristic 1s reduced in proportion to the depth 1n
the hierarchy or graph at which the given differentiating
characteristic 1s located. In other words, the lower down the
hierarchy or graph that a given differentiating characteristic
1s located, the lower 1ts assigned score.

When calculating the score for a given differentiating
characteristic, the DD module 201 uses two predetermined
functions. The first function 1s referred to herein as umque-
ness and 1s a measure ol how uncommon a given differen-
tiating characteristic 1s in the data sets being compared.
Uniqueness (U) 1s given by the following equation:

UN»n)=(N-n)/N

where N 1s the total number of data elements to be consid-
ered, of which n have some attribute. So as n=N, U=0 as
there 1s no umqueness as all elements have the attribute.
Conversely, as n=0, U=1. The second function 1s referred
to herein as commonality and 1s a measure of how common
a given diflerentiating characteristic 1s 1n the data sets being
compared. Commonality (C) 1s given by the following
equation:

C(N,n)=n/N

where again N 1s the total number of elements to be
considered, of which n have some attribute. So as n=N,
C=1 and as n=0, C=0. Thus, commonality 1s a measure
ol the proportion of objects that possess the given attribute.

As noted above, the score assigned to a given differenti-
ating characteristic 1s reduced 1n proportion to the depth D
of the diflerentiating characteristic in the graph. From the
relevant root node 302, 311, 312 the depth D 1s incremented.
For example, the root level has a depth of D=1, the children
of the root have a depth of D=2, the children’s children have
a depth of D=3.

Thus, 1n the present embodiment, the DD module 201 1s
arranged to calculate the scores for each of the three types
of differentiating characteristics 1 accordance with the
respective scoring formulae as described below. The first
type of differentiating characteristic 1s scored most highly
since, 1n the present embodiment, non-common or more
unique relationships are preferred differentiators. The edges
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6

in the graph represent associations or relationships between
nodes and are named. This means that the presence of
specific edge can be determined across multiple graphs. For
example, a “Parent” node may be linked by a “hasChild”
edge to a “Child” node in the graph. Multiple graphs can be
examined to see 1f the “hasChild” relationship/edge 1s pres-
ent on any given node. Thus the DD module 201 1s arranged
to generate diflerentiator scores for each uniquely named
edge on the current nodes 1n each graph under consideration.
The DD module uses the following first formula:

Score=(3/D)*U(N_graph,n_rel)

where N_graph 1s the number of graphs being compared,
and n_rel 1s the number of nodes that possess the current
edge being considered. Here the function U 1s used to
evaluate how unique the presence of a given edge 1s.

The second type of differentiating characteristic 1s scored
less highly than the first since, 1n the present embodiment,
common properties with different values are considered
good differentiators. Properties are attributes of the nodes 1n
the graph such as name-value pairs that apply to a node.
Thus the DD module 201 1s arranged to generate difleren-
tiator scores for all uniquely named properties on all the
current nodes 1n each graph under consideration using the
tollowing formula:

Score=(2/D)* C(N_graph.,n_prop)*C(#_prop.»n_value)

where N_graph 1s the number of graphs being compared,
n_prop 1s the number of nodes that possess the current
property being considered and n_value 1s the number of
distinct values the property has on the nodes under consid-
eration. Here, the function C 1s used to evaluate both how
common the presence of the property 1s, and how common
its different values are.

The third type of diflerentiating characteristic 1s scored
least highly since, 1n the present embodiment, non-common
or more unique properties are considered as acceptable
differentiators. Scoring 1s similar to the relationship exis-

tence scoring scheme, but with a smaller weighting given to
this test,

Score=(1/D)*U(N_graph,n_prop)

With reference to FIG. 4, once the DD module 201 has
calculated scores for each identified differentiating charac-
teristic 1n the relevant data sets, in the present embodiment,
the highest scoring differentiating characteristic 1s displayed
as difference data to the user 1n association with the relevant
file name. In the present embodiment, the file management
application program user iterface 401 1s arranged to display
the relevant differentiating characteristic as diflerence data
in a specialized column 402 adjacent the filename column
403. Thus the user 1s automatically provided with data for
differentiating between data sets, in the form of {files that
comprise common data set identifiers in the form of file
names. The differentiating characteristics that appear in the
user 1nterface 401 are displayed with their values as shown
in FIG. 4, for example, “endpoint: http://test1”. Further-
more, 1n the present embodiment, where the absence of an
edge or property 1s a diflerentiating characteristic this 1s
displayed accordingly, for example, “endpoint: <none>".

The processing performed by the DD module 201 when
identifying a data set having common data set identifiers will
now be described 1n further detail with reference to the flow
chart of FIG. 5. Processing 1s immitiated at step 501, 1n
response to a user selection of data from the file system 106
via the interface 401 and processing moves to step 302. At
step 502, the selected data 1s retrieved from the file system
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106 and processing moves to step 503. At step 503, the data
1s searched to 1dentify any selected data sets 1n the form of
two or more {iles having common data set identifiers in the
form of their filenames. If no common file names are
identified then processing moves to step 512 and ends. If
such common {ile names are identified then processing
moves to step 504. At step 504, for each identified group of
data sets having common data set identifiers, the relevant
data elements for the selected data sets are retrieved and
processing moves to step 5035, At step 505, the relevant data
clements across each identified data set are compared to
identily any of the predetermined types of differences that
constitute differentiating characteristics and 11 one or more
are 1dentified processing moves to step 506. At step 506, the
identified characteristics are scored 1n accordance with the
scoring rules described above and then logged 1n a list 507
of 1dentified scored differentiating characteristics. Process-
ing then moves to step 308 where the relevant hierarchies arc
inspected to determine whether the most recent node has any
unprocessed siblings since the comparison 1s a breadth first
process. If any sibling are i1dentified processing returns to
step 5050 and proceeds as described above. If no unpro-
cessed siblings are i1dentified then processing moves to step
509 where the comparison process moves to nodes 1n the
next level down of the hierarchy of the data structure and
processing then returns to step 505 and proceeds as
described above. If at step 509 no further nodes are present
in any of the data structures being compared then processing
move to step 510. At step 510, the highest scoring differ-
entiating characteristic logged 1n the list 507 for the relevant
data set 1s 1dentified and processing moves to step 511. At
step 311, the highest scoring diflerentiating characteristic 1s
displayed as difference data in the interface 401 in the
difference data column 402 against the relevant data set 403.
Processing then moves to step 512 and ends.

In a further embodiment, the DD module 1s arranged to
display two or more 1dentified differentiating characteristics
as difference data 402. The number of differentiating char-
acteristics displayed as difference data may be selected by a
user. The number of differentiating characteristics displayed
as difference data may be determined automatically 1n
accordance with a predetermined rule. For example, the
number of differentiating characteristics displayed as differ-
ence data may be proportional to the number of data sets 1n
an 1dentified group having common data set identifiers.

In a further embodiment, the identified differentiating

characteristics are displayed as diflerence data they are
identified by the DD module. In other words, identified
differentiating characteristics arc displayed immediately or
on-the-fly. As further diflerentiating characteristics are 1den-
tified having higher scores than those currently displayed,
the displayed difference data 1s updated accordingly. If the
relevant entry 1n the difference data column of the user
interface already shows its maximum number of differenti-
ating characteristics then the lowest scoring displayed dii-
ferentiating characteristic will be removed.

In another embodiment, all identified differentiating char-
acteristics are displayed as diflerence data and no scoring 1s
performed. In a further embodiment, the differentiating
characteristics column 1n the user interface 1s only displayed
iI duplicate data set 1dentifiers or diflerentiating character-
i1stics are 1dentified. In another embodiment, the i1dentified
differentiating characteristics are further processed to pro-
duce the displayed difference data. For example, the difler-
entiating characteristics may be simplified when converted
into difference data for display.
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In another embodiment, the algorithm for searching for
differentiating characteristics 1s optimised so that searching
for types of lower scoring differentiating characteristics 1s
abandoned 11 the required number of higher scoring difler-
entiating characteristics has already been identified. For
example, 11 the highest scoring type of diflerentiating char-
acteristic 1s 1dentified at a given depth in the data structure
and only one diflerentiating characteristic 1s displayed then
no further differentiating characteristics are searched for.
Since the scores for differentiating characteristics are
reduced as their depth 1n the data structure increases, there
1s no chance of finding higher scoring differentiating char-
acteristics at such lower levels. Similar rules can be applied
to the lower scoring types of differentiating characteristics
such as the second and third types of differentiating char-
acteristics 1n the embodiments described herein.

As will be understood by those skilled 1in the art, the
technology described herein may be applied to any data set
where common data set identifiers may be assigned to two
or more data sets. The data sets can then be compared to
identily any differentiating characteristics that may enable
the data sets can be distinguished by a user or by one or more
other system or application programs. Furthermore any
suitable ranking or scoring systems may be employed that 1s
suitable for a given application of the technology. In some
embodiments, only one type of differentiating characteristic
may be applicable and searched for. In some embodiments,
scoring systems may be omitted.

In another embodiment, the data set comprises the ser-
vice-oriented program objects stored in the registry of
service-oriented architecture (SOA) system. Such objects
are commonly linked together to form object graphs. Such
graphs may comprise endpoints that describe the location at
which the service embodied by the object graph can be
accessed.

In another embodiment, the data set comprises resource
description framework (RDF) data set, which 1s normally
viewed as a graph. In another embodiment, the data set 1s a
web ontology language (OWL) data set, which again 1s
normally viewed as a graph.

As will be understood by those skilled 1n the art, the nodes
of a suitable data set may comprise the directories or folders
of a given file or data structure wherein the files presented
in a given directory comprise attributes of a given node. The
edges 1n such an arrangement would be provided as links to
subdirectories for a given directory. Files with link or edge
data comprising part of each file may provide the nodes of
another suitable data set. Each such edge may be one of a
plurality of types of edge. The edge or link data may be
provided as a separate file or as meta-data to a given f{ile.

It will be understood by those skilled in the art that the
apparatus that embodies a part or all of the present invention
may be a general purpose device having software arranged
to provide a part or all of an embodiment of the invention.
The device could be a single device or a group of devices
and the software could be a single program or a set of
programs. Furthermore, any or all of the software used to
implement the mvention can be communicated via any
suitable transmission or storage means so that the software
can be loaded onto one or more devices.

While the present invention has been illustrated by the
description of the embodiments thereof, and while the
embodiments have been described 1n considerable detail, it
1s not the 1mtention of the applicant to restrict or in any way
limit the scope of the appended claims to such detail.
Additional advantages and modifications will readily appear
to those skilled in the art. Therefore, the invention 1n 1ts
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broader aspects 1s not limited to the specific details repre-
sentative apparatus and method, and illustrative examples
shown and described. Accordingly, departures may be made
from such details without departure from the spirit or scope
of applicant’s general mventive concept.

What 1s claimed 1s:

1. A method for differentiating two or more data sets
having common data set identifiers, said method comprising,
the steps of:

selecting 1n a user 1nterface of a file system a plurality of

data sets comprising one or more data elements, and
edges, wherein a root node of each of the data sets
represents a file from a first directory of the file system
and each root node has an associated value comprising
a data set identifier in a form of a filename and the
edges represent second directories that are subdirecto-
ries to the first directory and each edge comprises an
identifier 1n a form of a name corresponding to the
subdirectories:

searching the plurality of data sets and 1dentifying 1n said

selected and retrieved plurality of data sets a group of
said data sets of two or more files having a duplicate
data set 1dentifier 1n the form of a filename for each of
the two or more files:

comparing each data set in said group with each other data

set 1n said group so as to i1dentily one or more ditler-
entiating characteristics between said data sets in said
group starting with the root node of each data set and
down the edges to nodes at an end of each edge 1n a
breadth first traversal;

associating difference data representing one or more of

said 1dentified differentiating characteristics with the
corresponding data set so as to provide one or more
differentiators between two or more of data sets of said
group and displaying in the user interface to the file
system the one or more diflerentiators, wherein the
identified differentiating characteristics include a first
type of differentiating characteristic describing whether
any one ol the plurality of data sets comprise one or
more non-common edges representing non-common
directories 1n the file system, a second type of difler-
entiating characteristic describing whether the plurality
of data sets comprise file types 1 common having
non-common file names, or a third type of different-
ating characteristic whether any of the plurality of data
sefs comprise a non-common property representing a
file type not 1n common with remaining data sets of the
plurality of data sets;

scoring said identified differences in accordance with a

data diflerentiator rule set comprising a set of rules that
apply different scores to predetermined types of difler-
entiating characteristics of the data elements that make
up each data set, wherein the first type of differentiating
characteristic 1s scored thhest and the third type of
dl:Terentlatmg characteristic 1s scored lowest; and,

presenting 1 the user interface to the file system a

predetermined number of a highest scored differentiat-
ing characteristics so as to enable an end user to
differentiate between the files having common file
names.

2. A method according to claim 1 1n which said difference
data 1s presented to a user 1n association with said corre-
sponding data set identifier for said corresponding selected
data set.

3. A method according to claim 1 1n which said difference
data 1s presented to a user in response to said selection of
said plurality of data sets.
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4. A method according to claim 1 in which said data sets
cach comprise a network of related data elements, said
network being provided by predetermined associations
between said data elements.

5. A method according to claim 4 1n which said network
1s hierarchical.

6. A method according to claim 4 in which said network
1s non-cyclic.

7. A method according to claim 1 in which each said data
set comprises an object graph.

8. A method according to claim 1 in which said differen-
tiating characteristics are i1dentified by comparing said data
clements of data elements of data sets having common data
set 1dentifiers i accordance with a predetermined schema.

9. A method according to claim 1 1 which said data
clements comprise a data element type, one or more data
clement values or one or more data element associations to
one or more other data elements and each said differentiating
characteristic comprises a diflering data element type, data
clement value or data element association between a given
data element and a corresponding element of one or more
other data sets of said group.

10. A method according to claim 1 1n which the absence
of a characteristic of a data element of a first data set when
compared to a corresponding element of one or more second
data sets of said group comprises a diflerentiating charac-
teristic of said first data set.

11. A method according to claim 1 in which said differ-
entiating characteristics are ranked in accordance with a
predetermined set of ranking rules.

12. A method according to claim 1 1n which said data sets
are hierarchical and each said diflerentiating characteristic 1s
ranked 1 dependence on the depth of the relevant data
clement from the root of the relevant data set.

13. A method according to claim 1 1n which each said
differentiating characteristic 1s ranked in dependence on said
differentiating characteristic being a data element type,
value or association.

14. A method according to claim 13 1n which differenti-
ating characteristics comprising a data element type 1is
ranked higher than a differentiating characteristic compris-
ing a data element value or data element association.

15. A method according to claim 13 1n which differenti-
ating characteristics comprising a data element value 1s
ranked higher than a differentiating characteristic compris-
ing a data element association.

16. A method according to claim 11 1 which a predeter-
mined number of the highest ranked differentiating charac-
teristics are selected for associating as difference data with
the corresponding data set so as to provide one or more
differentiators between two or more of data sets of said
group.

17. A method according to claim 1 in which said differ-
ence data 1s presented to a user in association with said
corresponding data set i1dentifier for said corresponding
selected data set as said difference data i1s calculated, said
difference data being updated 1f further difference data is
calculated.

18. An apparatus for diflerentiating two or more data sets
having common data set 1dentifiers, said apparatus compris-
ing a computer and being operable when executed 1n
memory of the computer to:

select a plurality of data sets comprising one or more data

clements, and edges, wherein a root node of each of the
data sets represents a file from a first directory of the
file system and each root node has an associated value
comprising a data set identifier 1n a form of a filename
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and the edges represent second directories that are
subdirectories to the first directory and each edge
comprises an identifier 1n a form of a name correspond-
ing to the subdirectories;

search the plurality of data sets and identily in said

selected and retrieved plurality of data sets a group of
said data sets of two or more files having a duplicate
data set 1dentifier 1n the form of a filename for each of
the two or more files:

compare each data set 1n said group with each other data

set 1 said group so as to i1dentily one or more differ-
entiating characteristics between said data sets 1n said
group starting with the root node of each data set and
down the edges to nodes at an end of each edge 1n a
breadth first traversal;

associate difference data representing one or more of said

identified differentiating characteristics with the corre-
sponding data set so as to provide one or more differ-
entiators between two or more of data sets of said group
and display in the user interface to the file system the
one or more differentiators, wherein the 1dentified dif-
ferentiating characteristics include a first type of dii-
ferentiating characteristic describing whether any one
of the plurality of data sets comprise one or more
non-common edges representing non-common directo-
ries 1n the file system, a second type of diflerentiating
characteristic describing whether the plurality of data
sets comprise file types 1n common having non-com-
mon file names, or a third type of diflerentiating
characteristic whether any of the plurality of data sets
comprise a non-common property representing a file
type not in common with remaining data sets of the
plurality of data sets;

score said 1dentified differences in accordance with a data

differentiator rule set comprising a set of rules that
apply different scores to predetermined types of difler-
entiating characteristics of the data elements that make
up each data set, wherein the first type of differentiating
characteristic 1s scored thhest and the third type of
dl:Terentlatmg characteristic 1s scored lowest; and,
present in the user interface to the file system a predeter-
mined number of a highest scored differentiating char-
acteristics so as to enable an end user to differentiate
between the files having common file names.

19. An apparatus according to claim 18 in which said
difference data 1s presented to a user 1n association with said
corresponding data set identifier for said corresponding
selected data set.

20. An apparatus according to claam 18 i1n which said
difference data 1s presented to a user in response to said
selection of said plurality of data sets.

21. An apparatus according to claim 18 in which said data
sets each comprise a network of related data elements, said
network being provided by predetermined associations
between said data elements.

22. An apparatus according to claim 21 in which said
network 1s hierarchical.

23. An apparatus according to claim 21 in which said
network 1s non-cyclic.

24. An apparatus according to claim 18 1n which each said
data set comprises an object graph.

25. An apparatus according to claam 18 i1n which said
differentiating characteristics are i1dentified by comparing
said data elements of data sets having common data set
identifiers in accordance with a predetermined schema.

26. An apparatus according to claim 18 in which said data
clements comprise a data element type, one or more data
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clement values or one or more data element associations to
one or more other data elements and each said diflerentiating
characteristic comprises a diflering data element type, data
clement value or data element association between a given
data element and a corresponding element of one or more
other data sets of said group.
27. An apparatus according to claim 18 in which the
absence of a characteristic of a data element of a first data
set when compared to a corresponding element of one or
more second data sets of said group comprises a difleren-
tiating characteristic of said first data set.
28. An apparatus according to claim 18 1n which said
differentiating characteristics are ranked in accordance with
a predetermined set of ranking rules.
29. An apparatus according to claim 18 1n which said data
sets are hierarchical and each said diflerentiating character-
1stic 1s ranked in dependence on the depth of the relevant
data element from the root of the relevant data set.
30. An apparatus according to claim 18 in which each said
differentiating characteristic 1s ranked in dependence on said
differentiating characteristic being a data element type,
value or association.
31. An apparatus according to claim 30 1n which differ-
entiating characteristics comprising a data element type 1s
ranked higher than a differentiating characteristic compris-
ing a data element value or data element association.
32. An apparatus according to claim 30 1n which differ-
entiating characteristics comprising a data element value 1s
ranked higher than a differentiating characteristic compris-
ing a data element association.
33. An apparatus according to claim 28 in which a
predetermined number of the highest ranked differentiating
characteristics are selected for associating as difference data
with the corresponding data set so as to provide one or more
differentiators between two or more of data sets of said
group.
34. An apparatus according to claim 18 in which said
difference data 1s presented to a user 1n association with said
corresponding data set identifier for said corresponding
selected data set as said difference data i1s calculated, said
difference data being updated 1t further difference data is
calculated.
35. A computer program comprising a non-transitory
computer usable medium storing program code means
adapted to perform a method of differentiating two or more
data sets having common data set 1dentifiers, the program
code comprising:
computer readable program code for selecting 1n a user
interface to a file system, a plurality of data sets
comprising one or more data elements, and edges,
wherein a root node of each of the data sets represents
a file from a first directory of the file system and each
root node has an associated value comprising a data set
identifier 1n a form of a filename and the edges repre-
sent second directories that are subdirectories to the
first directory and each edge comprises an i1dentifier 1n
a form of a name corresponding to the subdirectories;

computer readable program code for searching the
retrieved plurality of data sets and i1dentiiying 1n said
selected and retrieved plurality of data sets a group of
said data sets of two or more files having a duplicate
data set 1dentifier 1n the form of a filename for each of
the two or more files:

computer readable program code for comparing each data

set 1 said group with each other data set 1n said group
so as to 1dentily one or more differentiating character-
1stics between said data sets 1n said group starting with
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the root node of each data set and down the edges to comprise a non-common property representing a file
nodes at an end of each edge 1n a breadth first traversal; type not in common with remaining data sets of the
computer readable program code for associating differ- plurality of data sets;
ence data representing one or more of said identified computer readable program code for scoring said identi-

differentiating characteristics with the corresponding 5 fed di
data set so as to provide one or more diflerentiators
between two or more of data sets of said group and
displaying 1n the user interface to the file system the
one or more differentiators, wherein the 1dentified dif-
ferentiating characteristics include a first type of dif- 1¢
ferentiating characteristic describing whether any one
of the plurality of data sets comprise one or more
non-common edges representing non-common directo-
ries 1n the file system, a second type of diflerentiating
characteristic describing whether the plurality of data 15
sets comprise file types 1n common having non-com-
mon file names, or a third type of diflerentiating
characteristic whether any of the plurality of data sets S I T

Terences 1n accordance with a data differentiator
rule set comprising a set of rules that apply different
scores to predetermined types of differentiating char-
acteristics of the data elements that make up each data
set, wherein the first type of diflerentiating character-
istic 1s scored highest and the third type of diflerenti-
ating characteristic 1s scored lowest; and,

computer readable program code for presenting in the
user interface to the file system a predetermined num-
ber of a highest scored diflerentiating characteristics so

as to enable an end user to differentiate between the
files having common file names.
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