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DEVICE-AWARE DYNAMIC PROTOCOL
ADAPTATION IN A SOFTWARE-DEFINED
NETWORK

BACKGROUND

Software-Defined Networking (SDN) networks separate
the control layer from the datatlow layer. A common net-
work layout for such SDN network include an SDN con-
troller communicatively coupled to one or more datatlow
devices (e.g. switches, routers, gateways). Some SDN con-
trollers may use an idustry standardized protocol to com-
municate with the datatlow devices, such as OpenFlow.
Such SDN controllers may also communicate with the
datatflow devices using an application programming inter-
tace (API), such as a REST API. However, many SDN
controllers use proprietary protocols to communicate with
the datatlow devices. No matter which protocol 1s used
between the controller and the datatlow devices, there may
be incompatibilities where optional components of the pro-
tocol that are unsupported by some of the datatlow devices
or where components of the protocol are only supported by
some of the datatlow devices under certain conditions.

BRIEF DESCRIPTION OF THE DRAWINGS

For a more complete understanding of the present disclo-
sure, examples 1n accordance with the various features
described herein may be more readily understood with
reference to the following detailed description taken in
conjunction with the accompanying drawings, where like
reference numerals designate like structural elements, and in
which:

FI1G. 1 1llustrates an example Software-Defined Network-
ing (SDN) network including a network controller commu-
nicatively coupled to datatlow devices;

FIG. 2 illustrates an example network controller including,
a device supported features database;

FIG. 3 illustrates an example network controller including,
a model and firmware supported features database;

FIG. 4 1s a flowchart describing an example method for
operating a SDN network including dataflow devices with
certain supported features;

FIG. 5 15 a flowchart describing another example method
for operating a SDN network including datatlow devices
with certain supported features;

FIG. 6 illustrates an example SDN network including a
dataflow device with certain supported features;

certain examples have features that are 1n addition to or in
lieu of the features illustrated 1n the above-referenced fig-

ures. Certain labels may be omitted from certain figures for
the sake of clarity.

DETAILED DESCRIPTION

Software-Defined Networking (SDN) includes creating
flows at a SDN controller and transmitting those flows to
dataflow devices in the network, SDN does not require that
the dataflow devices all be the same model, run the same
firmware, be manufactured by the same manufacturer, or
support the same features (beyond a core set of basic
teatures required to be considered SDN-capable). As such,
certain datatflow devices may not support the tull feature set
of the SDN protocol used by the SDN controller. For
example, a certain datatlow device may not be capable of
matching an Ethernet source address in response to a com-
mand from the SDN controller, another certain dataflow
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2

device may only be capable of matching an Ethernet source
address when the Ethernet type 1Pv4, and another datatlow
device may be capable of matching an Ethernet source
address no matter the value of the Ethernet type.

The SDN controller includes device drivers to facilitate
communication with different types of datatlow device.
Such drivers may be created for a device model, a firmware
version, a manuiacturer, or any other characteristic or com-
bination of characteristics of a datatlow device. Currently,
SDN controllers may require a software developer to manu-
ally generate device drivers for use by the controller and for
the software developer to manually update the device drivers
as updates to the firmware of a dataflow device are 1nstalled.

In this disclosure, the SDN controller dynamically
updates device drivers for the datatlow devices based on one
or more sources of information, including responses
received from the datatflow devices to SDN protocol com-
mands sent from the SDN controller, information received
from other SDN controllers about feature support of certain
dataflow devices, and information received from a reposi-
tory that aggregates feature support information from mul-
tiple SDN controllers. In some examples, a machine learning
algorithm determines relevant characteristics of datatlow
devices 1n relation to the features they support. The machine
learning algorithm may be located on the SDN controller, or
it may be located with the repository, depending on the
specific example.

Different datatlow devices may provide different amounts
of information to the SDN controller. For example, a certain
dataflow device may only send back a rejection of a SDN
protocol command without any additional information and
another certain datatlow device may include with the rejec-
tion a reason code and/or a reason statement that explains the
cause of the rejection. To illustrate, an example SDN con-
troller may transmit command to 1nitiate a new flow for IP
addresses with a wildcard (e.g. “10.5.*%.%”) to two datatlow
devices that do not support wildcards in IP addresses. The
first datatlow device may only send back a rejection without
any additional information as to why the tlow was rejected.
The second datatlow device may send back a rejection with
the following additional information included: “ERR
CODE: 0x4D0l1—Maliformed address, includes unsup-
ported character *’”. The SDN controller may handle the
two rejections diflerently. For the first datatlow device, since
it 1s not clear exactly why the command was rejected, the
SDN controller may not be able to take decisive action.
Depending on administrator configuration of the SDN con-
troller, the SDN controller may send slightly modified flows
until one 1s not rejected 1n an attempt to determine the cause
of the rejection, the SDN controller may make a best guess
determination of cause based on results from a machine
learning algorithm and update the relevant driver for the first
dataflow device to retlect the lack of functionality, the SDN
controller may revert to a basic set of functionality 1n part or
in whole when communicating with the first datatlow
device, the SDN controller may switch to using a difierent
driver when communicating with the first dataflow device,
or the SDN controller may take other actions 1n an attempt
to remediate the feature deficiency of the first datatlow
device.

On the other hand, the additional information from the
second datatlow device allows the SDN controller to take
directed action toward resolving the known feature defi-
ciency. In the example of the second datatlow device, the
SDN controller may modify the SDN protocol command to
remove the wildcards (e.g. change to *10.5.0.1-
10.5.255.255” for a command that supports using an address
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range) and transmit the modified command to the second
datatflow device. The SDN controller may also update the
teature support data for the second datatlow device to reflect
the fact that the second dataflow device does not support
wildcards. The SDN controller may use a machine learning,
algorithm to broaden the application of the new feature
support rule 1t the rule i1s applicable beyond the second
dataflow device 1n specific. For example, the machine leamn-
ing algorithm may determine that it 1s likely that all datatlow
devices from a certain manufacturer running firmware ver-
sion 10.1.23 do not support wildcards. In some examples,
the SDN controller may indicate that such an expansion in
the scope of the rule has not yet been fully tested. The SDN
controller, 11 so configured, may i1dentily other datatlow
devices within the scope of the new rule and test the
applicability of the rule to those devices by sending relevant
SDN protocol commands to those devices. Such SDN pro-
tocol commands may be ephemeral commands.

An example SDN controller may transmit ephemeral
commands on a periodic basis to various datatlow devices of
the network to continuously verily the scope, and continued
applicability of each rule of a given device dniver. For
example, the example SDN controller may perform various
forms of testing, such as unit testing, regression testing, and
system testing at appropriate times to confirm the continuing
functionality of the dataflow devices matches the function-
ality supported by the respective device dnivers in the SDN
controller.

As will be described 1n additional detail 1n relation to the
figures of this disclosure, components and features described
in this disclosure may be arranged in any appropriate
manner, including within one device, across multiple
devices, on virtualized devices, on cloud servers, etc. In this
disclosure, details of SDN protocols are described in the
abstract, but this disclosure contemplates the features dis-
closed herein being implemented 1n any appropriate proto-
col, transmission medium, and network topology.

The features and components described 1n this disclosure
represent a technical improvement over the existing tech-
nology in the area of software-defined networking. Some
example technical improvements follow. This 1s not a com-
prehensive listing of all technical improvements. Features of
this disclosure improve the compatibility of SDN controllers
with various dataflow devices. The SDN controller detects
and 1mplements features of an SDN protocol that are sup-
ported by a datatlow device without administrative inter-
vention, resulting 1in improved data routing and switching,
performance, A SDN controller implementing the features of
this disclosure may use commands of the SDN protocol in
communication with a datatflow device that has been updated
to support the use of such commands, without the SDN
controller being manually reprogrammed by an administra-
tor or software developer,

FIG. 1 1llustrates an example Software-Defined Network-
ing (SDN) network including a network controller commu-
nicatively coupled to datatflow devices. Network 100
includes controller 102 communicatively coupled to data-
flow devices 104a-1044d. Each dataflow device 104 supports
certain features illustrated in respective SUPPORTED FEA-
TURES tables 106a-106d. Controller 102 1s an SDN con-
troller that communicates with dataflow devices 104a-104d
using an SDN protocol via drnivers 108a-1084. In some
examples, the SDN protocol may be OpenFlow. In some
other examples, the SDN protocol may be a proprietary
protocol that 1s supported by both controller 102 and data-
flow devices 104a-1044d. In yet other examples, the SDN
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protocol may be a REST API supported by both controller
102 and datatlow devices 104a-104d.

Network 100 has a topology that separates the control
decisions for switching and routing from the actual packet
switching and routing. Controller 102 may store business
policies that apply to certain packets 1n network 100. Con-
troller 102 may send a tflow across the network to one or
more datatlow device 104a-1044. Datatlow devices 104a-
1044 may store the flow in their respective flow tables.
When a packet is received at a datatlow device 104, char-
acteristics of the packet are compared to the flow stored 1n
the flow table of datatlow device 104, and 1f the character-
1stics are consistent with match criteria of the flow, the
packet 1s treated based on the flow.

In some examples, different datatflow devices 104a-104d
support different rules and actions received as flows from
controller 102. These rules and actions (a.k.a. “features™)
describe how to match a packet to a flow or how to act once
a packet has been matched to a flow. Certain datatlow
devices 104a-104d may support communication through
APIs, recerving input parameters and transmitting return
values 1n response. An example flow on a certain datatlow
device 104 may instruct that all packets with a source IP
address of 10.5.0.1 t0 10.5.0.255 should be modified to have
a destination IP address of 10.7.0.44 and should be routed
through interface 3 (not shown) of dataflow device 104. IT
the example flow 1s sent to datatlow devices 104a-d 1n the
following format, certain of the dataflow devices 104a-d
may not fully support the flow: “10.5.0.* MOD dest-IP
10.7.0.44 ROUTE 3”. As previously mentioned, all flows
described 1n this document are described with no specific
SDN protocol 1n mind, and are formatted for clarnty to the
reader. Dataflow device 104a may reject the tlow because
dataflow device 104a does not support wildcards 1n the rules
section of the flow. Datatlow device 1045 may reject the
flow because datatlow device 1045 does not support modi-
tying the destination IP of packets. Datatlow device 104c¢
may reject the tlow because datatlow device 104¢ does not
have an interface 3. Datatlow device 104d may accept the
flow because datatlow device 1044 supports all of the rules
and actions of the flow.

In order to account for the different functionalities (1.e.
features) of each datatlow device 104, controller 102 may
retain information about the features of each datatlow device
104. In some examples, the retamned information may be
used to generate and update drivers 108 1n controller 102
used to communicate with each respective datatlow device
104. For example, dataflow devices 104a-d may each have
supported features as 1llustrated 1n FIG. 1 as tables 106a-4,
respectively. Certain features may be umversally supported
across all datatlow devices 104 of network 100 (e.g. Feature
C). Other features may be supported on a majority of the
dataflow devices 104 (e.g. Feature A). Yet other features
may only be supported on a few of the datatlow devices 104
(e.g. Feature G). Some features may not be supported by any
of the datatlow devices 104 (e.g. Feature H, not shown).
Each driver 108a-d 1s generated to communicate with 1ts
respective dataflow device 104a-d using supported features
of the respective datatlow device 104a-d. As an example, 1n
reference to the example flow of paragraph 0020, driver
108a may use IP ranges when transmitting a flow since
dataflow device 104a does not support wildcards 1n the rules
section of the flow.

Some features may only be partially supported. The
partial support may be limited 1n any number of ways. Some
examples mclude size limits for certain tables in the respec-
tive datatlow device 104, support for certain features only
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when a characteristic of the datatlow device 104 has a
certain value, support for certain features only when using a
specific syntax, etc. Many additional limitations to how a
datatflow device 104 supports a feature would be readily
apparent to a person knowledgeable 1n the area of SDN
networking. For example, Feature A may be an action that 1s
only supported for ten flows at a time 1n dataflow device
104a. After ten Feature A flows have been entered into the
flow table of datatlow device 104a (and other relevant tables
of datatlow device 104q), any additional flow contaiming a
Feature A action are rejected.

Feature support may be equivalent across related datatlow
devices 104. For example, datatflow device 104a and data-
flow device 1044 may be the same model device or may be
running the same firmware version. As such, controller 102
may determine that Features A, C, and D are common across
all datatlow devices 104 that share whichever attribute 1s 1n
common across datatlow devices 104aq and 1044. Controller
102 may use a heuristic algorithm, such as a machine
learning algorithm, to determine whether certain attributes
of dataflow devices 104 are associated with supporting or
not supporting certain features.

Controller 102 may receive updated information about
supported features from other controllers 1 network 100,
from a cloud service, or from any other appropriate location.
Controller 102 may also transmit any information gathered
from 1its own activities to such information repositories.
Controller 102 may transmit the gathered information in raw
form, aggregated form, or preprocessed mnto supported fea-
tures data similar to what 1s received from information
repositories.

Controller 102 may receive varying amounts of informa-
tion from datatlow devices 104 when the datatlow device
104 reject a flow sent from controller 102. Certain datatlow
devices 104 may only send a rejection message with no
additional mformation. Certain other datatlow devices 104
may send a rejection message with an error code and/or error
string. Controller 102 may respond to a rejection message
differently depending on how controller 102 1s configured
and depending on what information 1s received with the
error message. For example, controller 102 may be config-
ured to quickly resolve rejections without cluttering the
network with additional traflic. In such cases, controller 102
may update the relevant driver with any gathered informa-
tion (e.g. command sent, features used by command, etc.). In
another example, controller 102 may configured to mvesti-
gate rejections immediately or during a period of low
network traflic. Such a controller 102 may modily the
command sent to determine the reason for the rejection. For
example, controller 102 may reference a list of commonly
unsupported features and syntax to match to the command.
Controller 102 may then remediate the unsupported features
and syntax sequentially, sending modified commands to the
datatlow device 104. Based on the response received to each
modified command, controller 102 can determine which
feature or syntax 1s not supported.

As an example operation of a controller 102, reference 1s
made to the example described 1n paragraph 0020. When
controller 102 receives a rejection from dataflow device
104q after transmitting command “10.5.0.* MOD dest-IP
10.7.0.44 ROUTE 37, controller 102 does not know that
dataflow device 104a does no support the “*° wildcard
character, because datatlow device 1044 does not send an
error code or reason with 1ts rejection message. Controller
102 may consult a list of common unsupported features. The
list may be generic to all datatlow devices, or may be
targeted to dataflow devices of certain manufacturers, cer-
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tain models, certain device types, or any other characteristic.
Upon consulting the list and comparing 1t to the command,
controller 102 may determine that there are three features of
the command that are commonly unsupported. First, a
dataflow device 104 may not support the “ROUTE” action
11 1t does not have an interface 3. Second, a datatflow device
104 may not support the “MOD” action on the “dest-IP”
field. Third, a datatflow device 104 may not support using a
“*” wildcard character. Controller 102 may then modify the
command to test each of the potentially unsupported fea-
tures. In some examples, controller 102 may modify the
command 1n such a way as to make it an ephemeral
command that does not change the operation ol datatlow
device 104a. In some other examples, controller 102 modi-
fies the command and retains information about the change
in the operation of datatlow device 104a due to the modified
command 1n comparison to the original rejected command.
In some examples, multiple modified commands are neces-
sary to achueve the full change in operation of the original
rejected command.

Controller 102 may receive an error code or reason in the
rejection from a datatlow device 104 that allows controller
102 to make a targeted modification to the command for
datatflow device 104 to accept it. In some examples, the
targeted modification may merely alter syntax of the com-
mand to be compatible with dataflow device 104. In some
other examples, the targeted modification may alter the
change of operation to datatlow device 104. Controller 102
may transmit multiple commands 1n order to achieve the
same change of operation as the original rejected command.
Whether controller 102 receives a rejection with error infor-
mation or not, controller 102 alters the relevant device driver
associated with the dataflow device 104 to prevent the
original rejected command from being transmitted to the
dataflow device 104 again.

Controller 102, in altering the relevant device driver, does
not alter the manner 1n which an application would interact
with the network. For example, just because command
“10.5.0.* MOD dent-IP 10.7.0.44 ROUTE 3” 1s rejected by
a dataflow device 104 because ol a wildcard, a firewall
application does not have to modily 1ts interactions (via
controller 102) with dataflow device 104. Controller 102
instead “translates” the application’s interactions to be
acceptable by datatlow device 104. For example, an IP
address wildcard may be converted mto a range of IP
addresses. In another example, a command which 1ncludes
an IP address wildcard may be converted into multiple
separate commands which each match a single IP address.

Controller 102 may periodically transmit ephemeral com-
mands to test the continued operation of datatlow devices
104 1n network 100 according to the information retained by
controller 102. These continuous verification tests will
detect any change 1n functionality and modify the retained
supported feature information accordingly.

FIG. 2 illustrates an example network controller including,
a device supported features database. Controller 200
includes processing circuitry 202 commumnicatively coupled
to network interfaces 204 and memory 206. Memory 206
includes supported features database 208, istructions 210,
and drivers 212.

Controller 200 executes instructions 210 using processing,

circuitry 202. Processing circuitry 202, upon executing
instructions 210, receives information from a datatlow
device via network interface 204 and drivers 212. Process-
ing circuitry 202 then determines supported features for the
dataflow device based, 1n part, on supported features for the
dataflow device as contained in supported features database
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208. Processing circuitry 202 also transmits a command to
the datatlow device using drivers 212. The command may be
generated based on the determined supported features as
well as a business intention for the network. In some
examples, the business intention may be a routing request
sent to controller 200. For example, a firewall application
may send a routing request for data packets destined for
certain devices of the network to be routed through a specific
firewall server prior to delivery to the certain devices. A
person familiar with the art of SDN networking may rec-
ognize many applications and services that may generate
business 1ntentions for the network.

In some examples, database 208 1n controller 200 1s a full
collection of all supported features for all known device
types. In such examples, database 208 1s self-contained and
does not rely on access to any cloud service or any other
controllers to have a complete set of data on all supported
teatures for all known device types. Such self-contained
databases 208 may still recerve periodic updates from an
update repository, or alternatively may be updated by a
network administrator manually uploading new data 1into
database 208. In other examples, database 208 i1s a cache,
rather than a full database. In such examples, database 208
includes supported feature information for the most com-
monly used device types for controller 200. Additional
supported feature information may be located 1n one or more
separate devices, including 1n a cloud server, other control-
lers on the network, etc. In vet other examples, database 208
includes only minimal information required for controller
200 to generate a specific command at a specific time, and
database 208 1s purged aiter the specific command 1s trans-
mitted. In such examples, database 208 may include the
results of a query sent to a cloud service, such as a supported
feature repository.

The information provided in database 208 may be gen-
erated using a machine learning algorithm. Information from
successiul and rejected command transmittals are provided
to the machine learning algorithm, which generates heuristic
resulting 1nformation provided in database 208. The
machine learning algorithm may group feature support by
characteristics such as model, firmware, manufacturer, state,
configuration, and any other relevant characteristic when
generating the heuristic resulting mnformation. For example,
iI received data relating to dataflow devices running firm-
ware version 17.0.1 indicates that such datatlow devices do
not support a certain feature, the machine learning algorithm
may output information indicating that all datatlow devices
running firmware version 17.0.1 do not support the certain
teature. Controller 200 may then transmit one or more
ephemeral commands via drivers 212 to verily the heuristic
resulting information. Drivers 212 may be updated to retlect
the venified heuristic resulting information.

The 1mnformation received from successtul and rejected
commands may be handled in many ways depending on the
specific network setup. In some examples, the information 1s
captured at controller 200 and processed by an algorithm
(e.g. the machine learning algorithm) on controller 200. In
some other examples, the information 1s transmitted to a
cloud server to be processed by an algorithm. The informa-
tion may be transmitted individually when received at
controller 200, or may be aggregated and sent in periodic
updates from controller 200 to the cloud server. As would be
evident to a person skilled 1n the art of networking, such a
server could be set up 1n the local- or wide-area network
rather than on the cloud.

FI1G. 3 1llustrates an example network controller including
a model and firmware supported features database related to
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a database on a cloud server. Controller 200 includes pro-
cessing circuitry 202, network interfaces 204, and memory
206. Memory 206 includes database 308, which includes
information about feature support of datatflow devices f{il-
tered by model type and firmware version. Database 308 acts
as a cache of the most frequently used database entries (by
controller 200) from database 314 includes on cloud server
312. In some examples, supported feature information 1is
provided by cloud server 312 as a service.

An example operation of controller 200 1s as follows.
Controller 200 determines that a datatlow device requires a
change in operation. Controller 200 determines the model
and firmware version of the datatlow device and queries
database 308 for feature support information about the
dataflow device. Controller 200 generates or selects a device
driver compatible with the datatlow device, based 1n part on
the feature support information. Alternatively controller 200
may already have a device driver assigned to the datatlow
device that incorporates the feature support information
about the datatlow device. Controller 200 generates a com-
mand destined for the dataflow device using the selected/
generated device driver. In some examples, a device driver
for a dataflow device 1s generated by creating a copy of a
generic device driver and moditying the behavior of the
device driver to match the supported feature information for
the respective datatlow device. Controller 200 then transmits
the command to the datatlow device. Upon receiving a
response to the transmitted command from the dataflow
device, controller 200 handles the response based on the
contents. If the response 1s a rejection, controller 200 gathers
relevant information to determine which feature 1s not
supported by the dataflow device. In some examples, the
gathered raw 1mformation 1s forwarded to cloud server 312
for further analysis, and database 314 1s updated to reflect
the new {feature support nformation. In some other
examples, the gathered raw information i1s processed by
controller 200 and the resultant changes to the feature
support information in database 308 is sent to cloud server
312 to be reflected 1n database 314. Controller 200 then
sends a modified command to the datatlow device.

FIG. 4 1s a flowchart describing an example method for
operating a SDN network including datatlow devices with
certain supported features. Method 400 includes blocks 402,
404, 406, and 408.

In block 402, a SDN controller transmits a command to a
dataflow device. The SDN controller uses a device driver to
generate and transmit the command to the dataflow device.
In some examples, the device driver incorporates informa-
tion about features supported by the datatflow device nto the
generation of the command to improve the likelihood that
the command will not be rejected by the datatlow device. In
certain examples, the device driver 1s created specifically for
the certain dataflow device to which the command 1s trans-
mitted. In certain other examples, the device driver 1s shared
across dataflow devices that have a certain characteristic 1n
common that results 1n a shared feature set.

In block 404, the SDN controller receives a response to
the command from the datatlow device. The response may
be an acknowledgement of the command or 1t may be a
rejection of the command. Depending on the specific con-
figuration of the SDN controller, an acknowledgement may
be discarded without further action, or the acknowledgement
may be used to improve the operation of the device driver.
A rejection may include additional information, such as a
reason for the rejection. Based on the information included
(or not included) 1n the rejection, the SDN controller may
run some network tests (e.g. send some ephemeral com-
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mands) to determine the reason for the rejection. The SDN
controller may also modily the command and send the
modified command to the datatlow device 1n order to change
the operation of the datatlow device in the same way that the
mnitial rejected command was supposed to.

In block 406, 1t 1s determined, based on the response
received 1n block 404, that information stored 1n a database
relating to supported device features of the datatlow device
should be updated. In some examples, the database and the
algorithm making the determination are located on the SDN
controller. In some other examples, one or both of the
database and the algorithm are located on a remote device,
such as another SDN controller, a network server, and a
cloud server.

In block 408, the supported device features of the data-
flow device are updated 1n the database. In some examples,
an existing device feature 1s amended to note a conditional
limitation of the use of that feature. In some other examples,
a device feature 1s removed from the supported features list.
In yet other examples, a new device feature 1s created that
captures the limitations of the datatlow device.

FIG. 5 15 a flowchart describing another example method
for operating a SDN network including datatlow devices
with certain supported features. Method 500 1includes blocks
502, 504, 506, 508, 510, and 512.

In block 502, a SDN controller transmits a command to a
datatlow device. The SDN controller uses a device driver to
generate and transmit the command to the datatlow device.
In some examples, the device driver imncorporates informa-
tion about features supported by the datatflow device into the
generation of the command to improve the likelihood that
the command will not be rejected by the datatlow device. In
certain examples, the device driver 1s created specifically for
the certain datatlow device to which the command 1s trans-
mitted. In certain other examples, the device driver 1s shared
across datatlow devices that have a certain characteristic 1n
common that results in a shared feature set.

In block 504, the SDN controller receives a response to
the command from the datatlow device. The response may
be an acknowledgement of the command or 1t may be a
rejection of the command. Depending on the specific con-
figuration of the SDN controller, an acknowledgement may
be discarded without further action, or the acknowledgement
may be used to improve the operation of the device driver.
A rejection may include additional information, such as a
reason for the rejection. Based on the information included
(or not included) 1n the rejection, the SDN controller may
run some network tests (e.g. send some ephemeral com-
mands) to determine the reason for the rejection.

In block 506, 1t 1s determined, based on the response
received 1n block 504, that information stored 1n a database
relating to supported device features of the datatlow device
should be updated. In some examples, the database and the
algorithm making the determination are located on the SDN
controller. In some other examples, one or both of the
database and the algorithm are located on a remote device,
such as another SDN controller, a network server, and a
cloud server.

In block 508, the supported device features of the data-
flow device are updated 1n the database. In some examples,
an existing device feature 1s amended to note a conditional
limitation of the use of that feature. In some other examples,
a device feature 1s removed from the supported features list.
In yet other examples, a new device feature 1s created that
captures the limitations of the datatlow device.

In block 510, the SDN controller transmits a modified
command to the dataflow device based on the response
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received 1n block 504, the supported device features updated
in block 3508, and the command previously transmitted 1n
block 502. In some examples, the SDN controller transmits
one or more test commands that do not alter the operation of
the datatlow device 1n order to determine the limitations of
the dataflow device. However, the SDN controller may also
transmit one or more commands to the dataflow device to
change the operation of the dataflow device in the manner
intended by the original rejected command.

In block 512, the SDN controller transmits updated sup-
ported device features to a device feature repository on a
cloud server. As discussed 1n relation to FIGS. 2 and 3, there
are multiple configurations that this system may take, and
the specific information locations and transmissions may be
different for different examples 1n this disclosure. However,
in the examples consistent with FIG. 5, the SDN controller
determines updated supported device feature information,
and transmits the information to a device feature repository
(c.g. a database) on the cloud.

FIG. 6 illustrates an example SDN network including a
dataflow device with certain supported features. The SDN
network includes controller 600, datafiow device 602, and
cloud repository 604. Datatlow device 602 sends device
information 606 to controller 600. Controller 600 then sends
a device features request 608 to cloud repository 604. Cloud
repository 604 responds by sending device features infor-
mation 610 to controller 600. In some examples, device
features information 610 1s integrated into a database on
controller 600.

Controller 600 then determines 612 that a command to
dataflow device 602 1s supported. Controller 600 generates
and transmits an SDN protocol command 614 to datatlow
device 602 based, in part, on device features information
610. Dataflow device 602 responds with a response includ-
ing a rejection 616 to controller 600. Controller 600 then
updates 618 the device features information. Controller 600
may update 618 by sending information about command 614
and rejection 616 through an algorithm that determines
alterations to make to device features information 610.

Controller 600 uses the updated device features informa-
tion to determine 620 modifications to make to command
614 to avoid datatlow device 602 rejecting the modified
command. Controller 600 then transmaits the modified SDN
protocol command 622 to the dataflow device. Controller
600 also transmits a device features update 624 to cloud
repository 604. In some examples, controller 600 1nstead
transmits information about command 614 and rejection 616
to cloud repository 604, and cloud repository 604 updates
618 the device features information. In such examples, cloud
repository 604 then sends updated device features informa-
tion to controller 600, which controller 600 uses to deter-
mine 620 modifications to make to command 614. Control-
ler 600 may determine 620 modifications to make to
command 614 by transmitting modified SDN protocol com-
mand 622 using an updated device drniver based on the
updated device features information received from cloud
repository 604. In some examples, controller 600 uses the
updated device features mnformation to create an updated
device driver. In some other examples, the update device
features information received from cloud repository 604 is
an updated device driver.

SDN controller 1s a hardware, software, or virtualized
device that operates 1n a software defined network and
controls the routing and switching of packets 1n the software
defined network. The SDN controller may run on a standard
x86 device rather than on specialized hardware.
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Dataflow device 1s a hardware, software, or virtualized
device that operates 1n a software defined network to physi-
cally route or switch packets received at an interface. The
dataflow device may include hardware, firmware, and sofit-
ware to quickly and efliciently route or switch a large
volume of packets. Example datatlow devices include SDN
enabled routers, SDN enabled switches, wireless access
points, wireless controllers, and branch gateways.

Firmware 1s a set of instructions run on a device, such as
a dataflow device, that enables functionality in the device.
Relevant functionality may include implementing rules and
actions from a command received from the SDN controller.

A flow 1s an SDN protocol command that includes rules
for matching packets to the tlow and actions to perform on
packets that match the flow. A flow 1s generated by the SDN
controller and transmitted to appropnate datatlow devices.
Commonly, dataflow devices may store the flow in a flow
table that 1s referenced to determine 1f a received packet
matches the flow and which actions to take when a received
packet matches the flow. In this disclosure, “tlow” and
“command” are used interchangeably to refer to messages
sent from a controller to a dataflow device to cause a change
in operation, request information, and perform other actions
on the dataflow device.

A feature support rule 1s a set of information that describes
which SDN protocol related features a certain dataflow
device or group of datatlow devices support. Feature support
rules may include conditional information, such as ranges of
values that are supported, values that must be true for the
feature to be supported, and other relevant information to the
proper operation of the feature.

An ephemeral command 1s a command 1ssued from the
SDN controller that does not cause the receiving datatlow
device to change 1ts operation. Ephemeral commands, for
example, may query for a value of a field or count how many
times a command would execute on the datatflow device
during a certain period of time.

Rule scope 1s the realm of applicability of a rule. Rule
scope may include types of datatlow devices aflected by the
rule and conditions that must be met for the rule to apply.

Business policies are abstracted routing and switching
priorities. Business policies can be generated by network
administrator or by applications or services running on the
network. Example business policies include routing certain
traflic through a firewall, load balancing, and giving voice
over IP quality of service priority.

Match critenia are the mechanism used by dataflow
devices to match data packets to flows. Match criteria may
compare certain characteristics of a recerved packet (and of
the context of receiving the packet) to rules of flows stored
in a flow table.

Device drivers are sets of instructions executed on a
device that generates a message to be sent from one device
in a format that can be understood by a receiving device.

Processing circuitry 1s physical hardware, software, and
virtualized circuitry that executes instructions. Common
examples include microcontrollers, field programmable gate
arrays, central processing units, and integrated circuits.

Network interfaces are components (physical or virtual-
1zed) that communicate between two devices across a net-
work. Commonly, network interface cards are included in
devices to provide connectivity to a network, usually, but not
exclusively, through the Ethernet protocol.

Memory 1s hardware and virtualized circuitry that stores
information, data, and instructions in a non-transitory and
computer-readable manner. Examples of memory include
random access memory, read only memory, storage as a
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service, hard drives, tape drives, solid state drives, USB
drives, processor caches, processor registers, efc.

An SDN Protocol 1s a set of rules for network control
communications between an SDN controller and datatlow
devices on an SDN network. As used in this disclosure,
“SDN Protocol” may refer to the set of rules itself, any
communications compliant with the set of rules, and any
components or features of a device that transmit and receive
information using communications compliant with the set of
rules. Certain examples include OpenFlow, proprietary data-
flow control protocols, and datatlow device REST APIs
accessible by the SDN controller.

Although the present disclosure has been described 1n
detail, 1t should be understood that various changes, substi-
tutions and alterations can be made without departing from
the spirit and scope of the disclosure. Any use of the words
“may” or “can” 1n respect to features ol the disclosure
indicates that certain examples include the feature and
certain other examples do not include the feature, as is
appropriate given the context. Any use of the words “or” and
“and” and “and/or” in respect to features of the disclosure
indicates that examples can contain any combination of the
listed features, as 1s appropriate given the context.

Phrases and parentheticals beginning with “e.g.”” are used
to provide examples merely for the purpose of clarity. It 1s
not intended that the disclosure be limited by the examples
provided 1n these phrases and parentheticals. The scope and
understanding of this disclosure may include certain

examples that are not disclosed 1n such phrases and paren-
theticals.

The mvention claimed 1s:

1. A controller, comprising:

processing circuitry; and

memory 1mcluding instructions that, when executed on the

processing circuitry, cause the processing circuitry to:

receirve device information from a datatlow device:

identily one or more device features supported by the
datatlow device based on the received device infor-
mation;

determine one or more unverified device features sup-
ported by the datatlow device based on one or more
common device attributes between the datatlow
device and one or more other datatlow devices;

transmit a command to the dataflow device based on
the 1dentified device features and determined unveri-
fied device features; and

in response to receiving a response to the command
from the dataflow device, update the supported
device features contained in a support features data-
base for the datatlow device.

2. The controller of claim 1, wherein the device informa-
tion received from the datatlow device includes at least one
ol a device model and a firmware version.

3. The controller of claim 2, wherein the instructions
further cause the processing circuitry to retrieve supported
device feature information from a database based on the at
least one of the device model and the firmware version.

4. The controller of claim 3, wherein the retrieved sup-
ported device feature information includes a list of sup-
ported commands 1 an SDN protocol.

5. The controller of claim 1, wherein the command
transmitted to the datatlow device 1s in an SDN protocol.

6. The controller of claim 1, wherein the response to the
command includes a rejection and a reason for the rejection.

7. A system, comprising:

a dataflow device; and
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a solftware-defined networking (SDN) controller compris-

ng:

processing circuitry; and

a non-transitory computer-readable medium including
instructions that, when executed by the processing
circuitry, cause the SDN controller to:

recelve device information from the datatlow device:

retrieve information from a database relating to sup-
ported device features of the dataflow device;

determine whether the datatlow device supports a cer-
tain command;

determine one or more unveriiied device features sup-
ported by the datatlow device based on one or more
common device attributes between the dataflow
device and one or more other datatflow devices; and

transmit a command to the datatlow device.

8. The system of claim 7, wherein the SDN controller 1s
turther to:

receive a response to the transmitted command; and

update the information from the database relating to the

supported device features of the dataflow device based
in part on the received response.

9. The system of claim 8, wherein the SDN controller 1s
turther to transmit a modified command to the dataflow
device based on the received response, the supported device
teatures of the datatlow device, and the previously trans-
mitted command.

10. The system of claim 8, wherein the database 1s located
on a cloud server.

11. The system of claim 10, wherein the SDN controller
1s further to transmit the updated information to the cloud
SErver.

12. The system of claim 7, wherein the supported device
features of the datatlow device include commands of an
SDN protocol that are compatible with the dataflow device.

13. A method for operating a software-defined networking
(SDN) network, comprising;:
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determinming one or more unverified device features sup-
ported by a dataflow device based on one or more
common device attributes between the datatlow device
and one or more other datatlow devices:

transmitting a command to the datatlow device based on

the 1dentified device features and determined unverified
device features;

recerving a response to the command at the SDN con-

troller:;
determiming, based on the response, that information
stored 1n a database relating to supported device fea-
tures of the datatlow device should be updated; and

updating the supported device features of the datatlow
device 1n the database.

14. The method of claim 13, further comprising transmit-
ting a modified command from the SDN controller to the
dataflow device based on the received response, the updated
supported device features of the datatlow device, and the
previously transmitted command.

15. The method of claim 13, wherein the information
relating to supported device features of the datatlow device
includes commands of an SDN protocol that are compatible
with the datatlow device, commands of an SDN protocol
that are conditionally compatible with the dataflow device,
and commands of an SDN protocol that are not compatible
with the datatlow device.

16. The method of claim 15, wherein the received
response includes a rejection of the command.

17. The method of claim 16, wherein the received
response further includes a reason for the rejection of the
command.

18. The method of claim 13, further comprising transmit-
ting the updated supported device features to a device
feature repository.

19. The method of claim 18, wherein the device feature
repository 1s located on a cloud server.
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