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1410
DETERMINING A FIRST TRIGGERING EVENT HAS
QCCURRED FOR A FIRST CONTENT ELEMENT
1420
CAUGING THE APPLICATION TO PRESENT A FIRST
UnER INTERFACE ELEMENT INGLUDING
WORKFLOW STAGE OPTIONS
1430
RECEIVING A FIRST USER INPUT INDICATING A
SELECTION OF A FIRST WORKFLOW STAGE
__ 1440
HREGCUORDING AN ASSOGIATION BETWEEN THE
FIRS T WORKFLOW STAGE AND THE FIRST
CONTENT ELEMENT
_ 1450
DETERMINING THAT THE FIRST WORKFLOW
STAGE 1§ ASSOCIATED WITH THE FIRST CONTENT
ELEMENT
1460

DISPLAYING A FIRST INDICATOR
CORRBESPONDING TO THE FIRST WORKFLOW
STAGE WHEN AT LEAST A PORTION OF THE FIRST
CONTENT ELEMENT |5 BEING DISPLAYED

FIG. 14
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DOCUMENT STATUS MANAGEMENT
SYSTEM

BACKGROUND

Electronic documents typically contain digital content
such as text, images, and spreadsheets. During the drafting
of a document, the content can be significantly revised over
a period of time by multiple people. Some document-editing
applications—such as certain word processors—track revi-
sions made to the document by different users, storing them
in the file that constitutes the document. This metadata can
then be displayed through a redlining mechanism, 1n which
underlining formatting 1s used to present newly added
content, and struck-through formatting identifies deleted
content.

It 1s common for a collaborative authoring and review
process to be used 1n the development and review of word
processing documents. Collaborative document manage-
ment processes are facilitated by the presence of communi-
cation networks to bring a wide variety of participants
together to accomplish common goals. For example, many
documents generated in today’s electronic society are cre-
ated by one or more 1individuals, and then further subject to
review by several others. The documents to be reviewed are
created as a form of electronic content that 1s forwarded to
others for review and revision, perhaps via an electronic
network.

Authors and reviewers participating in this shared process
typically insert markups and comments, and sometimes
changes, to an individualized version of the document, with
cach version having 1ts own comments, markups, and other
annotations. In such cases, the document creator or manager
must then sort through each of the document copies and
consolidate the comments (and/or changes) ito a single
edited copy. Some comments and changes may be the same
across the versions, but the manager of the document will
still need to sort through the various feedback to produce a

final dratft.
Furthermore, 1n the case of multiple authors, the ability to

readily ascertain or track the status of individual pieces of

content 1n the document can be time-consuming. Thus, there
remain significant areas for new and improved 1deas for the
cllicient development of documents, as well as the manage-
ment of a team of authors and/or reviewers collaborating on
a single document.

SUMMARY

A system for tagging of specific content in electronic
content associated with an application, 1n accord with a first
aspect of this disclosure, imncludes one or more processors
and one or more non-transitory computer readable media
including instructions which, when executed by the one or
more processors, cause the one or more processors to
determine, during use of the application, that a first trigger-
ing event has occurred for a first content element, the first
content element including a portion of the electronic con-
tent. The 1nstructions further cause the one or more proces-
sors to, 1 response to the determination that the first
triggering event has occurred, cause the application to

present a first user interface element 1including a plurality of

workilow stage options, the plurality of workflow stage
options including a first workflow stage, and to recerve a first
user mput indicating a selection of the first worktlow stage.
In addition, the instructions also cause the one or more

processors to, 1 response to receiving the first user iput,
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2

record an association between the first worktlow stage and
the first content element, determine that the first workflow
stage 1s associated with the first content element, and display
a first indicator corresponding to the first workilow stage
when information regarding the first content element 1s
being accessed 1n response to the determination that the first
workilow stage 1s associated with the first content element.

A method executed on one or more computing devices to
tag specific content in electronic content associated with an
application, 1n accord with a second aspect of this disclo-
sure, includes determining, during use of the application,
that a first triggering event has occurred for a {irst content
clement, the first content element including a portion of the
clectronic content. The method also includes, in response to
the determination that the first triggering event has occurred,
causing the application to present a first user interface
clement 1including a plurality of worktflow stage options, the
plurality of worktlow stage options including a first work-
flow stage. In addition, the method involves recerving a first
user mput indicating a selection of the first workflow stage
and, 1n response to recerving the first user mput, recording
an association between the first workflow stage and the first
content element, determining that the first workflow stage 1s
assoclated with the first content element. Furthermore, the
method mncludes displaying a first indicator corresponding to
the first worktlow stage when information regarding the first
content element 1s being accessed in response to the deter-
mination that the first workflow stage 1s associated with the
first content element.

This Summary 1s provided to introduce a selection of
concepts 1 a sumplified form that are further described
below 1n the Detailed Description. This Summary 1s not
intended to 1dentify key features or essential features of the
claimed subject matter, nor 1s 1t intended to be used to limat
the scope of the claimed subject matter. Furthermore, the
claimed subject matter 1s not limited to implementations that
solve any or all disadvantages noted 1n any part of this
disclosure.

BRIEF DESCRIPTION OF TH.

L1l

DRAWINGS

The drawing figures depict one or more implementations
in accord with the present teachings, by way of example
only, not by way of limitation. In the figures, like reference
numerals refer to the same or similar elements. Furthermore,
it should be understood that the drawings are not necessarily
to scale.

FIG. 1 1s a conceptual diagram 1illustrating a collaborative
document processing environment;

FIG. 2 15 a display diagram 1llustrating an implementation
of a word processor document with an example of a content
element selection:

FIG. 3 1s a display diagram 1illustrating an implementation
of the word processor with a first menu and a first submenu
presented 1n response to a trigger generated by the text
selection;

FIG. 4 1s a display diagram 1illustrating an implementation
of the word processor with a second submenu;

FIG. 5 15 a display diagram 1llustrating an implementation
of the word processor with a first stage indicator;

FIG. 6 15 a display diagram 1llustrating an implementation
of the word processor with a second menu;

FIG. 7 1s a display diagram 1llustrating an implementation
of the word processor with the second submenu;

FIG. 8 15 a display diagram 1llustrating an implementation
of the word processor with a first dialog box;
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FIG. 9 1s a display diagram illustrating an implementation
of the word processor with a second dialog box;

FIG. 10 1s a conceptual diagram 1llustrating a distributed
computing environment for tagging specific content;

FIG. 11 1s a display diagram illustrating an implementa-
tion of the word processor with a third submenu;

FIG. 12 1s a display diagram illustrating an implementa-
tion of the word processor with a third dialog box;

FIG. 13 1s a display diagram illustrating an implementa-
tion of the word processor with a fourth dialog box;

FIG. 14 1s a flow diagram 1illustrating an implementation
ol a process for managing multi-part document;

FIG. 15 1s a block diagram of an example computing
device, which may be used to provide implementations of
the mechanisms described herein; and

FIG. 16 1s a block diagram 1llustrating components of an
example machine configured to read instructions from a
machine-readable medium.

DETAILED DESCRIPTION

In the following detailed description, numerous specific
details are set forth by way of examples in order to provide
a thorough understanding of the relevant teachings. How-
ever, 1t should be apparent that the present teachings may be
practiced without such details. In other instances, well
known methods, procedures, components, and/or circuitry
have been described at a relatively high-level, without detail,
in order to avoid unnecessarily obscuring aspects of the
present teachings.

As 1ntroduced above, applications such as word proces-
sors, publishers, spreadsheets, presentations, and others can
be used to generate electronic documents or content. For
purposes of this description, the term “electronic content™
includes any digital data that may be presented (e.g., visually
or audibly presented), including but not limited to an elec-
tronic document, a media stream, a web page, a hypertext
document, an image, digital video or a video recording,
digital audio or an audio recording, animation, a markup
language document, such as a HyperText Markup Language
(HITML) or eXtensible Markup Language (XML ) document,
a form having blank components to accept entered data, or
data describing the application of a GUI, and other digital
data. As an example, this electronic content may include
word or other text-based documents.

The electronic content can be understood to mclude or be
segmented mto one or more portions that will be referred to
as content elements. Thus, a “content element” in this
description includes any part of electronic content that is
defined or discernable as a part. For example, a content
clement may be automatically discerned from a character-
istic of the content element 1itself (e.g., a letter, number,
word, sentence, paragraph, section, image, symbol, or chap-
ter of an electronic document, or other file format designa-
tion) or may be manually defined by a reviewer (e.g., a
reviewer-selected collection of words 1n an electronic docu-
ment, a reviewer-selected portion of a digital 1mage, a
reviewer-selected slide from a presentation). Examples of
content elements include portions or pieces of electronic text
or other material within an electronic document, comments,
dynamic content in the form of portions of media streams,
such as sections of digital video or frames or sets of frames
of digital video or digital audio, dynamic content 1n the form
of segments or frames ol animations, electronic forms, form
templates, form elements, form data, actuatable element
specifications or executable instructions, and various ele-
ments presentable or accessible by reviewers within elec-
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4

tronic content, including instances of scripted and non-
scripted dynamic content and the like.

In addition, an end-user for purposes of this application 1s
one who creates, authors, views, develops, manages,
reviews, revises, or deletes pieces of electronic content,
including the creation or updating of comments associated
with the electronic content. An end-user includes a user of
application programs, as well as the apparatus and systems
described herein. Furthermore, for purpose of this descrip-
tion, the term “software application”, “software”, or “appli-
cation” refers to a computer program that performs useful
work, generally unrelated to the computer itself. Some
non-limiting examples of software applications include
word processors, spreadsheets, accounting systems, and
telecommunication programs, as well as gaming software,
utility and productivity tools, mobile applications, presen-
tation graphics, and other productivity soltware.

In different implementations, software applications such
as programs oflered in the Microsoit Oflice Suite® (e.g.,
Word®, Powerpoint®, Excel®) and other applications pro-
vide commenting and annotating tools. For example,
Microsoft Word® offers users tools such as Comments,
Highlight, Underline and other formatting options, Track
Changes, Compare, among others, to add comments or make
changes to a document. In other applications such as Google
Docs® a “Suggestion Mode” may be used to suggest modi-
fications or provide feedback for a document. These are
non-limiting examples, and any other electronic content
editing or collaboration application may benefit from the
disclosed implementations.

Once a comment 1s added, the document as viewed by
other reviewers may present the information included 1n the
comments 1f desired. Such tools can be used to facilitate
collaborative workflows. For purposes of this description,
data or documents being developed collaboratively include
any activity in which multiple machines operate together
autonomously, or as directed by humans, to process infor-
mation, mcluding electronic content. Processing the infor-
mation may include the activities of acquiring the informa-
tion, augmenting the information (e.g., via the addition of
meta-data, such as comments), sorting the information,
changing the information, deleting the information, render-
ing the information, aggregating the information from mul-
tiple sources, transforming the information from one form to
another, and deriving new information from previously-
existing mformation. One example of a collaborative pro-
cess 15 the cooperation of multiple reviewers to view,
comment on, and make changes to a document as part of a
shared review activity.

In scenarios where multiple authors and/or reviewers are
collaborating to produce a document, various parts of the
document may be authored and/or revised at different times
or during different stages of document development. For
example, a first content element of the document may be
finalized, a second content element of the same document
may be 1n the midst of revisions, and a third content element
within the same document may be 1n an 1nitial drafting stage.
In addition, single authors involved 1n the development of
larger documents may also struggle to maintain a compre-
hensive log i1dentifying the respective worktlow stages of
various sections of the document. In some cases, authors
may sert ad hoc notes or tags that must be carefully
removed or manually checked and edited before release of
the document, reducing efficiency of the process.

Furthermore, 1n situations where multiple authors are
collaborating on a shared document, one author or reviewer

may wish to work privately and choose to lock or restrict
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access to the whole document, 1n order to work on a single
section or content element. In some cases, a document may
be locked by one reviewer for periods of time 1n which other
end-users had mtended to contribute to 1ts development
and/or the document may remain locked unintentionally 1f
the reviewer neglects to unlock the document and 1s out of
communication or otherwise unreachable for a period of
time. The remaining end-users may be unable to access the
live document during such periods. For purposes of this
description, a live document refers to a document that is
available for simultaneous development by multiple users
and/or across multiple locations 1n real-time. In some cases,
authors will work on their respective sections from local
document copies that must later be merged or manually
added to the live document, often resulting in errors or
disorganization of content material.

In such cases, the ‘big picture’ progress or worktflow of a
document or file may be obscured as users attempt to
communicate the workflow stage or status of each content
clement or make changes without notification to or permis-
sion of others. Individuals or end-users often work on
clectronic content at different rates and will produce various
content elements across different levels or stages of com-
pleteness. In addition, ad hoc document organization maneu-
vers and communications can be time-consuming and result
in duplicative or wasted effort, reducing the effectiveness of
the collaborative document generation process.

Thus, there remains need for a document management
system and process 1n which multiple authors may access a
specific piece ol document content and receive real-time
updates as to the workiflow status or stage of that specific
content. With the system and process presented herein, users
can more readily identily, tag, filter, sort, access, edit,
communicate, and share ideas across multiple content ele-
ments. Furthermore, the ability of sole authors to keep track
of or monitor the stages of various sections of their own
documents can often result in makeshift or ad hoc solutions
that increase manual overhead. As will be described below,
the proposed system provides both individual and group
users the ability to more precisely communicate or specily
the level of completeness of diflerent pieces of content, and
help set expectations for their colleagues, reviewers, coau-
thors, or other collaborators. This process can improve the
management of electronic documents and facilitate a more
natural and eflective worktlow.

In order to better introduce the systems and methods to the
reader, FIG. 1 presents an example of a representative
collaborative document processing environment (“‘environ-
ment”) 150 for implementing a content element manage-
ment system (illustrated schematically in FIG. 10). In dif-
ferent 1mplementations, the environment can include a
plurality of computing device end-users, or simply “users™.
For example, a first user 110, a second user 120, a third user
130, and a fourth user 140 are shown 1n FIG. 1. One or more
users can interact with or manipulate data presented via a
user device. In this case, each user 1s accessing a document
100 on separate devices. As the users collaborate on a live
document, various pieces or segments of the document may
be modified or otherwise accessed at various times and
across various devices. In one implementation, multiple
users can access the same document at the same time and
make changes that are presented in real-time to other users.
Thus, workflow occurs via multiple ‘streams’ that are con-
figured to push data and pull data from a central repository
or cloud network.

In this example, the first user 110 has locked access to a
first portion 112 of the document 100, as symbolized by a
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lock 1con 114. While the first portion 112 1s locked, the other
users may not be able to modify and/or view the first portion
112. The second user 120 1s moditying a second portion 122
of the document 100, as symbolized by a drafting icon 124.
In addition, the third user 130 1s finalizing a third portion 132
of the document 100, as symbolized by a finalizing 1con 134,
and the fourth user 140 1s reviewing a fourth portion 142 of
the document 100, as symbolized by a review 1con 144. As

* [

will be described in further detail below, 1n different 1mple-
mentations, one or more users can be provided an opportu-
nity to insert, add, attach, pair, tag, link, record, and/or
associate a workflow stage to one or more content elements.
The term worktlow stage may also be referred to more
simply as “stage”. In some implementations, a stage can
confer or be associated with particular policy settings that

apply only to the selected content element(s). For example,
in FI1G. 1, the first user 110 has tagged the first portion 112
with a workiflow stage that locks or restricts access to the
first portion 112 by other users. In this case, the first user 110
can continue to work privately while access to the remaining
portions of the document 1s maintamned for other users.
Additional details regarding the process of assigning ‘stage
tags” to content elements will be presented now with refer-
ence to FIGS. 2-4.

In FIGS. 2-4, an implementation of a display 200 for a
computing device 1s illustrated. In different implementa-
tions, the display 200 may present various 1cons or graphical
representation, interfaces, applications, or other device sta-
tus information. As an example, the display 200 includes a
first application 210. For purposes of simplicity, the first
application 210 i FIG. 2 1s a word processor program
displaying a document page (“document™) 212. In one
implementation, the first application 210 may be understood
to represent a version of Microsoit Word®, or another word
processing program, such as Apple Pages®, Corel WordPer-
fect®, Google Docs®, IBM Lotus Word Pro® and other
word editing programs. However, 1n other implementations,
the first application 210 may include any other software
applications within the Microsoit Oflice Suite® or array of
Microsoft® products as well as any non-Microsoit® based
applications.

During various user interactions with the first application
210, the first apphcatlon 210——=c1ither as originally installed
or updated—may offer the user an opportunity to tag por-
tions of the document 212, such as content elements, with
one or more worktlow stage identifiers. These can typically
include substantially succinct labels or tags (generally under
5> words, or graphical representations that directly indicate
the stage), though 1n other implementations, the stage tag
may be longer or more descriptive, particularly if a user
clects to customize the system. In some implementations,
the opportumty may be displayed or otherwise provided to
the user 1n response to a triggering event. Referring first to
FIG. 2, 1t may be understood that a user has navigated to a
portion of text of the document 212 and selected a first
content element (“first content”) 250 using any type of input,
such as mouse clicks, keyboard strokes, touch screen inter-
actions, and other command inputs. The input means 1is
symbolized here for purposes of simplicity as a cursor 240.

It should be understood that the first content 250 can refer
to any portion of a document. For example, in a word
processor document including multiple sections or pages of
text or other data, the selected content may include a word,

a sentence, a chapter, an image, or the document 1n 1ts
entlrety In this case, the first content 250 includes the first
paragraph of a chapter (“CHAPTER 17). It can be seen that
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there 1s additional content 260 below that remains unse-
lected and outside of the designated first content 250.

Referring next to FIG. 3, when a user selects the first
content 250, hovers over the selected first content 250, clicks
on the selected first content 250, or otherwise indicates a
desire to view tools and tasks associated with the selected
first content 250, the system may interpret the action as a
triggering event. In this case, 1n response to the triggering
event, the first application 210 displays a native control 1n
the form of a first menu 310, listing a plurality of options that
may be related to the user’s specific selected content or the
fact that any content has been selected.

For purposes of this description, a “native control” refers
to a mechanism for communicating content through a client
application to an application user. For example, native
controls may include pop-up windows that may be presented
to a user via native application user interfaces (Uls), inter-
active buttons or other objects that may be shown to a user
through native application Uls, as well as mechanisms that
are native to a particular application for presenting associ-
ated content with those native controls. Furthermore, a
“trigger event” or “triggering event” refers to an event (or
specific sequence of events) associated with a particular use
of an application, which 1s then used to trigger the display
of a native control 1n a native application. In FIG. 3, the
triggering event may be understood to include a ‘click’ or
other input actions (such as a mouse left-button or right-
button click, a touchscreen tap, a selection of data, or other
input types). However, in other implementations, a trigger-
Ing event may occur in response to results from automated
intelligent scans or searches of the document and its various
content elements by the system. For example, the applica-
tion can be configured to automatically search the electronic
content periodically, substantially continuously, or at inter-
vals determined by an end-user, and 1dentily when a content
clement should be assigned a specific worktlow stage. Thus,
in some i1mplementations, a triggering event may occur
without mput or interaction of an end-user.

In the example of FIG. 3, the native control 1s presented
as a graphical Ul (GUI). While the GUI presented 1s shown
as a tloating drop-down menu here, 1n other implementa-
tions, the native control can include any other type of user
interface such as a pop-up window, a dialog box or window,
a window extending from a main menu 302, or other
application communication or presentation means. Further-
more, 1n FIG. 3, the first menu 310 1s overlaid on the first
application’s main interface. The specific location of the first
menu 310 represented 1in FIG. 3 1s intended to underscore the
relationship of the message of the first menu 310 with the
first content 250. However, it should be understood that in
other implementations, the first menu 310 may be displayed
or generated anywhere else on the screen(s) associated with
the client’s system, including spaced apart from, adjacent to,
or around the first application 210.

In the specific example shown in FIG. 3, the first menu
310 includes a series or plurality of menu options (“op-
tions”) 350. In some implementations, the first menu 310
can mclude one or more options normally provided when the
triggering event 1s registered by the system, regardless of
whether a content element selection has been made, such as
“Cut”, “Copy”, “Paste”, and other such options, though 1n
other implementations, only options related to the specific
content element selection may be provided. In FIG. 3, it can
be seen that the menu includes a content option 320 that 1s
labeled “Collaboration Tools”. It should be understood that
in different implementations, the content option 320 can be
labeled or i1dentified by any other type of alphanumeric text
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or symbols. In other implementations, any other alphanu-
meric text or graphics may be displayed in conjunction with
the selection.

When a user selects the content option 320, hovers over
the content option 320, clicks on the content option 320, or
otherwise indicates a desire to view tools and tasks associ-
ated with the content option 320, the system may interpret
the action as a triggering event. In this case, 1 response to
the triggering event, the first application 210 displays a
native control 1n the form of a first submenu 330, listing a
plurality of content sub-options (“‘content sub-options™) 360
associated with the content option 320.

It should be understood that 1n other implementations the
first menu 310 may not be presented, and selection of the
first content 250 may 1nstead result 1n a direct presentation
of the first submenu 330. Furthermore, the options and
sub-options shown 1n the figures are for 1llustrative purposes
only, and 1n different implementations, the types and labels
of options can vary. In this example, the content sub-options
360 1include a first sub-option 362 (“Stage™), a second
sub-option 364 (“Suggest”), a third sub-option 366 (“Cus-
tomize™), and a fourth sub-option 368 (“Settings™). In other
implementations, there may be fewer or greater number of
sub-options, and/or the sub-options made available may
differ from those shown here. In other implementations, any
other alphanumeric text or graphics may be displayed in
conjunction with the selection.

In different implementations, each option type can be
associated with a variety of actions. For example, the Stage
option may direct users to another menu or options (see FIG.
4) where a workilow stage indicator may be assigned to a
content element. In addition, the Suggest option can be
configured to provide users with a mechanism for adding
comments, notes, 1deas, or other information and associating
this information with the content element so that the sug-
gestion 1s available and/or displayed with the content ele-
ment when the content element 1s viewed (see FIGS. 11 and
12). The Customize option can allow users to add or modify
the available options or policies, add or delete stages,
modily current stage indicators, change the default menu or
directory of stages, as well as select or upload difierent
graphical 1cons to represent the specific stages. Similarly, the
Settings option may ofler users the opportunity to adjust the
display, content, format, communication, access, and other
settings associated with the collaboration tools. It should be
understood that a Settings option may be made available on
all of the menus described herein, whether or not explicitly
identified.

Furthermore, 1mn different implementations, any of the
menus or native controls and options described herein can
also 1nclude or be associated with an optional tool overview
or Help tool. Such options can be configured to provide an
introduction or summary of the offered feature(s) or tool(s),
including but not limited to presentation of a teaching guide,
FAQs, search for help topics, images, schematics, tutorial
overviews, screenshots, photos, slideshow, video, audio, and
other such content or guidance.

In FIG. 4, it can be seen that the first sub-option 362
identified as “Stage” (referring to a document’s worktlow
stage) has been selected. In different implementations, the
workilow stage of a content element can be assigned by a
user. However, 1t should be understood that 1n other imple-
mentations, the system can be configured such that one or
more workflow stages are automatically assigned to and/or
updated for various content elements. In other words, in
some 1mplementations, the application itself (rather than an
end-user) can be configured to run automated scans or
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searches of a document. Upon detection of specified occur-
rences or conditions associated with any content elements,
the system can automatically determine an appropnate
worktlow stage for a content element and add a tag to the
content element.

In some implementations, the system can determine when
various portions of electronic content fall within a specific
classification and assign or suggest appropriate labels. As
one non-limiting example, a machine learning algorithm can
be implemented that automatically detects whether certain
content e¢lements (such as a paragraph) are written to a
certain degree or threshold of accuracy, quality, length, or
other factors and, 1n response, automatically set the work-
flow stage to ‘Final” (or another stage tag) for those content
clements. As another example, an application may automati-
cally detect that a content element should be edited or
modified, and automatically set the workilow stage to
‘Needs Review.” In other cases, an application may detect
comments or suggested edits or revisions to a content
clement and automatically associate a worktlow stage
“Gathering Feedback™ with that content element. In addi-
tion, 1n some 1mplementations, an application may present,
suggest, or propose one or more worktlow stages that should
be applied across one or more content elements and offer the
user an opportunity to confirm or select one of the proposed
stages to be associated with the content element(s).

Furthermore, some implementations can include provi-
sions for presenting a summary or listing of various work-
flow stages associated with some or all of the content
clements 1n document eirther outside of the document or
while navigating within the document. For example, the
summary of stages can be presented 1n a sidebar, canvas, or
clsewhere along the display adjacent to the document, can be
available 1in a separate window that 1s updated 1n real-time
that 1s separate from the application, and/or can be emailed
in a daily digest (or other frequency, such as weekly,
monthly, or when certain pre-specified changes are made in
the status of one or more content elements). In some cases,
the summary can identity how many content elements are in
a particular stage. In one i1mplementation, each of the
worktlow stage indicators listed in the summary can be
associated with a link that allows a user to navigate directly
to the content element associated with the indicator. Thus, 1n
some 1implementations, a workflow stage indicator 1tself can
be used to trigger the display of the corresponding content
clement. As one example, an application may be configured
to automatically present a summary of workflow statuses
associated with some or all of content elements 1n a docu-
ment, regardless of whether the listed content element(s) are
being accessed, modified, or displayed. In one implementa-
tion, an end-user may access a menu option in the applica-
tion that triggers a display of such a summary, while 1n other
implementations, such a presentation may occur when the
document 1s opened or when a workilow stage 1s modified
or added by any of the user(s) of a document. In addition, 1n
different implementations, an application can be configured
to transmit or display reminders for tasks that are specific to
the worktlow stage selected or tagged to a content element.
For example, the application may present a dialog box or
generate an email or other communication to a user remind-
ing the user to review a content element that 1s associated
with a “Waiting for Review” indicator.

In addition, as noted above, a content element’s stage
and/or 1ts associated policy settings may be modified,
removed, updated, or customized. In some 1implementations,
a content element can be associated with multiple stage
indicators that can be added by a single user or by different
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users, or automatically assigned by the system. In one
implementation, a user may also select or add a specific
degree, level, or itensity for the specified stage on a scale
that correlates directly with the user’s progress or status with
respect to the selected content. For example, 1n cases where
the user selects “Drafting”, an additional native control can
be provided by which a user may 1nput an estimated progress
percentage, slide a status bar toward a particular progress
level or stage that more precisely reflects the current stage of
the content element, and/or estimate a time of completion of
the selected stage. This additional information can then be
associated with the content element’s stage and presented 1n
conjunction with the stage when desired.

In different implementations, when a user selects one of
the workflow stage classifications, the system may receive
the input and associate the selected stage with the selected
content element. The association can be recorded (locally on
a computing device and/or 1n the cloud) and can be accessed
or communicated whenever the first content element 1is
accessed or content elements in the specified stage are
searched for.

It should be understood that 1n other implementations the
first submenu 330 may not be presented, and selection of the
first content 250 may instead result in a direct presentation
of the second submenu 430. In other words, the user may be
presented with the stage sub-options immediately following
the triggering event. In this example, the stage sub-options
460 include a fifth sub-option 462 (“Working Privately™), a
s1xth sub-option 464 (“Drafting”), a seventh sub-option 466
(“Ready for Feedback™), and an eighth sub-option 468
(“Finalized”). In other implementations, there may be fewer
or greater number of sub-options, and/or the sub-options
made available may differ from those shown here. In other
implementations, any other alphanumeric text or graphics
may be displayed 1n conjunction with the selection.

In some implementations, as shown in FIG. 4, each stage
sub-option can be displayed with an 1con that can permit a
user to quickly i1dentify the stage. In one implementation,
stage sub-options may be oflered that were previously
custom-inputted or added by a user. Such customization or
personalization can facilitate the fine-tuning of document
worktlow management for different types of documents or
worktlows. As one non-limiting example, a user may have
previously accessed the Settings option for the Collaboration
Tools, and manually entered a workilow stage for tagging to
a content element, such as a stage labeled as “Checking
Sources” or “Bramnstorming” or “On Hold” or “Inserting
Citations™ or other such customized workilow stages, which
can be presented as one of the stage sub-options in the
second submenu 430.

Furthermore, one or more worktlow stages can also be
associated with custom policy settings, and/or default policy
settings. In some other implementations, the system may
have available alternative stage tags that can be added,
swapped, or removed from the second submenu 430 for a
personalized presentation of stage options that 1s more
directly applicable to the needs of a user. In some 1mple-
mentations, stage sub-options manually entered by a user
can be added to a directory of sub-options that can be stored
or retained 1n local or cloud storage, and can be offered as
potential stage choices during later workilows.

Referring next to the sequence of FIGS. 5 and 6, an
example of a content element that has been tagged (see
FIGS. 2-4) 1s shown. During navigation through document
212, a user may select or otherwise interact with segments
of the document that include one or more portions—or the
entirety—of the first content 250. In this example, a user (the
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same user irom FIGS. 2-4, or a different user) has opened the
document 212 and 1s viewing a section of the document 212
that includes the first content 250.

As shown 1n FIG. 5, the cursor 240 has navigated over a
portion of the first content 250. In this case, when a user
moves the cursor 240 to any area of the display associated
with the first content 250, the first application 210 displays
a stage mdicator box (“stage indicator”) 510 in response. In
this example, the stage indicator 310 1s overlaid on a portion
of the first content 250; however, 1n other implementations,
the stage indicator 510 can be displayed elsewhere along the
display interface. The stage indicator 510 can be configured
to present or signal the stage of the content being viewed. In
FIG. §, the stage indicator 510 advises that this content has
been assigned a “Stage: Drafting” tag. In this manner, a user
may be informed or alerted to the respective workilow
stages of various pieces of content as they move through the
document. In some 1implementations, an icon 564 may also
or alternatively be presented as a stage indicator to facilitate
quick and easy identification of the stage of the content.

In some cases, the system may determine a triggering
event has occurred before displaying the stage indicator. For
example, the first application 210 or other components of the
client system can detect or otherwise i1dentily a pattern of
usage (“usage pattern”), telemetry, or user device behavior
that can correspond to a triggering event. The triggering
event can include, but 1s not limited to, selection of any
portion of the first content 250, attempts by the user to
interact or modify the any portion of the first content 250,
viewing the first content 250, and/or hovering or moving the
cursor over the first content 250. The system may 1dentify
these actions as corresponding to a usage pattern or a
specific event. Thus, in some implementations, the system
can be configured to determine, during use of the first
application 210, that a triggering event has occurred based
on a detected occurrence of a particular usage pattern. In
response to such a determination, the first application 210
may present or display the stage indicator. It should be
understood that 1n some 1mplementations, the stage indicator
itself may include or serve as a native control (see for
example FIG. 6).

Furthermore, in other implementations, the triggering
event or user interaction 1s not necessary to elicit the display
ol any stage indicator associated with the first content 250.
In other words, 1n some 1mplementations, the label and/or
graphical icon may be displayed in the document 1n a
substantially continuous manner after the tagging has
occurred, without any further events. In this case, any stage
indicators are visible to all or some users whenever the
document 1s viewed. Furthermore, the stage indicator can be
displayed until a user with permissions to edit the indicator
removes the association, or after a set period of time has
passed (see for example FIG. 8).

Referring now to FIG. 6, 1in different implementations, the
system may include provisions for modifying or generally
managing the stage that has been associated with a content
clement. In FIG. 6, the stage indicator 510 also functions as
a native control. As a user navigates to the stage indicator
510 with the cursor 240, the system may determine a trigger
event has occurred, such as clicking the stage indicator 510
with a mouse, hovering over the stage indicator 510, press-
ing a key while hovering over the stage indicator 310, or
otherwise mputting a command to view tools and tasks that
are available for use with the stage indicator 510.

In this case, 1n response to a triggering event, the first
application 210 displays another native control i the form
of a second menu 610, which lists a plurality of options that
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may be related to the particular stage i1dentified 1n the stage
indicator, or may be related to the fact that any stage has
been assigned to the content. In FIG. 6, the native control 1s
presented as a floating drop-down menu. However, 1n other
implementations, the native controls can include a pop-up
window, a dialog box or window, a window extending from
the stage indicator or can include any other application
communication or presentation means. As shown in the
example of FIG. 6, the second menu 610 1s overlaid on the
first application’s main interface. The specific location of the
second menu 610 represented mm FIG. 6 1s intended to
underscore the relationship of the message of the second
menu 610 with the first content 250. However, 1t should be
understood that 1n other implementations, the second menu
610 may be displayed or generated anywhere else on the
screen(s) associated with the client’s system, including
spaced apart from, adjacent to, or around the first application
210.

In the specific example shown 1n FIG. 6, the second menu
610 includes a series of stage options 650. In some 1mple-
mentations, the second menu 610 can also include one or
more options normally provided when the triggering event 1s
registered by the system, regardless of whether a content
clement selection has been made, such as “Cut”, “Copy”,
“Paste”, etc. though in other implementations, only options
related to the specific stage indicator may be provided.

It should be understood that the options shown 1n FIG. 6
are for 1llustrative purposes only, and 1n different implemen-
tations, the types and indicators of options can vary. In this
example, the stage options 6350 include a first option 652
(“Change Stage™), a second option 654 (*“Add Suggestion™),
a third option 656 (“Direct Message™), a fourth option 658
(“Stage History™), and a {ifth option 660 (“Users Listing”).
In other implementations, there may be fewer or greater
number of options, and/or the options made available may
differ from those shown here. In other implementations, any
other alphanumeric text or graphics may be displayed 1n
conjunction with the menu.

In different implementations, each option type can be
associated with a varniety of actions. For example, the
Change Stage option (first option 652) may direct users to
another menu or options (see FIG. 4) where a diflerent stage
may be assigned to a content element, replacing or supple-
menting the previous stage selection. For example, a new,
second stage may be added to and displayed with the same
content element (for example, by a second, different user)
while the previous stage continues to be displayed, such that
multiple stages can be associated with a piece of content.
Furthermore, the Add Suggestion option (second option
654) can be configured to provide users with a mechanism
of adding comments, notes, ideas, or other information and
associating this information with the stage that 1s currently
attached to the content element. In such cases, the sugges-
tion may be made available and/or displayed with the stage
indicator when the content element 1s viewed.

In some implementations, the system can also include
provisions for facilitating communication between members
collaborating on a document. The Direct Message option
(third option 656) can be configured as a tool for transmit-
ting a message to one or more users of the document.
Examples of communication types that may be offered to a
user are a general group message, private message, direct
message, quick poll message, picture message, video mes-
sage, user created chat room, ‘pings’ and other such com-
munications. In different implementations, certain types of
messages may be sent by the client system automatically,
without a user’s mput. Such messages or notifications can
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include data about the users of the document, the status of
the users (e.g., online, offline, typing), status on messages
(e.g., who read the message, whether the message was read),
location of the users (e.g., Washington, D.C., Seattle, Lon-
don, etc.), users’ personal or condition updates, and/or status
about the collaboration group (e.g., the number of users,
whether a user was added to the group or was removed, etc.).
When the user selects a message-based option, they may be
presented with a data entry box to input a message. The
message may be sent to all participants in the conversation,
or only selected participants. In addition, participants may
also receive special notification (e.g., sound, appearance,
¢-mails) of the message.

The Stage History option shown here (fourth option 658)
can be configured as a tool to facilitate viewing or accessing
of previous workflow stages that were assigned to a par-
ticular piece of content, and/or other data that had been
tagged to a particular piece of content 1in the document. This
tool allows a user to examine changes to and development
ol a specific content element at different points 1n time by
different users, stages and comments that have been attached
to the content element, and/or provide an opportunity to
review or ‘catch-up’ on the progress of a content element.
Such an option can decrease delays that may occur when
users attempt to make modifications that had previously
been suggested and dismissed, and/or reduce the chance of
redundant suggestions or modifications. In some 1implemen-
tations, users can receive or access updates associated with
the content element and keep abreast of changes or sugges-
tions to sections of the document they are authoring or have
a specific interest 1n, rather than sifting through the docu-
ment 1n 1ts entirety for information relevant to their work-
flow.

In addition, 1n some 1mplementations, the user may be
presented with an option to view the Users Listing (fifth
option 660), or the directory of participants i1n the collab-
orative worktlow. This listing can include contact informa-
tion, records ol each participant’s contributions, stage
changes, comments, suggestions, access, times each user
made changes, content elements assigned to each partici-
pant, content elements modified by a participant, and other
such useful mformation for respective content elements.
Furthermore, 1n some cases, the Users Listing or other
similar option may allow a search of users who have
performed certain tasks, or made changes during a specified
time period. Similarly, in one implementation, there may be
options to sort by a particular category or filter the listing by
a desired category. For example, 1n some implementations,
the system may be configured to allow users to search for
pieces ol content based on its assigned worktlow stage or by
whom (1.e., which user) set a piece of content to a particular
stage.

As noted earlier, other, different stages beyond that of
“Drafting” can be selected for association with a content
clement i an electronic document. Referring to the
sequence of FIGS. 7 and 8, when a user interacts with the
first content 250 and/or when the first submenu 330 1is
displayed (see FIGS. 2-4), content sub-options 360 associ-
ated with the content option 320 may also be displayed or
offered. In FIG. 7, 1t can be seen that the first sub-option 362
“Stage” has been selected, resulting in the display of the
second submenu 430, listing stage sub-options 460 associ-
ated with the first sub-option 362 (described 1n FIGS. 3 and
4). In this example, the stage sub-options 460 i1nclude the
fifth sub-option 462 (“Working Privately”), among other
options. The lock icon 114 1s also presented alongside the
option.
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In one implementation, the system can be configured to
determine, during use of an application, that a particular
triggering event has occurred; in FIG. 7, the event can
correspond to a selection of the stage sub-option “Working
Privately”. In response to a determination that a triggering
event has occurred, the system may present or display a
native control, such as a user interface element or GUI. In
FIG. 8, the GUI presented 1s a small pop-up window or a
dialog box, herein referred to as a first dialog window (“first
dialog”) 800. In some implementations, the first dialog 800
may be overlaid or displayed concurrently with the first
menu 310, the first submenu 330 and/or the second submenu
430. In FIG. 8, the previous GUIs have been removed and
only the first dialog 800 1s shown 1n relation to the document
212.

As noted earlier, 1n different implementations, the first
application 210 can be configured to provide a mechanism
through which the user can 1nsert comments, notes, 1deas, or
other information and then associating this information with
the stage of a content element. This information can then be
displayed with the stage indicator when the content element
1s viewed. In diflerent implementations, the first dialog 800
can include provisions for customization of a selected stage,
associating additional information to the stage, and/or
adjusting policy settings associated with the stage. In some
implementations, the first dialog 800 includes a listing or
other representation of one or more tools or features that are
available 1n connection with the selected stage. In this
example, the first dialog 800 includes a stage identifier
(“Working Privately™) 862, a notification header 802, a data
entry box 810, a control module 820, a first interactive
button (“Options™) 830, a second interactive button (“Set-
tings”) 840, a third interactive button (“Cancel”) 850, and a
fourth interactive button (“Submit”) 860. In other 1mple-
mentations, one or more ol these aspects may be omitted,
and/or additional aspects may be included. For example,
there may be fewer or greater number of options, and/or the
options made available may differ from those shown here. In
some 1mplementations, any other alphanumeric text or
graphics may be displayed in conjunction with the menu.

The stage 1dentifier 862 can be configured to remind or
notily the user which stage has been assigned to the selected
content element. In addition, the notification header 802 can
announce or identily the general feature being offered. In
this case, the notification header 802 asks “Want to provide
any additional information?” though 1n other implementa-
tions, the notification header 802 can display any other data
or mformation. Adjacent to the notification header 802 1s a
data entry box 810, configured to receive iput that can be
paired, linked, connected, coupled, joined, or otherwise
associated with the stage that was previously assigned to the
content element. In FIG. 8, the mput “I need some time to
work on this section for a bit, but will let everyone know
when 1t’s ready for feedback™ has been entered. Once a user
enters the desired information, they may select an interactive
button (such as fourth interaction button 860) to submit and
store the information, press Enter, or otherwise save the
information. The comment or message may be sent to all
participants 1n the conversation or only selected participants
(as per the default or custom settings), and/or be presented
when the content element 1s viewed (see FIG. 9).

In different implementations, each interactive button can
be associated with a variety of actions. For example, the first
interactive button 830 can be configured to route a user to
another Ul for making various modifications to the collabo-
ration tools, changing the stage, mserting or uploading files
or other data types, initiating or continuing communications
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between collaborating participants, viewing stage history or
user listings, customizing the collaborative experience, or
other such options. In addition, the second interactive button
840 can be configured to allow a user to adjust display,
content, format, user, access, and other settings associated
with the collaboration tools, or more specifically the stage
indicator assigned to the selected content element. If a user
no longer wishes to add additional information or make any
changes, they may select a button such as third interactive
button 850 and cancel the selection and/or close the dialog
window.

In some 1mplementations, the system may be configured
to regulate or further manage various collaboration tools
associated with a content element(s). As an example, FIG. 8
shows the first dialog 800 with control module 820.
Although the particular settings or functions offered by the
control module 820 can vary, generally the control module
820 can be understood to provide a means of adding or
adjusting restrictions, rules, policies, or other limitations
directly associated with the stage indicator. In FIG. 8, the
control module 820 1s a timer management tool that may be
used to implement a countdown clock or timer—or other-
wise schedule the display or association of a specific stage
indicator. Thus, 1 some implementations, a user may
directly indicate how long a stage should be associated or
tagged with a content element, whether the stage should
remain until a certain event occurs and/or 1s detected, who
can mteract with the content element or modity the stage and
corresponding information, specily which policy setting
should be applied to which user, and other such instructions
or functions.

Referring now to FIG. 9, an example of a content element
being presented with a stage indicator 962 and a correspond-
ing information box 900 1s shown. During navigation
through document 212, a user may select or otherwise
interact with segments of the document that include one or
more portions—or the entirety—of the first content 250. In
this example, a user has opened the document 212 and 1s
viewing a section of the document 212 that includes the first
content 230.

In FIG. 9, the stage indicator 962 advises that this content
has been assigned a “Working Privately” tag. In this way, a
user may be informed or alerted to the stage or condition as
they move through the document. In some 1implementations,
an 1con, such as lock icon 114, may also or alternatively be
presented as a visual tag for quick and easy 1dentification of
the stage of the content. In some 1implementations, when a
user moves the cursor 240 to any area of the display
associated with the first content 250, the first application 210
displays both the state indicator 962 and the information box
900 1n response. However, in other implementations, the
system may wait until 1t determines that a particular trig-
gering event has occurred before presenting the information
box 900. In different implementations, the information box
900 can be configured to clarily or expand on the stage of the
content being viewed, or otherwise display data that had
been entered by a user 1n connection with the assigned stage.
In this example, the information box 900 1s overlaid on a
portion of the first content 250; however, 1n other 1mple-
mentations, the imnformation box 900 can be displayed else-
where along the display interface.

In some 1mplementations, the system can automatically
identify the user that has assigned the stage indicator (the
“tagger”). In FI1G. 9, the mformation box 900 includes a
summary header 910 with the name of the tagger and
workilow stage (“Doug 1s working privately™). The infor-
mation box 900 can also include an optional message dialog,
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920 i cases where a user has entered a message for
association with the stage indicator. For purposes of 1llus-
tration, the message shown in FIG. 9 reflects the input
provided in FIG. 8.

Furthermore, 1n some 1mplementations, the information
box 900 can also include provisions for direct interaction
with the displayed information. For example, as described
carlier, the system can include provisions for facilitating
communication between members collaborating on a docu-
ment. In this case, a fifth interactive button 930 (*Respond
to Message?””) can be selected to allow users to broadcast or
transmit a response to one or more users or accessors of the
document with reference to the assigned stage indicator
and/or the displayed message. The message can be appended
to the stage currently associated with the content element,
and 1n some 1mplementations, the message can include
provisions for imtiating a chat or communication forum
directed to the particular stage or comment.

Referring now to FIG. 10, an example of a representative
architecture of a content element management system (“sys-
tem™) 1000 1s depicted. In different implementations, the
system 1000 can be configured to present user interfaces for
receiving workflow stage tags to be associated with a
particular subset of data 1n the document. The system 1000
can be further configured to present additional options based
on the stages selected. It can be understood that the system
1000 presented here 1s merely an example implementation
and that a wide variety of other implementations are pos-
sible.

In different implementations, the system 1000 can include
one or more end-user systems 1010. As shown 1n FIG. 10,
the end-user systems 1010 include a first end-user system
1012 for a first user 1014. The first end-user system 1012
includes a display device 1016 used 1n connection with an
application 1020 to display graphical elements generated by
a user 1mterface 1030 to the first user 1014. The first end-user
system 1012 also includes one or more input devices 1018
used to receive commands or other input from the user 1014,
from which the first end-user system 1012 1s configured to
generate corresponding user input 1040 for the application
1020. In the particular example 1illustrated in FIG. 10, the
end-user systems 1010 also include a second end-user
system 1013 for a second user 1015. The second end-user
system 1013 includes a display device 1017 and one or more
iput devices 1019, and 1s configured for use 1n connection
with the application 1020 much as described for the first
end-user system 1012. Each of the users (such as first user
1014 and second user 1015) of the application 1020 may be
associated with different user 1dentifiers, such as usernames
and/or numbers.

The user 1mterface 1030 1included 1n the application 1020
generates various graphical user interfaces for viewing and
editing an electronic document 1050. For example, the user
interface 1030 may be configured to generate the various
user interfaces described above in connection with FIGS.
1-9, mcluding but not limited to the menus, submenus,
options, sub-options, stage indicators, dialog boxes, and
other mput or presentation interfaces. In addition, the user
interface 1030 may be configured to generate the user
interfaces described further below with respect to FIGS.
11-14. The user intertace 1030 includes a content element
display component 1032 (or “content display component™)
configured to display content elements 1052 included in the
clectronic document 1050. The user interface 1030 further
includes a content element selection component (“content
selection component™) 1034 configured to i1dentify at least
one selected content element 1035 from the content ele-
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ments 1052 in response to a content element selection iput
1044 included 1n the user input 1040. For example, the user
1014 may operate an input device 1014, such as a mouse, to
highlight the selected content element 1035, much as 1llus-
trated 1n connection with FIG. 2. The content display com-
ponent 1032 may be configured to graphically identity the
selected content element 10335 as having been selected.

The user interface 1030 also includes a worktlow stage
selection component (“stage selection component”) 1036
configured to display workilow stage options (“stage
options”) 1066 applicable to the selected worktlow stage
1037. The workflow stage selection component 1036 1s
invoked 1n response to a triggering event input 1042
detected by a triggering event detector 1022 included 1n the
application 1020. For example, the triggering event may be
a right-click mouse 1put, as described 1n connection with
FIG. 3. The workiflow stage selection component 1036 1s
configured to operate much as described in connection with
FIGS. 3 and 4, and 1dentifies a selected workilow stage 1037
in response to a stage selection imput 1046. In response to the
identification of the selected worktlow stage 1037, a work-
flow stage recorder 1024 included in the application 1020
records an association between the selected content element
1035 and the selected workilow stage 1037 as workilow
stage data 1054 for the electronic document 1050. The
resulting electronic document 1050 and/or recorded asso-
ciations may be stored to and retrieved from a document
storage 1070. The document storage 1070 can be located 1n
a network or cloud storage or locally on a client computing
device. In different implementations, the associations may
be stored within the file containing the electronic content, or
as a separate file or set of data that 1s linked to the electronic
content.

The content display component 1032 i1s configured to
display an indication that a displayed content element 1052
1s associated with corresponding worktlow stage data 1054.
For example, each of the worktlow stage options 1066 may
be associated with a respective one of workilow stage
indicators 1064, which each identity how the content ele-
ment display component 1032 should depict an association
between a content element 1052 and one of the worktlow
stage options 1066. The worktlow stage indicators 1064 may
identify colors or 1images used for displaying an association
ol a content element with each of the worktlow stage options
1066.

In some 1mplementations, display of a content element
1052 by the content display component 1032 may further be
allected by workilow stage policies 1062 associated with
one or more ol the workilow stage options 1066. For
example, as discussed above with respect to FIGS. 6-9, some
workilow stages can be further associated with specific
access policies. In one implementation, the application of a
workilow stage to a content element by one user of a
collaborative document will automatically reduce access to
the particular content element to one or more other users.
Some types of access that can be automatically modified by
association of a worktlow stage to a content element 1include
restricting viewing access ol the content element to a single
user or to fewer than all of the users in the collaborative
group; restricting editing access of the content element to
only a single user or to fewer than all of the users 1n the
collaborative group; modifying viewing access so that all
changes being made by the user responsible for tagging the
content element (the *“tagger”) are not apparent until the
tagger removes the tag for the worktlow stage; and/or
moditying editing access such that edits made to the content
clement by a non-tagger are automatically removed and

10

15

20

25

30

35

40

45

50

55

60

65

18

stored 1n a copy of the content element and presented as a
suggestion or direct message to the tagger.

It should be understood that the foregoing is just one
example implementation of a collaborative document tag-
ging system in which actions with respect to electronic
documents and actions related to worktlow stages for spe-
cific pieces ol content are stored, in a way that relates the
associations to the electronic document. Other implementa-
tions of such systems will vary at least in the type of data
stored, 1n the manner in which such data 1s stored, and 1n
how such data 1s collected from end user applications.

Thus, 1n different implementations, the diagram presented
in FIG. 10 can include additional components and modules
that are not shown here. For example, the end-user systems
may be understood to include an operating system config-
ured to help manage communications between various com-
ponents 1n system 1000. Similarly, the application 1020 can
include provisions for storing, retrieving, and receiving
associations between workilow stages and content elements,
as well as determining the occurrence of a triggering event,
executing 1nstructions, displaying various Uls. In other
implementations, the architecture described herein may
vary. For example, 1n some implementations, a trigger
determination module or trigger event detector may be
independent of the application 1020

In different implementations, the system may also include
provisions for directly interacting with tagged or untagged
content elements. As noted above, the Suggest option can be
configured to provide users with a mechanism of adding
comments, notes, 1deas, or other information and associating
this information with the content element so that the sug-
gestion 1s available and/or displayed with the content ele-
ment when the content element 1s viewed. In the sequence
of FIGS. 11-13, an example of this mechanism is presented.

Referring first to FIG. 11, when a user interacts with the
first content 250 and/or the first submenu 330 1s displayed
(see FIGS. 2-4), a user may be oflered content sub-options
360 associated with the content option 320. In FIG. 11, 1t can
be seen that the second sub-option 364 1dentified as “Sug-
gest” has been selected, resulting 1n the display of a fourth
submenu 1130 that offers a plurality of suggest sub-options
1160. In this example, the suggest sub-options 1160 include
a ninth sub-option 1162 (“Edits™), a tenth sub-option 1164
(“Private Message Group Member™), an eleventh sub-option
1166 (*“Start Group Chat”), and a twelfth sub-option 1168
(“Settings™). In other implementations, there may be fewer
or greater number of sub-options, and/or the sub-options
made available may differ from those shown here. In other
implementations, any other alphanumeric text or graphics
may be displayed 1n conjunction with the selection.

In some i1mplementations, as shown i FIG. 11, each
suggest sub-option can be displayed with an 1con that can
permit a user to quickly identity the category or task and/or
the Tunction of the option. In one implementation, a suggest
sub-option may be oflered that was previously inputted,
added, or otherwise customized by a user. For example, a
user may have previously accessed the Settings options for
the Collaboration Tools, and manually entered and/or added
various suggest options, such as an option labeled “Insert
Retferences” configured to open another GUI that includes
fields for entry and/or storage of information necessary to
generate a reference citation. Other options could include
“Compare Changes” or “Dismiss Suggestion” or “Search
Online” or any other review, editing, or commenting option,
which can be presented as a suggest sub-option in the second
submenu 1130. Each option can also be customized to be
associated with specific policy settings, and/or one or more
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default policy settings. In some implementations, suggest
sub-options manually entered by a user can be added to a
directory of sub-options that can be stored or retained 1n
local or cloud storage, and can be offered as potential
choices during later worktlows.

Furthermore, 1n some implementations, the system can
include provisions for facilitating communication between
members as more directly related to a suggestion or com-
ment for a specific content element. Various options can be
offered, such as but not limited to the “Private Message
Group Member” or “Start Group Chat” options. In some
implementations, selection of these types of options can
generate a message that includes a link or automatic navi-
gation to the selected content element, thereby providing
context for the message. In some implementations, a direct
message option can be offered to a user. When the user
selects a communication-based option, they may be pre-
sented with a data entry box to mnput a message, or an email
window may open for transmission ol the message. The
message may be sent to all participants in the conversation,
or only selected participants. In addition, participants may
receive the selected content and/or suggested edits or com-
ments in the message(s), thereby simplitying and expediting,
the collaboration and review process.

In different implementations, the first application 210 can

present a mechanism through which the user can suggest
changes, additions, deletions, formatting, or other edits of
the selected content element. For example, the third dialog
1200 can include provisions for edits to a copy of the content
clement, where changes may be made tentatively or pre-
sented for review by others without direct interaction or
modification to the text in the document itself. In some
implementations, upon confirmation ol the edits, the
changes can be accepted and incorporated into the docu-
ment. Referring to FIG. 12, the suggest option labeled
“Edits” has been selected. In response, the system may
present a GUI, herein referred to as a third dialog window
(“t"lird dialog™) 1200.
In FIG. 12, the third dialog 1200 includes a main header
(“Suggest Edits”) 1202, a data entry box 1210, a first
interactive button (“Submit™) 1220, a second interactive
button (*Cancel”) 1230, and a third interactive button (*Add
Note™) 1240. In other implementations, one or more of these
aspects may be omitted, and/or additional aspects may be
included. For example, there may be fewer or greater
number of options, and/or the options made available may
differ from those shown here. In some 1implementations, any
other alphanumeric text or graphics may be displayed 1n
conjunction with the menu.

The main header 1202 can remind or notify the user which
option was selected, and/or 1dentily the general feature being
offered, though in other implementations, the main header
1202 can display any other data or information, or may not
be included. Adjacent to the main header 1202 1s a data entry
box 1210, configured to receive mput that can be associated
to the content element. In some 1mplementations, the data
entry box 1210 can include the text or data that 1s currently
included 1n the selected content element. For purposes of
brevity 1n FIG. 12, an ellipsis (. .. ) 1s shown to represent
the text of first content 250.

In the example of FIG. 12, the text that has been inputted
into data entry box 1210 1s being suggested as an additional
sentence, to follow the text currently included 1n the selected
content element. In this case, the entry 1s “In addition,
livestreaming provides a poweriul way to reach users in
real-time.” Once a user enters the desired suggestion, they
may select an interactive button (such as first interaction
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button 1210) to submit and store the information, press
Enter, or otherwise save the information. The suggestion
may be sent to all participants 1n the conversation or only
selected participants (as per the default or custom settings),
and/or be presented with the content element when the
document 1s viewed. If a user no longer wishes to make a
suggestion, they may select a button such as second inter-
active button 1230 and cancel the selection and/or close the
dialog window.

In some implementations, the system may further include
provisions to permit supplemental information to be asso-
ciated with a suggested edit. As an example, FIG. 13
illustrates a fourth dialog box (“fourth dialog™) 1300, dis-
played 1n response to selection of the third interactive button
1240 1n FIG. 12. In this case, the fourth dialog 1300 1s a GUI
offering a Comment or Follow Up note tool. Although the
particular settings or functions offered by the fourth dialog
1300 can vary, generally the fourth dialog 1300 in FIG. 13
can be understood to provide a means of adding notes, 1deas,
reasons, references, messages, or other mnformation directly
associated with the edit suggestion entered via the previous
GUI.

In FIG. 13, the fourth dialog 1300 includes a tool header
1302 (*Suggest Edits—Note™), a data entry box 1310, a first
interactive button 1320, and a second interactive button
1330. In other implementations, one or more of these aspects
may be omitted, and/or additional aspects may be included.
For example, there may be fewer or greater number of
options, and/or the options made available may differ from
those shown here. In some implementations, any other
alphanumeric text or graphics may be displayed 1n conjunc-
tion with the menu.

As an example, the tool header 1302 can announce or
identily the general feature being offered. In this case, the
tool header 1302 asks “Want to provide any additional
information?” though in other implementations, the tool
header 1302 can display any other data or information.
Adjacent to the tool header 1302 is the data entry box 1310,
configured to receive iput that can be associated to the
suggestion now coupled with the content element. In FIG.
13, the example 1input 1s “It seems like “livestreaming™ 1s a
more modern communication mechanism. Let me know
what you think.” Once a user enters the desired information,
they may select an interactive button (such as first interac-
tion button 1320) to submit and store the information, press
Enter, or otherwise save the information. The comment or
message may be sent to all participants 1n the conversation
or only selected participants (as per the default or custom
settings), and/or be presented with the content element when
the document 1s viewed. In addition, 1f a user no longer
wishes to add additional information or make any changes,
they may select a button such as second interactive button
1330 and cancel the selection and/or close the dialog win-
dow.

Retferring now to FIG. 14, a flow chart illustrating an
implementation of a method 1400 of tagging specific content
in electronic content associated with an application 1is
depicted. In the example of FIG. 14, 1t 1s seen that a first step
1410 includes determining (during use of the application)
that a first triggering event has occurred for a first content
clement, where the first content element includes a portion
of the electronic content. A second step 1420 includes (in
response to the determination that the first triggering event
has occurred) causing the application to present a first user
interface element including a plurality of worktlow stage
options. In this case, the plurality of worktlow stage options
include a first worktlow stage. In a third step 1430, a first
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user input may be received that indicates a selection of the
first workflow stage. A fourth step 1440 includes (in
response to recerving the first user mput) recording an
association between the first worktlow stage and the first
content element. A fifth step 1450 includes determining that
the first workilow stage 1s associated with the first content
clement. In a sixth step 1460, the method imnvolves display-
ing a {irst indicator corresponding to the first workilow stage
when information regarding or associated with the first
content element 1s being accessed (in response to the deter-
mination that the first workflow stage 1s associated with the
first content element).

In other implementations, additional steps may be
included. For example, in cases where the first user input 1s
received from a first user, another step may mclude reducing
access to a second user to the first content element 1n
response to the determination that the first workflow stage 1s
associated with the first content element. The method may
turther 1include storing information associated with a user’s
credentials. This can be used in generating a user listing
and/or for filtering or sorting during a search for specific
content, stages, users, and other data. In some 1implementa-
tions, the method can include receiving a second user input
indicating a selection of the first indicator, and in response
to recerving the second user mnput, causing the application to
invoke a second user intertace element presenting at least a
first option. In cases where the first option includes a third
user interface element presenting an editable copy of the first
content element (see FIG. 12), the method further can also
include receiving a third user input in which the copy of the
first content element 1s modified, and 1n response to receiv-
ing the third user iput, recording an association between the
third user mput and the first content element. Furthermore,
a second indicator can then be displayed corresponding to
the third user mput whenever the first indicator 1s being
displayed.

In different implementations, other steps can be included.
For example, in cases where the first option includes a third
user mnterface element that 1s configured to receive addi-
tional information to be associated with the first worktlow
stage (see FIG. 8), the method can include receiving a third
user mput through the third user interface element, and in
response to receirving the third user input, associating the
third user iput with the first workflow stage. A second
indicator can then be displayed corresponding to the third
user mput whenever the first indicator 1s being displayed. In
other implementations, the method includes receiving a third
user input indicating a selection of the first option, the first
option including a second workilow stage that differs from
the first workilow stage, and replacing the first workflow
stage with the second workilow stage, allowing users to
update their progress on a piece of content that had been
previously assigned a stage. In one implementation, the
method can involve determining that the second workflow
stage 1s associated with the first content element, and dis-
playing a second indicator corresponding to the second
worktlow stage when information about or associated with
the first content element 1s being accessed 1n response to the
determination that the second workflow stage 1s associated
with the first content element.

In some 1mplementations, the method may 1nclude deter-
mimng, during use of the application, that a second trigger-
ing event has occurred for a second content element, the
second content element including a portion of the electronic
content, and 1n response to the determination that the second
triggering event has occurred, causing the application to
present the first user interface element including the plurality
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of workilow stage options, where the plurality of worktlow
stage options includes a second worktlow stage. The system
can then receive a second user input indicating a selection of
the second worktlow stage, and 1n response to receiving the
second user mput, record an association between the second
workilow stage and the second content element. Further-
more, there may be a determination that the second work-
flow stage 1s associated with the second content element,
leading to a display of a second indicator corresponding to
the second workflow stage when information about or
associated with the second content element 1s being accessed
in response to the determination that the second worktlow
stage 1s associated with the second content element.

In another example, where the first option includes a
second user interface element configured to receive infor-
mation speciiying a limited a period of time 1n which the
first indicator will be displayed, the method can include
receiving a third user mput specifying the period of time,
and 1n response to recerving the third user input, associating
the period of time with the first indicator (see FIG. 8). In this
case, the first indicator can be displayed when information
about or associated with the first content element 1s being
accessed but only during the specified period of time. Other
steps and features described herein may also be included 1n
the method 1n different implementations, and 1n some 1mple-
mentations, certain steps may be omitted.

As noted previously, the ability to provide one or more
users a mechanism by which to mark or indicate specific
pieces ol electronic content with stages (including, but not
limited to, working privately, in-progress, ready for feed-
back, finalized, suggested, etc.) rather than the entire docu-
ment or file can significantly improve workflow efliciency.
In addition, by enabling specific worktlow actions or modes
based on the selected stage, users are given greater tlexibility
in their work. For example, 11 a user marks a piece of content
as ‘working privately’ other users may not be able to make
changes or see updates until the user removes the stage
indication and/or re-classifies the content as being 1n a
different stage. This type of access management can help a
user feel more comiortable 1n the development of their
content, and/or reduce the possibility of other users inter-
fering with the user’s work on a specific portion of the
document. The system also allows users to provide addi-
tional context or imitiate a chat or online conversation as to
why a specific content element 1s in a current stage, as well
as to provide worktlow stage updates 1n a quick, simple, and
ellective manner.

The detailed examples of systems, devices, and tech-
niques described 1n connection with FIGS. 1-14 are pre-
sented herein for 1llustration of the disclosure and 1ts ben-
efits. Such examples of use should not be construed to be
limitations on the logical process implementations of the
disclosure, nor should variations of user intertace methods
from those described herein be considered outside the scope
of the present disclosure. In some implementations, various
teatures described 1n FIGS. 1-14 are implemented 1n respec-
tive modules, which may also be referred to as, and/or
include, logic, components, units, and/or mechanisms. Mod-
ules may constitute either software modules (for example,
code embodied on a machine-readable medium) or hardware
modules.

In some examples, a hardware module may be 1mple-
mented mechanically, electronically, or with any suitable
combination thereof. For example, a hardware module may
include dedicated circuitry or logic that 1s configured to
perform certain operations. For example, a hardware module
may include a special-purpose processor, such as a field-
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programmable gate array (FPGA) or an Application Specific
Integrated Circuit (ASIC). A hardware module may also
include programmable logic or circuitry that 1s temporarily
configured by software to perform certain operations, and
may include a portion of machine-readable medium data
and/or 1nstructions for such configuration. For example, a
hardware module may include software encompassed within
a programmable processor configured to execute a set of
software mnstructions. It will be appreciated that the decision
to implement a hardware module mechanically, 1n dedicated
and permanently configured circuitry, or in temporarily
configured circuitry (for example, configured by software)
may be driven by cost, time, support, and engineering
considerations.

Accordingly, the phrase “hardware module” should be
understood to encompass a tangible entity capable of per-
forming certain operations and may be configured or
arranged 1n a certain physical manner, be that an entity that
1s physically constructed, permanently configured (for
example, hardwired), and/or temporarily configured (for
example, programmed) to operate 1n a certain manner or to
perform certain operations described herein. As used herein,
“hardware-implemented module” refers to a hardware mod-
ule. Considering examples 1n which hardware modules are
temporarily configured (for example, programmed), each of
the hardware modules need not be configured or instantiated
at any one 1nstance in time. For example, where a hardware
module includes a programmable processor configured by
soltware to become a special-purpose processor, the pro-
grammable processor may be configured as respectively
different special-purpose processors (for example, including
different hardware modules) at different times. Software
may accordingly configure a particular processor or proces-
sors, for example, to constitute a particular hardware module
at one 1nstance of time and to constitute a different hardware
module at a different instance of time. A hardware module
implemented using one or more processors may be referred
to as being “processor implemented” or “computer 1mple-
mented.”

Hardware modules can provide information to, and
recetve information from, other hardware modules. Accord-
ingly, the described hardware modules may be regarded as
being communicatively coupled. Where multiple hardware
modules exist contemporaneously, communications may be
achieved through signal transmission (for example, over
appropriate circuits and buses) between or among two or
more of the hardware modules. In implementations 1n which
multiple hardware modules are configured or instantiated at
different times, communications between such hardware
modules may be achieved, for example, through the storage
and retrieval of information 1n memory devices to which the
multiple hardware modules have access. For example, one
hardware module may perform an operation and store the
output 1n a memory device, and another hardware module
may then access the memory device to retrieve and process
the stored output.

In some examples, at least some of the operations of a
method may be performed by one or more processors or
processor-implemented modules. Moreover, the one or more
processors may also operate to support performance of the
relevant operations in a “cloud computing” environment or
as a “software as a service” (SaaS). For example, at least
some of the operations may be performed by, and/or among,
multiple computers (as examples of machines including
processors), with these operations being accessible via a
network (for example, the Internet) and/or via one or more
software interfaces (for example, an application program
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interface (API)). The performance of certain of the opera-
tions may be distributed among the processors, not only
residing within a single machine, but deployed across a
number of machines. Processors or processor-implemented
modules may be located 1n a single geographic location (for
example, within a home or oflice environment, or a server
farm), or may be distributed across multiple geographic
locations.

FIG. 15 1s a block diagram 1500 illustrating an example
soltware architecture 1502, various portions of which may
be used 1n conjunction with various hardware architectures
herein described, which may implement any of the above-
described features. FIG. 15 1s a non-limiting example of a
soltware architecture and 1t will be appreciated that many
other architectures may be implemented to facilitate the
functionality described herein. The software architecture
1502 may execute on hardware such as a machine 1000 of
FIG. 10 that includes, among other things, document storage
1070, processors, memory, and input/output (I/O) compo-
nents. A representative hardware layer 1504 1s illustrated
and can represent, for example, the machine 1000 of FIG.
10. The representative hardware layer 1504 includes a
processing unit 1506 and associated executable instructions
1508. The executable 1nstructions 1508 represent executable
instructions of the software architecture 1502, including
implementation of the methods, modules and so forth
described herein. The hardware layer 1504 also includes a
memory/storage 1510, which also includes the executable
instructions 1508 and accompanying data. The hardware
layer 1504 may also include other hardware modules 1512.
Instructions 1508 held by processing unit 1508 may be
portions of instructions 1508 held by the memory/storage
1510.

The example software architecture 1502 may be concep-
tualized as layers, each providing various functionality. For
example, the software architecture 1502 may include layers
and components such as an operating system (OS) 1514,
libraries 1516, frameworks 1518, applications 1520, and a
presentation layer 1544. Operationally, the applications
1520 and/or other components within the layers may invoke
API calls 1524 to other layers and receive corresponding
results 1526. The layers illustrated are representative in
nature and other soiftware architectures may include addi-
tional or different layers. For example, some mobile or
special purpose operating systems may not provide the
frameworks/middleware 1518.

The OS 1514 may manage hardware resources and pro-
vide common services. The OS 1514 may include, for
example, a kernel 1528, services 1530, and drivers 1532.
The kernel 1528 may act as an abstraction layer between the
hardware layer 1504 and other software layers. For example,
the kernel 1528 may be responsible for memory manage-
ment, processor management (for example, scheduling),
component management, networking, security settings, and
so on. The services 1530 may provide other common
services for the other software layers. The drivers 1532 may
be responsible for controlling or interfacing with the under-
lying hardware layer 1504. For instance, the drivers 1532
may include display drivers, camera drivers, memory/stor-
age drivers, peripheral device drivers (for example, via
Universal Serial Bus (USB)), network and/or wireless com-
munication drivers, audio drivers, and so forth depending on
the hardware and/or software configuration.

The libraries 1516 may provide a common infrastructure
that may be used by the applications 1520 and/or other
components and/or layers. The libraries 1516 typically pro-
vide functionality for use by other software modules to
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perform tasks, rather than rather than interacting directly
with the OS 1514. The libraries 1516 may include system
libraries 1534 (for example, C standard library) that may
provide functions such as memory allocation, string manipu-
lation, file operations. In addition, the libraries 1516 may
include API libraries 1536 such as media libraries (for
example, supporting presentation and manipulation of
image, sound, and/or video data formats), graphics libraries
(for example, an OpenGL library for rendering 2D and 3D
graphics on a display), database libraries (for example,
SQLite or other relational database functions), and web
libraries (for example, WebKit that may provide web brows-
ing functionality). The libraries 1516 may also include a
wide variety of other libraries 1538 to provide many func-
tions for applications 1520 and other software modules.

The frameworks 1518 (also sometimes referred to as
middleware) provide a higher-level common infrastructure
that may be used by the applications 1520 and/or other
soltware modules. For example, the frameworks 1518 may
provide various graphic user interface (GUI) functions,
high-level resource management, or high-level location ser-
vices. The frameworks 1518 may provide a broad spectrum
of other APIs for applications 1520 and/or other software
modules.

The applications 1520 include built-in applications 1540
and/or third-party applications 1542. Examples of built-in
applications 1540 may include, but are not limited to, a
contacts application, a browser application, a location appli-
cation, a media application, a messaging application, and/or
a game application. Third-party applications 1542 may
include any applications developed by an entity other than
the vendor of the particular platform. The applications 1520
may use functions available via OS 1514, libraries 1516,
frameworks 1518, and presentation layer 1544 to create user
interfaces to interact with users.

Some software architectures use virtual machines, as
illustrated by a virtual machine 1548. The virtual machine
1548 provides an execution environment where applica-
tions/modules can execute as 1f they were executing on a
hardware machine (such as the machine 1000 of FIG. 10, for
example). The virtual machine 1548 may be hosted by a host
OS (for example, OS 1514) or hypervisor, and may have a
virtual machine monitor 1546 which manages operation of
the virtual machine 1548 and interoperation with the host
operating system. A software architecture, which may be
different from soitware architecture 1502 outside of the
virtual machine, executes within the virtual machine 1548
such as an OS 1550, libraries 1552, frameworks 1554,
applications 1556, and/or a presentation layer 1558.

FIG. 16 1s a block diagram 1llustrating components of an
example machine 1600 configured to read 1nstructions from
a machine-readable medium (for example, a machine-read-
able storage medium) and perform any of the features
described herein. The example machine 1600 1s 1n a form of
a computer system, within which instructions 1616 (for
example, 1n the form of solftware components) for causing
the machine 1600 to perform any of the features described
herein may be executed. As such, the instructions 1616 may
be used to mmplement modules or components described
herein. The 1nstructions 1616 cause unprogrammed and/or
unconfigured machine 1600 to operate as a particular
machine configured to carry out the described features. The
machine 1600 may be configured to operate as a standalone
device or may be coupled (for example, networked) to other
machines. In a networked deployment, the machine 1600
may operate i the capacity of a server machine or a client
machine 1n a server-client network environment, or as a
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node 1n a peer-to-peer or distributed network environment.
Machine 1600 may be embodied as, for example, a server
computer, a client computer, a personal computer (PC), a
tablet computer, a laptop computer, a netbook, a set-top box
(STB), a gaming and/or entertainment system, a smart
phone, a mobile device, a wearable device (for example, a
smart watch), and an Internet of Things (IoT) device.
Further, although only a single machine 1600 1s 1llustrated,
the term “machine” include a collection of machines that
individually or jointly execute the istructions 1616.

The machine 1600 may include processors 1610, memory
1630, and I/O components 1650, which may be communi-
catively coupled via, for example, a bus 1602. The bus 1602
may include multiple buses coupling various elements of
machine 1600 via various bus technologies and protocols. In
an example, the processors 1610 (including, for example, a
central processing unit (CPU), a graphics processing unit
(GPU), a digital signal processor (DSP), an ASIC, or a
suitable combination thereof) may include one or more
processors 1612a to 1612x that may execute the instructions
1616 and process data. In some examples, one or more
processors 1610 may execute instructions provided or 1den-
tified by one or more other processors 1610. The term
“processor’” mcludes a multi-core processor including cores
that may execute instructions contemporaneously. Although
FIG. 16 shows multiple processors, the machine 1600 may
include a single processor with a single core, a single
processor with multiple cores (for example, a multi-core
processor), multiple processors each with a single core,
multiple processors each with multiple cores, or any com-
bination thereof. In some examples, the machine 1600 may
include multiple processors distributed among multiple
machines.

The memory/storage 1630 may include a main memory
1632, a static memory 1634, or other memory, and a storage
unit 1636, both accessible to the processors 1610 such as via
the bus 1602. The storage unit 1636 and memory 1632, 1634
store instructions 1616 embodying any one or more of the
functions described herein. The memory/storage 1630 may
also store temporary, intermediate, and/or long-term data for
processors 1610. The instructions 1616 may also reside,
completely or partially, within the memory 1632, 1634,
within the storage unit 1636, within at least one of the
processors 1610 (for example, within a command builer or
cache memory), within memory at least one of I/O compo-
nents 1650, or any suitable combination thereof, during
execution thereol. Accordingly, the memory 1632, 1634, the
storage unit 1636, memory in processors 1610, and memory
in I/O components 1650 are examples of machine-readable
media.

As used herein, “machine-readable medium™ refers to a
device able to temporarily or permanently store istructions
and data that cause machine 1600 to operate 1n a specific
fashion. The term ‘“machine-readable medium,” as used
herein, does not encompass transitory electrical or electro-
magnetic signals per se (such as on a carrier wave propa-
gating through a medium); the term “machine-readable
medium” may therefore be considered tangible and non-
transitory. Non-limiting examples of a non-transitory, tan-
gible machine-readable medium may include, but are not
limited to, nonvolatile memory (such as flash memory or
read-only memory (ROM)), volatile memory (such as a
static random-access memory (RAM) or a dynamic RAM),
bufler memory, cache memory, optical storage media, mag-
netic storage media and devices, network-accessible or
cloud storage, other types of storage, and/or any suitable
combination thereotf. The term “machine-readable medium”™
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applies to a single medium, or combination of multiple
media, used to store instructions (for example, mnstructions
1616) for execution by a machine 1600 such that the
instructions, when executed by one or more processors 1610
of the machine 1600, cause the machine 1600 to perform and
one or more of the features described herein. Accordingly, a
“machine-readable medium” may refer to a single storage
device, as well as “cloud-based™ storage systems or storage
networks that include multiple storage apparatus or devices.

The I/O components 1650 may include a wide variety of
hardware components adapted to receive input, provide
output, produce output, transmit information, exchange
information, capture measurements, and so on. The specific
I/O components 1650 included 1n a particular machine will
depend on the type and/or function of the machine. For
example, mobile devices such as mobile phones may 1include
a touch mput device, whereas a headless server or IoT device
may not include such a touch put device. The particular
examples of I/O components illustrated 1n FIG. 16 are in no
way limiting, and other types of components may be
included in machine 1600. The grouping of I/O components
1650 are merely for simplifying this discussion, and the
grouping 1s in no way limiting. In various examples, the 1/0
components 1650 may include user output components 1652
and user mput components 1654. User output components
1652 may include, for example, display components for
displaying information (for example, a liquid crystal display
(LCD) or a projector), acoustic components (for example,
speakers), haptic components (for example, a vibratory
motor or force-feedback device), and/or other signal gen-
crators. User mput components 1654 may include, for
example, alphanumeric input components (for example, a
keyboard or a touch screen), pointing components (for
example, a mouse device, a touchpad, or another pointing
instrument), and/or tactile mnput components (for example, a
physical button or a touch screen that provides location
and/or force of touches or touch gestures) configured for
receiving various user mputs, such as user commands and/or
selections.

In some examples, the I/O components 1650 may include
biometric components 1656 and/or position components
1662, among a wide array of other environmental sensor
components. The biometric components 1656 may include,
for example, components to detect body expressions (for
example, facial expressions, vocal expressions, hand or
body gestures, or eye tracking), measure biosignals (for
example, heart rate or brain waves), and identily a person
(for example, via voice-, retina-, and/or facial-based 1den-
tification). The position components 1662 may include, for
example, location sensors (for example, a Global Position
System (GPS) receiver), altitude sensors (for example, an air
pressure sensor from which altitude may be derived), and/or
orientation sensors (for example, magnetometers).

The I/O components 1650 may include communication
components 1664, implementing a wide variety of technolo-
gies operable to couple the machine 1600 to network(s)
1670 and/or device(s) 1680 via respective communicative
couplings 1672 and 1682. The communication components
1664 may include one or more network interface compo-
nents or other suitable devices to interface with the
network(s) 1670. The communication components 1664
may include, for example, components adapted to provide
wired communication, wireless communication, cellular
communication, Near Field Communication (NFC), Blu-
etooth communication, Wi-Fi1, and/or communication via
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other modalities. The device(s) 1680 may include other
machines or various peripheral devices (for example,
coupled via USB).

In some examples, the communication components 1664
may detect i1dentifiers or include components adapted to
detect 1dentifiers. For example, the communication compo-
nents 1664 may include Radio Frequency Identification
(RFID) tag readers, NFC detectors, optical sensors (for
example, one- or multi-dimensional bar codes, or other
optical codes), and/or acoustic detectors (for example,
microphones to identily tagged audio signals). In some
examples, location information may be determined based on
information from the communication components 1662,
such as, but not limited to, geo-location via Internet Protocol
(IP) address, location via Wi-Fi, cellular, NFC, Bluetooth, or
other wireless station 1dentification and/or signal triangula-
tion.

Furthermore, implementations of the present disclosure
can make use of any of the features, systems, components,
devices, and methods described in U.S. Patent Publication
Number 2018/0123815 to Milvaney et al., published May 3,
2018 and titled “Managing Notifications Related to Collab-
oratively Edited Electronic Documents Based on User
Roles,” the disclosure of which 1s herein incorporated by
reference in 1ts entirety. Other implementations may make

use of the {features, systems, components, devices, and
methods described 1n U.S. Patent Publication Number 2017/

0177182 to Wong et al., published Jun. 22, 2017, and titled
“While You Were Away Expernience”, U.S. patent applica-
tion Ser. No. 15/582,598 to Milvaney et al., filed on Apr. 28,
2017, and titled “Managing Changes Since Last Access For
Each User For Collaboratively Edited Electronic Docu-
ments”, and U.S. patent application Ser. No. 15/893,329 to
Milvaney et al., filed Feb. 9, 2018 and titled “Selective User
Notification of Actions Taken to Content by Other Users”
cach of these applications being herein incorporated by
reference in their entirety.

While various implementations have been described, the
description 1s intended to be exemplary, rather than limiting,
and 1t 1s understood that many more implementations and
implementations are possible that are within the scope of the
implementations. Although many possible combinations of
features are shown in the accompanying figures and dis-
cussed 1n this detailed description, many other combinations
of the disclosed features are possible. Any feature of any
implementation may be used 1 combination with or sub-
stituted for any other feature or eclement in any other
implementation unless specifically restricted. Therefore, 1t
will be understood that any of the features shown and/or
discussed 1n the present disclosure may be implemented
together 1n any suitable combination. Accordingly, the
implementations are not to be restricted except 1n light of the
attached claims and their equivalents. Also, various modi-
fications and changes may be made within the scope of the
attached claims.

While the foregoing has described what are considered to
be the best mode and/or other examples, 1t 1s understood that
vartous modifications may be made therein and that the
subject matter disclosed herein may be implemented 1n
various forms and examples, and that the teachings may be
applied in numerous applications, only some of which have
been described herein. It 1s intended by the following claims
to claim any and all applications, modifications and varia-
tions that fall within the true scope of the present teachings.

Unless otherwise stated, all measurements, values, rat-
ings, positions, magnitudes, sizes, and other specifications
that are set forth 1n this specification, including 1n the claims
that follow, are approximate, not exact. They are intended to
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have a reasonable range that 1s consistent with the functions
to which they relate and with what 1s customary 1n the art to
which they pertain.

The scope of protection 1s limited solely by the claims that
now follow. That scope 1s intended and should be interpreted
to be as broad as 1s consistent with the ordinary meaning of
the language that 1s used in the claims when interpreted in
light of this specification and the prosecution history that
follows and to encompass all structural and functional
equivalents. Notwithstanding, none of the claims are
intended to embrace subject matter that fails to satisiy the
requirement of Sections 101, 102, or 103 of the Patent Act,
nor should they be interpreted in such a way. Any unin-
tended embracement of such subject matter 1s hereby dis-
claimed.

Except as stated immediately above, nothing that has been
stated or illustrated 1s intended or should be interpreted to
cause a dedication of any component, step, feature, object,
benelit, advantage, or equivalent to the public, regardless of
whether 1t 1s or 1s not recited in the claims.

It will be understood that the terms and expressions used
herein have the ordinary meaning as i1s accorded to such
terms and expressions with respect to their corresponding
respective areas of inquiry and study except where specific
meanings have otherwise been set forth herein. Relational
terms such as first and second and the like may be used
solely to distinguish one enfity or action from another
without necessarily requiring or implying any actual such
relationship or order between such entities or actions. The
terms “‘comprises,” “‘comprising,” or any other variation
thereotl, are intended to cover a non-exclusive inclusion,
such that a process, method, article, or apparatus that com-
prises a list of elements does not include only those elements
but may include other elements not expressly listed or
inherent to such process, method, article, or apparatus. An
clement proceeded by “a” or “an” does not, without further
constraints, preclude the existence of additional identical
clements 1n the process, method, article, or apparatus that
comprises the element.

The Abstract of the Disclosure 1s provided to allow the
reader to quickly ascertain the nature of the technical dis-
closure. It 1s submitted with the understanding that 1t will not
be used to interpret or limit the scope or meaning of the
claims. In addition, 1n the foregoing Detailed Description, 1t
can be seen that various features are grouped together 1n
various examples for the purpose of streamlining the dis-
closure. This method of disclosure 1s not to be interpreted as
reflecting an intention that the claims require more features
than are expressly recited in each claim. Rather, as the
tollowing claims reflect, inventive subject matter lies in less
than all features of a single disclosed example. Thus the
tollowing claims are hereby incorporated into the Detailed
Description, with each claim standing on 1ts own as a
separately claimed subject matter.

What 1s claimed 1s:

1. A system for tagging of specific content in electronic
content associated with an application, the system compris-
ng:

one or more processors; and

one or more non-transitory computer readable media

including 1nstructions which, when executed by the one

Or more processors, cause the one or more processors

to:

automatically analyze an electronic document compris-
ing a plurality of content elements using a machine
learning algorithm, wherein each content element
includes a portion of the electronic content that 1s
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less than an entirety of the electronic document,
wherein the machine learning algorithm 1s config-
ured to receive the electronic document as an nput,
to analyze the plurality of content elements, and to
output a plurality of first workilow stages, and
wherein each of the plurality of first workilow stages
1s associated with a respective content element of the
plurality of content elements;

automatically record an association between each of the
plurality of first worktlow stages with the respective
content elements by adding the association to the
electronic document;

receive, from a first computing device, first user input
responsive to a first user selecting a first content
clement of a plurality of content elements of an
clectronic document 1n the application;

determine, responsive to the first user mput, that a first
triggering event has occurred for the first content
clement by detecting a pattern of usage by the first
user based on the first user 1nput;

cause, 1n response to the determination that the first
triggering event has occurred, the application to
present on a display of the first computing device of
the first user, a first user mterface element including
a plurality of worktlow stage options, the plurality of
worktlow stage options including a first workflow
stage:

receive, from the first computing device, a second user
input indicating a selection of the first workflow
stage:

record, in response to recerving the second user input,
an updated association between the first workilow
stage and the first content element by automatically
updating the association to the electronic document;
and

cause the application to display, on a second computing
device, a first indicator corresponding to the first
worktlow stage responsive to the first content ele-
ment being accessed on the second computing device
subsequent to recording the association between the
first worktlow stage 1s associated with the first con-
tent element.

2. The system of claim 1, wherein:

the 1nstructions turther cause the one or more processors

to:

reduce access by a second user to the first content
clement 1n response to the determination that the first
workilow stage 1s associated with the first content
clement.

3. The system of claim 1, wherein the 1nstructions further
cause the one or more processors to store information
associated with a user’s credentials.

4. The system of claim 1, wherein the 1nstructions further
cause the one or more processors to:

recetve a third user input indicating a selection of the first

indicator; and

cause, 1n response to receiving the third user input, the

application to invoke a second user interface element
presenting at least a first option.

5. The system of claim 4, wherein:

the first option includes a third user interface element

presenting an editable copy of the first content element;
and

the instructions further cause the one or more processors

to:
receive a fourth user input 1n which the copy of the first
content element 1s modified;
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record, 1n response to receiving the fourth user mput, an
association between the fourth user mnput and the first
content element; and
display a second indicator corresponding to the fourth
user input when the first indicator 1s being displayed.
6. The system of claim 4, wherein:
the first option includes a third user interface element
configured to receive additional information to be asso-
ciated with the first workflow stage; and
the instructions further cause the one or more processors
to:
receive a fourth user input through the third user
interface element;
associate, 1n response to recerving the fourth user input,
the fourth user input with the first workilow stage;
and
display a second indicator corresponding to the fourth
user input when the first indicator 1s being displayed.
7. The system of claim 4, wherein the 1nstructions further
cause the one or more processors to:
receive a fourth user input indicating a selection of the
first option, the first option including a second work-
flow stage that differs from the first workflow stage; and
replace the first workilow stage with the second worktlow
stage.
8. The system of claim 7, wherein the instructions further
cause the one or more processors to:
determine that the second worktlow stage i1s associated
with the first content element; and
cause the application to display a second indicator corre-
sponding to the second worktlow stage when informa-
tion regarding the first content element i1s being
accessed 1n response to the determination that the
second workflow stage 1s associated with the first
content element.
9. The system of claim 1, wherein the instructions further
cause the one or more processors to:
determine, during use of the application, that a second
triggering event has occurred for a second content
clement, the second content element including a por-
tion of the electronic content;
cause, 1n response to the determination that the second
triggering event has occurred, the application to present
the first user interface element including the plurality of
worktlow stage options, the plurality of worktlow stage
options including a second worktlow stage;
receive a third user mput indicating a selection of the
second workflow stage;
record, 1n response to receiving the third user nput, an
association between the second worktlow stage and the
second content element;
determine that the second workilow stage 1s associated
with the second content element:; and
cause the application to display a second indicator corre-
sponding to the second workilow stage when 1informa-
tion regarding the second content element 1s being
accessed 1n response to the determination that the
second workilow stage 1s associated with the second
content element.
10. The system of claim 4, wherein:

the first option 1ncludes a second user interface element
configured to receive iformation specifying a limited
period of time during which the first indicator will be
displayed; and
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the instructions turther cause the one or more processors
to:
receive a fourth user mput specifying the period of
time;
associate, 1n response to recerving the fourth user input,
the period of time with the first indicator; and
cause the application to display the first indicator when
information regarding the first content element 1s
accessed during the specified period of time.
11. A method executed on one or more computing devices
to tag specific content 1n electronic content associated with
an application, the method comprising:
automatically analyzing an electronic document compris-
ing a plurality of content elements using a machine
learning algorithm, wherein each content element
includes a portion of the electronic content that 1s less
than an entirety of the electronic document, wherein the
machine learning algorithm 1s configured to receive the
clectronic document as an nput, to analyze the plural-
ity of content elements, and to output a plurality of first
workilow stages, and wherein each of the plurality of
first workflow stages 1s associated with a respective
content element of the plurality of content elements;

automatically recording an association between each of
the plurality of first workflow stages with the respective
content elements by adding the association to the
electronic document;

recerving, from a first computing device, first user input

responsive to a first user selecting a {first content
clement of a plurality of content elements of an elec-
tronic document 1n the application;

determining, responsive to the first user input, that a first

triggering event has occurred for the first content
clement by detecting a pattern of usage by the first user
based on the first user mput;

causing, in response to the determination that the first

triggering event has occurred, the application to pres-
ent, on a display of the first computing device of the
first user, a first user interface element including a
plurality of workilow stage options, the plurality of
worktlow stage options including a first worktlow
stage:

recerving, from the first computing device, a second user

input indicating a selection of the first workflow stage;
recording, 1n response to recerving the second user mnput,
an updated association between the first workilow stage
and the first content element by automatically updating
the association to the electronic document; and
causing the application to display, on a second computing,
device, a first indicator corresponding to the first work-
flow stage responsive to the first content element being
accessed on the second computing device subsequent to
recording the association between the first worktlow
stage 1s associated with the first content element.

12. The method of claim 11, wherein:

the method further comprises:

reducing access to a second user to the first content
clement 1n response to the determination that the first
workilow stage 1s associated with the first content
clement.

13. The method of claim 11, further comprising storing
information associated with a user’s credentials.

14. The method of claim 11, further comprising:
recerving a third user mput indicating a selection of the
first indicator; and
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causing, in response to receiving the third user iput, the
application to 1nvoke a second user interface element
presenting at least a first option.
15. The method of claim 14, wherein:
the first option includes a third user interface element
presenting an editable copy of the first content element;
and
the method further comprises:
receiving a fourth user mput 1 which the copy of the
first content element 1s modified:
recording, in response to receiwving the fourth user
input, an association between the fourth user input
and the first content element; and
displaying a second indicator corresponding to the
fourth user input when the first indicator 1s being
displayed.
16. The method of claim 14, wherein:
the first option includes a third user interface element
configured to recerve additional information to be asso-
ciated with the first workflow stage; and
the method further comprises:
receiving a fourth user input through the third user
interface element;
associating, in response to recerving the fourth user
input, the fourth user mput with the first worktlow
stage; and
displaying a second indicator corresponding to the
fourth user input when the first indicator 1s being
displayed.
17. The method of claim 14, further comprising:
receiving a fourth user mput indicating a selection of the
first option, the first option including a second work-
flow stage that differs from the first worktlow stage; and
replacing the first worktlow stage with the second work-
flow stage.
18. The method of claim 17, further comprising:
determining that the second worktlow stage 1s associated
with the first content element; and
causing the application to display a second indicator
corresponding to the second workflow stage when
information regarding the first content element 1s being
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accessed 1n response to the determination that the
second workilow stage 1s associated with the first
content element.

19. The method of claim 11, further comprising:

determiming, during use of the application, that a second
triggering event has occurred for a second content
clement, the second content element including a por-
tion of the electronic content;

causing, in response to the determination that the second
triggering event has occurred, the application to present
the first user interface element including the plurality of
worktlow stage options, the plurality of worktlow stage
options 1mcluding a second worktlow stage;

recetving a third user mput indicating a selection of the
second workflow stage;

recording, 1n response to receiving the third user input, an
association between the second workflow stage and the
second content element;

determining that the second workilow stage 1s associated
with the second content element; and

causing the application to display a second indicator
corresponding to the second worktlow stage when
information regarding the second content element is
being accessed 1n response to the determination that the

second workflow stage 1s associated with the second
content element.
20. The method of claim 14, wherein:
the first option includes a second user interface element
configured to recerve information specilying a limited
a period of time 1 which the first indicator will be
displayed; and
the method further comprises:
receiving a fourth user mput specifying the period of
time;
in response to receiving the fourth user mput, associ-
ating the period of time with the first indicator; and
causing the application to display the first indicator
when imnformation regarding the first content element
1s being accessed during the specified period of time.
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