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TRAFFIC STEERING FOR STATELESS
PACKETS OVER MULTIPATH NETWORKS

BACKGROUND

Many technologies are available to provide network con-
nectivity to user equipment (UE) or customer premises
equipment (CPE). Wireline connectivity 1s provided using
digital subscriber line (DSL) connectivity, cable modems
that implement data over cable service interface specifica-
tion (DOCSIS), and the like. Wireless connectivity 1s pro-
vided using standards defined by the Third Generation
Partnership Project (3GPP) such as Long Term Evolution
(LTE) to support communication 1n licensed or unlicensed
frequency bands, standards defined by the IEEE to support
communication in unlicensed frequency bands such as Wi-Fi
in a wireless local area network (WL AN), satellite links, and
the like. A single CPE can therefore access the network
using combinations of paths that implement diflerent access
technologies including wireline or wireless technologies,
such as a combination of a path that operates according to
DSL and a path that operates according to LTE, a satellite
path and an LTE path, an LTE path and a Wi-F1 path, a
DOCSIS path and an LTE path, and the like. The paths have
different capabilities and characteristics such as different
latencies, capacities, costs, and the like.

BRIEF DESCRIPTION OF THE

DRAWINGS

The present disclosure may be better understood, and its
numerous features and advantages made apparent to those
skilled 1n the art by referencing the accompanying drawings.
The use of the same reference symbols in different drawings
indicates similar or identical items.

FIG. 1 1s a diagram of a communication system employ-
ing encapsulation of stateless packets according to some
embodiments.

FIG. 2 1s a block diagram of a transmitter that 1s config-
ured to perform encapsulation of stateless packets according
to some embodiments.

FIG. 3 15 a block diagram of a receiver that 1s configured
to de-encapsulate packets that include information represen-
tative of stateless packets according to some embodiments.

FIG. 4 1s a block diagram of a sequence of encapsulated
packets according to some embodiments.

FIG. 5 1s a block diagram of a byte stream that represents
an encapsulated packet according to some embodiments.

FIG. 6 1s a flow diagram of a method of selectively
encapsulating stateless packets for transmission 1 a mul-
tipath environment according to some embodiments.

FIG. 7 1s a flow diagram of a method of selectively
de-encapsulating packets that include information represent-
ing stateless packets according to some embodiments.

FIG. 8 1s a diagram of a communication system according
to some embodiments.

DETAILED DESCRIPTION

A transmission control protocol (TCP) 1s a transport layer
protocol that 1s used to convey packets using a session that
1s negotiated between two endpoints. The sessions are
negotiated using a handshake protocol to define a state of the
session prior to transporting the packets, 1.e., TCP 1s a
stateful protocol. Multiple TCP sessions can be established
between the same endpoints using a multipath transmission
control protocol (MPTCP). For example, traflic 1s aggre-
gated across multiple paths between a hybrid access CPE
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and a hybrid access gateway using corresponding sessions
established according to MPTCP. The MPTCP paths are also
available to provide resiliency by supporting primary and
backup communication paths or to perform trathc oflfload
management. However, MPTCP cannot be used to aggregate
traflic that 1s transmitted according to a stateless protocol
such as a user datagram protocol (UDP) because data units
in a stateless protocol are individually addressed and routed
based on information carried 1n each unit istead of state
information for a session. Stateless protocols such as UDP
are used 1 many important applications including peer-to-
peer (P2P) trathic distribution, point-to-point video sharing,
video conferencing services, domain name server (DNS)
queries, online multiplayer games, IPTV, multicast adaptive
bit rate video, and the like. However, applications that use
stateless packets are not able to take advantage of the
benefits of multipath transmission such as load sharing,
load-balancing, resiliency, and the like.

FIGS. 1-8 disclose systems and techmques for conveying
packets 1n stateless tlows (such as UDP flows) through a
multipath environment using a hypertext transfer protocol
(HT'TP) session (or HITP Secure, HTTPS, session) to
establish a tunnel for conveying the stateless packets
between a gateway and a customer premises equipment
(CPE). In some embodiments, the HT'TP session 1s negoti-
ated according to MPTCP and the HITP session 1s able to
support one or more tlows to convey trailic over one or more
paths between the gateway and the CPE. For example, the
HTTP session can be associated with multiple P2P flows so
that stateless packets 1n the P2P tlows can be conveyed over
aggregated paths that operate according to technologies such
as LTE, Wi-F1, a satellite link, DSL, DOCSIS, and the like.
Stateless packets are encapsulated within an HT'TP header
that 1s formed based on state information for the correspond-
ing HTTP session. The encapsulated packets are conveyed
over one or more paths according to MPTCP, de-encapsu-
lated at the receiving entity, and then the stateless packets
are forwarded towards their destination 1n an external net-
work. For example, a software CPE agent implemented at
the CPE can imnitiate and create an HTTP session that 1s
terminated by a proxy server implemented 1in a gateway that
operates according to MPTCP. The CPE agent 1s configured
to mtercept upstream UDP traflic and encapsulate the UDP
packets 1n the HTTP session for multipath transmission
between the CPE and the proxy server in the gateway. The
proxy server de-encapsulates the UDP packets for forward-
ing to an external network. For another example, the proxy
server 1n the gateway 1s configured to intercept downstream
UDP trailic and encapsulate the UDP packets 1n the HT'TP

session for multipath transmission to the CPE, which de-
encapsulates the UDP packets for use by the CPE.

FIG. 1 1s a diagram of a communication system 100
according to some embodiments. The communication sys-
tem 100 includes a hybrid access gateway 105 that 1s
implemented m a service provider network. The hybnd
access gateway 105 provides support for MPTCP {for traflic
steering over multiple TCP connections 1n the communica-
tion system 100. The multiple TCP connections operate
according to multiple different access technologies. The
communication system 100 also includes customer premises
equipment (CPE) 110 such as a hybrid residential gateway
that 1s configured to support connections according to the
multiple access technologies supported by the hybrid access
gateway 103.

The communication system 100 supports one or more
wireline networks 115 and one or more wireless networks

120. A single wireline network 115 and a single wireless
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network 120 are shown in FIG. 1 1n the interest of clarity.
However, some embodiments of the communication system
100 include more than one wireline network 115 or more
than one wireless network 120. The wireline network 115
operates according to an access technology, such as digital
subscriber line (DSL) connectivity, data over cable service
interface specification (DOCSIS), and the like. The wireless
network 120 operates according to one or more other access
technologies defined by standards such as Long Term Evo-
lution (LTE) standards defined by the Third Generation
Partnership Project (3GPP) to support communication 1n
licensed or unlicensed frequency bands, Wi-F1 standards
defined by the IEEE to support communication in unlicensed
frequency bands 1n a wireless local area network (WLAN),
satellite links, and the like. As used herein, the term “access
technology™ refers to a set of standards and corresponding
physical devices or connections that are used to support
communication between entities in the communication sys-
tem 100. One access technology i1s different than another
access technology i1f the two access technologies do not
require each other to support communication. For example,
the access technologies used for the wireline network 115
are different than the access technologies used for the
wireless network 120. For another example, the DSL access
technology 1s different than the DOCSIS access technology
and the LTE access technology 1s different than the Wi-Fi
access technology.

The hybrid access gateway 105 and the CPE 110 are able
to form a MPTCP connection that includes multiple TCP
connections, or subtlows, that are used to carry information
over the wireline network 115, the wireless network 120,
and other networks that are available to provide connections
between the hybrid access gateway 105 and the CPE 110. In
the 1llustrated embodiment, the MPTCP connection includes
a first subflow 125 that conveys packets via the wireline
network 115 using a first TCP session and a second subflow
130 that conveys packets via the wireless network 120 using
a second TCP session. Since the TCP 1s a statetul protocol,
the TCP sessions for the subflows 125, 130 are negotiated by
the hybrid access gateway 105 and the CPE 110 using a
handshake protocol to define a state of the session prior to
transporting the packets. The hybrid access gateway 105 and
the CPE 110 are able to perform tratlic steering of uplink and
downlink packets that are conveyed over one or more of the
subflows 125, 130. For example, the hybrid access gateway
105 i1s able to aggregate the subtlows 125, 130 1nto a single
flow to increase bandwidth for downlink packets, designate
the subtlow 130 as a backup to provide resiliency 1n case of
a failure of the subflow 125, or offload tratlic from the
subflow 123 to the subflow 130 for load-balancing purposes.
The CPE 110 1s able to perform similar traflic steering of
uplink traflic. Although the subflows 125, 130 that form the
MPTCP connection shown 1n FIG. 1 operate according to
different access technologies, some embodiments of the
MPTCP connection include different subflows that operate
according to the same access technology, as well as poten-
tially including other subtlows that operate according to
different technologies.

As discussed herein, stateless packets, such as UDP
packets 1n a stateless flow 135, are not able to take advantage
of the benefits provided by the MPTCP connection. A tunnel
1s therefore established between the hybrid access gateway
105 and the CPE 110 using the communication paths 140,
145 through the wireline network 115 and the communica-
tion paths 150, 155 through the wireless network 120. The
tunnel 1s associated with a hypertext transier protocol
(HT'TP) session. Stateless packets are encapsulated based on
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the HT'TP session and the encapsulated packets are trans-
mitted using one or more of the subflows 125, 130 of the
MPTCP connection via the tunnel. For example, information
representing the stateless packet 1s added to a payload and a
header for the payload 1s generated based on the HTTP
session. The encapsulated packet 1s de-encapsulated at the
receiving end (e.g., the hybrid access gateway 105 for uplink
packets and the CPE 110 for downlink packets) and a copy
of the orniginal stateless packet 1s generated based on a
payload of the de-encapsulated packet. The original stateless
packet can then be forwarded to another destination such as
a network connected to the hybrid access gateway 105 or an
application supported by the CPE 110. The stateless packets
are therefore able to make use of the benefits provided by the
MPTCP connection such as traflic steering, resiliency, load-
balancing, and the like.

Some embodiments of the CPE 110 imitiate the HTTP
session towards an HTTP proxy implemented in the hybnd
access gateway 105 in response to provisioning of the CPE
110, e.g., according to a standard based protocol, using an
auto configuration server, or other means of device man-
agement. The CPE 110 implements a software agent that
tracks and intercepts stateless communication tlows, such as
UDP-based tlows, and encapsulates the stateless packet in
the HT'TP session. For example, the CPE 110 can perform
encapsulation based on a traflic type, a steering policy, or
other criteria. The CPE 110 then forwards the encapsulated
packet (e.g., as a forwarded byte stream) to an HI'TP proxy
implemented i the hybrid access gateway 105. Some
embodiments of the hybnid access gateway 105 i1mple-
mented similar functionality to identify, encapsulate, and
forward packets 1n the stateless tlows towards the CPE 110.

Encapsulating stateless packets in an HITTP session for
transmission over the subflows 125, 130 according to
MPTCP allows the hybrid access gateway 105 or the CPE
110 to implement complex traflic engineering rules. For
example, the hybrid access gateway 105 1s able to regulate
peer-to-peer (P2P) traflic using different subtlows 125, 130
for each P2P flow that 1s terminated at the CPE 110. In
contrast, other techniques that convert UDP tlows directly
into TCP flows require a separate MPTCP connection for
each P2P flow, which results in dozens or hundreds of
MPTCP connections 1n some applications. Furthermore,
large stateless packets can be transmitted 1n multiple HTTP
packets, and aggregated upon reception, which allows UDP
packets that are larger than a maximum transmittable unit
(MTU) for a TCP connection. Low latency UDP traflic and
also be directed onto the best network path (and correspond-
ing subflow 125, 130) according to advanced congestion
control techmiques. Application-aware traflic steering deci-
s10ns can also be performed 1n real-time for the encapsulated
stateless packets. Some embodiments of the hybrid access
gateway 105 and the CPE 110 use the multiple subflows 125,
130 to support multicast adaptive bit rates for high-band-
width applications such as live video content broadcast.

FIG. 2 1s a block diagram of a transmitter 200 that 1s
configured to perform encapsulation of stateless packets
according to some embodiments. The transmitter 200 1s
implemented in some embodiments of the hybrid access
gateway 105 shown i FIG. 1 for transmitting downlink
packets and the CPE 110 shown in FIG. 1 for transmitting

uplink packets. The transmitter 200 receives packets that are
to be transmitted or forwarded over one or more subtlows of
an MPTCP connection such as the subflows 125, 130 shown
in FIG. 1. For example, 11 the transmitter 200 1s implemented
in a gateway, the transmitter 200 can receive packets from a
network entity such as peers i a P2P connection. For
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another example, 1 the transmitter 200 1s implemented 1n a
CPE, the transmitter 200 can receive packets from an
application implemented in or associated with the CPE.

The transmitter 200 includes a packet inspection module
205 that 1nspects the received packets to determine whether
the packets are part of a stateless flow. For example, the
packet inspection module 205 can perform deep packet
inspection to identity UDP packets. The packet mspection
module 205 routes the received packet to an MPTCP proxy
210 1n response to determining that the received packet 1s
not part of a stateless tlow and can therefore be transmitted
according to MPTCP. The packet mspection module 205
routes the received packet to an HT'TP encapsulation module
215 1n response to determining that the received packet 1s a
stateless packet of a stateless flow. For example, the packet
ispection module 205 routes UDP packets to the HI'TP
encapsulation module 215.

The HTTP encapsulation module 215 encapsulates the
stateless packet based on an HTTP session established
between the entity that implements the transmitter and a
receiving entity. Encapsulating the stateless packet includes
generating a payload including information that represents
the stateless packet and appending a header that 1s generated
based on the HT'TP session. The encapsulated packet 1s then
provided to the MPTCP proxy 210, which 1s configured to
transmit the encapsulated packet over one or more of the
subflows according to MPTCP. Some embodiments of the
MPTCP proxy 210 generate a byte stream that represents the
encapsulated packet. The byte stream 1ncludes an extensible
markup language (XML) header that 1s generated based on
the HTTP session, one or more bytes including information
representative of the encapsulated packet, and an XML
terminator to indicate the end of the bytes that represent the
encapsulated packet. The byte stream 1s forwarded by the
MPTCP proxy 210.

FIG. 3 1s a block diagram of a receiver 300 that 1s
configured to de-encapsulate packets that include informa-
tion representative of stateless packets according to some
embodiments. The receiver 300 1s implemented in some
embodiments of the hybrid access gateway 105 shown 1n
FIG. 1 for receiving uplink packets and the CPE 110 shown
in FIG. 1 for receiving downlink packets. The receiver 300
receives packets that have been transmitted or forwarded
over one or more subtlows of an MPTCP connection such as
the subtlows 125, 130 shown 1n FIG. 1. For example, 11 the
receiver 300 1s implemented 1n a gateway, the receiver 300
can receive packets from a CPE over the subflows of the
MPTCP connection. For another example, 1t the receiver
300 1s implemented 1n a CPE, the receiver 300 can receive

packets from a hybrid access gateway over the subflows of

the MPTCP connection.

The receiver 300 includes an MPTCP proxy 305 that
receives the packets via the subflows of the MPTCP con-
nection. The MPTCP proxy 305 1s configured to determine
whether the received packets are HI'TP encapsulated pack-
ets. It not, the MPTCP proxy 305 transmits the received
packet to a packet forwarding module 310, which 1s con-
figured to transmit or forward the received packet. For
example, 1T the receiver 300 1s implemented 1 a hybnd
access gateway, the packet forwarding module 310 is able to
torward the received packet to a network entity. For another
example, 1f the receiver 300 1s implemented 1n a CPE, the
packet forwarding module 310 1s able to forward the
received packet to an application implemented by or asso-
ciated with the CPE. If the MPTCP proxy 305 determines

that a received packet 1s an HT'TP encapsulated packet, the
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MPTCP proxy 305 transmits the received packet to an HTTP
de-encapsulation module 315.

The HT'TP de-encapsulation module 315 receives HI'TP

encapsulated packets and reconstructs stateless packets
based on the information included in the pavloads of the
HTTP encapsulated packets. The HITP de-encapsulation
module 315 1s therefore able to remove a header from the
HTTP encapsulated packet and extract the information in the
payload of the HT'TP encapsulated packet. In some cases,
the information that represents the stateless packet 1s con-
veyed 1 multiple HI'TP encapsulated packets. The HT'TP
de-encapsulation module 315 1s therefore able to perform
re-assembly of the stateless packet based on information
included 1n the payloads of multiple HTTP encapsulated
packets. The HTTP de-encapsulation module 315 transmits
the extracted (and potentially re-assembled) stateless packet
to the packet forwarding module 310.

FIG. 4 1s a block diagram of a sequence 400 of encap-
sulated packets according to some embodiments. The encap-
sulated packets are generated by some embodiments of the
hybrid access gateway 105 shown in FIG. 1, the CPE 110
shown 1n FIG. 1, and the transmitter 200 shown 1n FIG. 2.
The encapsulated packet 4035 includes an HT'TP header 410
that 1s generated based upon an HT'TP session that 1s used to
convey the encapsulated packet 405 1n a multipath environ-
ment, as discussed herein. The encapsulated packet 405 also
includes a payload 413 that includes information that rep-
resents at least a portion of a stateless packet such as a UDP
packet. The encapsulated packet 420 includes an HTTP
header 425 that 1s generated based upon an HTTP session
that 1s used to convey the encapsulated packet 420 1n a
multipath environment, as discussed herein. The encapsu-
lated packet 420 also includes a payload 430 that includes
information that represents at least a portion of a stateless
packet such as a UDP packet. In some embodiments, the size
of the payload 415 1s different than the size of the payload
430. Information in the payloads 415, 430 can be combined
(or re-assembled) to reconstruct a stateless packet that 1s too
large to include 1n a single payload.

FIG. 5 1s a block diagram of a byte stream 3500 that
represents an encapsulated packet according to some
embodiments. The byte stream 500 1s generated by some
embodiments of the hybrid access gateway 105 shown 1n
FI1G. 1, the CPE 110 shown 1n FIG. 1, and the transmaitter 200
shown 1 FIG. 2. The byte stream 300 represents some
embodiments of the encapsulated packet 405 or the encap-
sulated packet 420 shown in FIG. 4. The byte stream 3500
includes an XML header 503 that 1s generated based on the
HTTP session or HI'TP header of the encapsulated packet,
one or more bytes 510, 515, and an XML terminator 520 that
indicates the end of the byte stream 500 that represents an
encapsulated packet.

FIG. 6 15 a flow diagram of a method 600 of selectively
encapsulating stateless packets for transmission in a mul-
tipath environment according to some embodiments. The
method 600 1s implemented 1n some embodiments of the
hybrid access gateway 105 shown in FIG. 1, the CPE 11
shown 1n FIG. 1, and the transmitter 200 shown 1n FIG. 2.
In the 1llustrated embodiment, a gateway and a CPE are able
to communicate over multiple networks such as wireline
networks or wireless networks using an MPTCP session that
supports multiple TCP subtlows.

At block 6035, an incoming packet 1s received. The packet
1s received from an entity 1n an external network (e.g., 1f the
transmitter 1s implemented 1n a gateway) or an application
(e.g., 1f the transmitter 1s implemented 1n a CPE).
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At decision block 610, the transmitter determines whether
the incoming packet is a stateless packet. For example, deep
packet mspection can be performed on the imncoming packet
to 1dentify stateless packets such as UDP packets. If the
packet 1s a stateless packet, the method 600 flows to block
615. I1 the packet 1s not a stateless packet, the method 600
flows to block 620.

At block 615, a header 1s generated for an HTTP packet
based on an HTTP session between the gateway and the
CPE. For example, an HI'TP the encapsulation module can
generate an HTTP header. At block 623, information repre-
senting the stateless packet 1s added to the body of an HTTP
packet and the header 1s appended to the HTTP packet. In
the illustrated embodiment, a single HT'TP packet 1s formed
to convey the information representative of the stateless
packet. However, as discussed herein, the information rep-
resentative of the stateless packet can be distributed over
multiple HT'TP packets. The method 600 then flows to block
620.

At block 620, the packet 1s distributed for transmission
over one or more of the MPTCP connections between the
gateway and the CPE. Distributing the packet can include
using multiple MPTCP connections to increase the band-
width available to convey the packet, allocating a primary
MPTCP connection to convey the packet and a secondary
MPTCP connection as a backup connection in the event that
the prlmary MPTCP connection fails, offloading portions of
the traflic from a first MPTCP connection to a second
MPTCP connection to perform load-balancing, and other
traflic steering operations.

FIG. 7 1s a flow diagram of a method 700 of selectively
de-encapsulating packets that include information represent-
ing stateless packets according to some embodiments. The

method 700 1s implemented 1n some embodiments of the
hybrid access gateway 105 shown in FIG. 1, the CPE 110

shown 1n FIG. 1, and the receiver 300 shown 1n FIG. 3. In
the 1llustrated embodiment, a gateway and a CPE are able to
communicate over multiple networks such as wireline net-
works or wireless networks using an MPTCP session that
supports multiple TCP subflows.

At block 705, traflic 1s received over one or more MPTCP
connections. A gateway receives packets from a CPE over
the MPTCP connections and the CPE receives packets from
the gateway.

At block 710, the receiver determines whether the
received packet 1s an HTTP packet. For example, a proxy
and the recerver can mspect the received packet to determine
whether 1t 1s an HT'TP packet. I the received packet 1s an
HTTP packet, the method 700 flows to block 715. If the
received packet 1s not an HTTP packet, the method 700
flows to block 720.

At block 715, the HITP packet 1s de-encapsulated. For
example, an HT'TP header 1s removed from the HT'TP packet
and information representative of a stateless packet 1is
extracted from the payload of the HI'TP packet. At block
725, the stateless packet 1s re-assembled from the informa-
tion extracted from the payload of the HITP packet. In some
cases, the mformation extracted from the payload 1s com-
bined with information extracted from payloads of other
HTTP packets to re-assemble the stateless packet. The
method 700 then flows to block 720.

At block 720, the packet 1s forwarded from the recerver.
For example, the packet 1s forwarded to an enfity 1 a
network (such as a peer in a P2P communication) 1f the
receiver 1s implemented 1n a gateway. For another example,
the packet 1s forwarded to an application 11 the receiver 1s
implemented 1n a CPE.
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FIG. 8 1s a diagram of a communication system 800
according to some embodiments. The communication sys-
tem 800 includes a hybrid access gateway 805 and a CPE
810, which include proxies that operate according to
MPTCP. In the illustrated embodiment, the hybrid access
gateway 805 and the CPE 810 have established an MPTCP
connection 815 that includes subtlows 820, 825, 830 that are
formed according to TCP to convey packets over one or
more physical connections such as the wireline network 1135

shown 1n FIG. 1 and the wireless network 120 shown 1n FIG.
1. The hybrld access gateway 803 and the CPE 810 are able

to steer traflic associated with the subflows 820, 825, 830 to
increase bandwidth, improve resiliency, perform load-bal-
ancing, and the like.

In the illustrated embodiment, the CPE 810 establishes

multiple P2P connections with peers 1n servers 8335, 840,
845. The P2P connections between the CPE 810 and each of

the servers 835, 840, 845 are associated with corresponding
subflows 820, 825, 830. For example, the P2P connection
between the CPE 810 and the server 835 uses the subflow
820 to convey packets, the P2P connection between the CPE
810 and the server 840 uses the subtlow 825 to convey
packets, and the P2P connection between the CPE 810 and
the server 845 uses the subflow 830 to convey packets. Thus,
the single MPTCP connection 815 1s able to support multlple
subflows or connections, which allows the number of sub-
flows or connections to scale to larger numbers such as the
dozens or hundreds of servers that can be involved 1n a P2P
connection.

In some embodiments, certain aspects of the techniques
described above may implemented by one or more proces-
sors ol a processing system executing software. The soft-
ware comprises one or more sets ol executable instructions
stored or otherwise tangibly embodied on a non-transitory
computer readable storage medium. The software can
include the instructions and certain data that, when executed
by the one or more processors, manipulate the one or more
processors to perform one or more aspects of the techniques
described above. The non-transitory computer readable stor-
age medium can include, for example, a magnetic or optical
disk storage device, solid state storage devices such as Flash
memory, a cache, random access memory (RAM) or other
non-volatile memory device or devices, and the like. The
executable instructions stored on the non-transitory com-
puter readable storage medium may be 1n source code,
assembly language code, object code, or other instruction
format that 1s interpreted or otherwise executable by one or
more processors.

A computer readable storage medium may include any
storage medium, or combination of storage media, acces-
sible by a computer system during use to provide instruc-
tions and/or data to the computer system. Such storage
media can include, but 1s not limited to, optical media (e.g.,
compact disc (CD), digital versatile disc (DVD), Blu-Ray
disc), magnetic media (e.g., floppy disc, magnetic tape, or
magnetic hard drive), volatile memory (e.g., random access
memory (RAM) or cache), non-volatile memory (e.g., read-
only memory (ROM) or Flash memory), or microelectro-
mechanical systems (MEMS)-based storage media. The
computer readable storage medium may be embedded 1n the
computing system (e.g., system RAM or ROM), fixedly
attached to the computing system (e.g., a magnetic hard
drive), removably attached to the computing system (e.g., an
optical disc or Universal Serial Bus (USB)-based Flash
memory), or coupled to the computer system via a wired or
wireless network (e.g., network accessible storage (NAS)).
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Note that not all of the activities or elements described
above 1n the general description are required, that a portion
of a specific activity or device may not be required, and that
one or more further activities may be performed, or elements
included, 1n addition to those described. Still further, the
order 1n which activities are listed are not necessarily the
order in which they are performed. Also, the concepts have
been described with reference to specific embodiments.
However, one of ordinary skill in the art appreciates that
vartous modifications and changes can be made without
departing from the scope of the present disclosure as set
torth 1n the claims below. Accordingly, the specification and
figures are to be regarded in an 1illustrative rather than a
restrictive sense, and all such modifications are intended to
be 1ncluded within the scope of the present disclosure.

Benefits, other advantages, and solutions to problems
have been described above with regard to specific embodi-
ments. However, the benefits, advantages, solutions to prob-
lems, and any feature(s) that may cause any benefit, advan-
tage, or solution to occur or become more pronounced are
not to be construed as a critical, required, or essential feature
of any or all the claims. Moreover, the particular embodi-
ments disclosed above are 1llustrative only, as the disclosed
subject matter may be modified and practiced 1n different but
equivalent manners apparent to those skilled in the art
having the benefit of the teachings herein. No limitations are
intended to the details of construction or design herein
shown, other than as described in the claims below. It 1s
therefore evident that the particular embodiments disclosed
above may be altered or modified and all such variations are
considered within the scope of the disclosed subject matter.
Accordingly, the protection sought herein 1s as set forth in
the claims below.

What 1s claimed 1s:

1. A method comprising:

establishing a tunnel between a gateway and a customer

premises equipment (CPE) that are connected by a
plurality of concurrent communication paths, wherein
the tunnel 1s associated with a hypertext transfer pro-
tocol (HT'TP) session and supported by a multipath
connection including a plurality of subtlows associated
with the plurality of concurrent communication paths;
encapsulating a packet of a stateless flow based on the
HTTP session to form an encapsulated packet; and
transmitting the encapsulated packet over the multipath
connection via at least one of the plurality of subtlows.

2. The method of claim 1, wherein the stateless flow 1s a
user datagram protocol (UDP) flow.

3. The method of claim 1, wherein the multipath connec-
tion 1s a multipath-transmission control protocol (MP-TCP)
connection and the subflows are TCP connections.

4. The method of claim 1, turther comprising;:

inspecting the packet to determine whether the packet 1s

part of the stateless tlow; and

encapsulating the packet 1n response to determining that

the packet 1s part of the stateless tlow.

5. The method of claim 1, further comprising:

generating a byte stream from the encapsulated packet;

wherein transmitting the encapsulated packet comprises
forwarding portions of the byte stream over the mul-
tipath connection.

6. The method of claim 5, wherein generating the byte
stream comprises generating an extensible markup language
(XML) header, a plurality of bytes that represent informa-
tion in the packet of the stateless flow, and an XML
terminator.
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7. The method of claim 1, further comprising;:

recerving a plurality of packets 1n a corresponding plu-
rality of stateless tlows;

encapsulating the plurality of packets; and

transmitting the plurality of encapsulated packets over the
multipath connection.

8. A method comprising;

receiving an encapsulated packet via a tunnel between a
gateway and a customer premises equipment (CPE)
that are connected by a plurality of concurrent com-
munication paths, wherein the tunnel 1s associated with
a hypertext transier protocol (HTTP) session and sup-

ported by a multipath connection including a plurality
of subtlows associated with the plurality of concurrent

communication paths;
de-encapsulating the encapsulated packet based on the
HTTP session to form a de-encapsulated packet; and
generating a packet of a stateless flow based on a payload

of the de-encapsulated packet.
9. The method of claim 8, wherein the stateless flow 1s a

user datagram protocol (UDP) flow.

10. The method of claim 8, wherein the multipath con-
nection 1s a multipath-transmission control protocol (MP-
TCP) connection and the subflows are TCP connections.

11. The method of claim 8, further comprising:

inspecting the encapsulated packet to determine whether

the encapsulated packet 1s associated with a the HTTP
session; and

de-encapsulating the encapsulated packet in response to

determining that the encapsulated packet 1s associated
with the HT'TP session.

12. The method of claim 11, further comprising:

recerving a plurality of encapsulated packets via the

tunnel;

de-encapsulating the plurality of encapsulated packets

based on the HTTP session; and

generating a plurality of packets of a plurality of stateless

flows based on payloads of the plurality of de-encap-
sulated packets.

13. The method of claim 8, wherein receiving the encap-
sulated packet comprises receiving a byte stream over the
multipath connection.

14. The method of claim 13, wherein receiving the byte
stream comprises recerving an extensible markup language
(XML) header, a plurality of bytes that represent informa-
tion 1n the packet of the stateless flow, and an XML
terminator.

15. An apparatus comprising:

a proxy configured to establish a tunnel between a gate-
way and a customer premises equipment (CPE) that are
connected by a plurality of concurrent communication
paths, wherein the tunnel 1s associated with a hypertext
transier protocol (HT'TP) session and supported by a
multipath connection including a plurality of subflows
associated with the plurality of concurrent communi-
cation paths;

an encapsulation module configured to encapsulate a
packet of a stateless flow based on the HT'TP session to
form an encapsulated packet; and

a transmitter configured to transmit the encapsulated
packet over the multipath connection via at least one of
the plurality of subflows.

16. The apparatus of claim 15, wherein the stateless flow

1s a user datagram protocol (UDP) flow.

17. The apparatus of claim 135, wherein the multipath
connection 1s a multipath-transmission control protocol
(MP-TCP) connection and the subtlows are TCP connec-
tions.
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18. The apparatus of claim 15, further comprising:

a packet imspection module configured to nspect the
packet to determine whether the packet 1s part of the
stateless flow, and wherein the encapsulation module 1s
configured to encapsulate the packet in response to the
packet being part of the stateless tlow.

19. The apparatus of claim 15, wherein the proxy is
configured to generate a byte stream from the encapsulated
packet and forward portions of the byte stream over the
multipath connection.

20. The apparatus of claim 19, wherein the proxy 1s
configured to generate a byte stream comprising an exten-
sible markup language (XML) header, a plurality of bytes
that represent information 1n the packet of the stateless tlow,
and an XML terminator.

21. The apparatus of claim 15, further comprising;:

a recerver configured to receive a plurality of packets in

a corresponding plurality of stateless flows;

wherein the encapsulation module 1s configured to encap-
sulate the plurality of packets based on an HTTP
session; and

wherein the transmitter 1s configured to transmit the
plurality of encapsulated packets over the multipath
connection via at least one of the plurality of subtlows.

22. An apparatus comprising;:

a proxy configured to receive an encapsulated packet via
a tunnel between a gateway and a customer premises
equipment (CPE) that are connected by a plurality of
concurrent communication paths, wherein the tunnel 1s
associated with a hypertext transier protocol (HTTP)
session and supported by a multipath connection
including a plurality of subflows associated with the
plurality of concurrent communication paths;

a de-encapsulation module configured to de-encapsulate
the encapsulated packet based on the HI'TP session to

form a de-encapsulated packet; and
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a packet forwarding module configured to generate a
packet of a stateless flow based on a payload of the
de-encapsulated packet.

23. The apparatus of claim 22, wherein the stateless flow

1s a user datagram protocol (UDP) flow.

24. The apparatus of claim 22, wherein the multipath
connection 1s a multipath-transmission control protocol
(MP-TCP) connection and the subflows are TCP connec-
tions.

25. The apparatus of claim 22, wherein: the proxy i1s
configured to inspect the encapsulated packet to determine
whether the encapsulated packet 1s associated with the
HTTP session, and the de-encapsulation module 1s config-
ured to de-encapsulate the encapsulated packet 1n response
to the encapsulated packet being associated with the HT'TP
SESS101.

26. The apparatus of claim 235, wherein: the proxy 1s
configured to receive mformation representing a plurality of
encapsulated packets via the tunnel; the de-encapsulation
module 1s configured to de-encapsulate the plurality of
encapsulated packets based on the HT'TP session; and the
packet forwarding module 1s configured to generate a plu-
rality of packets of a plurality of stateless flows based on
payloads of the plurality of de-encapsulated packets.

27. The apparatus of claim 22, wherein the proxy i1s
configured to receive a byte stream over the paths multipath

connection.

28. The apparatus of claim 27, wherein the proxy i1s
configured to receive a byte stream comprising an extensible
markup language (XML) header, a plurality of bytes that
represent information in the packet of the stateless flow, and
an XML terminator.
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