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SYSTEMS AND METHODS FOR
PROTECTING USERS

BACKGROUND

In the modern e-commerce marketplace, customers of
online retailers frequently order packages over the Internet,
which are subsequently delivered to households through the
mail. If an individual 1s not available to answer the door,
then such packages may potentially be left on a porch area.
Nevertheless, leaving the packages on the porch may render
the packages vulnerable to theit. More generally, family
members of a household may not always fully understand
who 1s present or near the household or whether such
individuals pose a security threat. To help address these
problems and other problems, as discussed in more detail
below, the present disclosure 1dentifies and addresses a need
for improved systems and methods for protecting users.

SUMMARY

As will be described in greater detail below, the present
disclosure describes various systems and methods for pro-
tecting users. In one example, a computer-implemented
method for protecting users may include (1) identifying a
first light-and-radio frequency signature that was captured
by a security device based on signals emanating from a
mobile computing device at a first time and location, (11)
identifving a second light-and-radio frequency signature that
was captured by a same or diflerent security device based on
signals emanating from the same mobile computing device
at a second time and location, (111) determining that the first
light-and-radio frequency signature and the second light-
and-radio frequency signature match such that an inference
1s made that an individual possessing the mobile computing
device was present at both the first time and location and the
second time and location, and (1v) performing, based on the
inference that the individual possessing the mobile comput-
ing device was present at both the first time and location and
the second time and location, a security action to protect a
user.

In one embodiment, the second light-and-radio frequency
signature was captured by a diflerent security device than the
security device that captured the first light-and-radio ire-
quency signature. In one embodiment, the security device
and the different security device are provided by the same
cybersecurity vendor. In one embodiment, the security
device and the different security device correspond to dii-
ferent purchases from customers belonging to different
households. In one embodiment, the same security device
captures both the first light-and-radio frequency signature
and the second light-and-radio frequency signature.

In some examples, determining that the first light-and-
radio frequency signature and the second light-and-radio
frequency signature match may include checking the first
light-and-radio frequency signature against a database cache
that 1s local to the security device. In one embodiment, the
first light-and-radio frequency signature or the second light-
and-radio frequency signature 1s uploaded to a centralized
data lake of signatures to share insights between customers
ol a same cybersecurity vendor.

In some examples, the computer-implemented method
may further include prompting the user to indicate whether
the 1individual possessing the mobile computing device 1s
known to the user. In one embodiment, the computer-
implemented method may further include, upon a subse-
quent detection of the individual possessing the mobile
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computing device, alerting the user to the presence of the
individual based on an indication that the individual 1s not
known to the user.

In one embodiment, the computer-implemented method
may further include the security device capturing evidence
of a crime. In one embodiment, the computer-implemented
method may further include the security device submitting
the evidence of the crime to law enforcement.

In some examples, the computer-implemented method
may further include leveraging the first light-and-radio fre-
quency signature and the second light-and-radio frequency
signature to track movement of the individual possessing the
mobile computing device across a local area. In one embodi-
ment, the first light-and-radio frequency signature 1s based at
least 1n part on a Bluetooth advertisement or a Wi-F1 probe
request. In one embodiment, the first light-and-radio 1ire-
quency signature 1s generated based on a combination of
multiple underlying signatures across distinct wavelengths.

In some examples, the computer-implemented method
may further include prompting the user with an option to
enroll the first light-and-radio frequency signature to a
centralized data lake maintained by a cybersecurity vendor
that provided the security device such that cybersecurity
insights associated with the first light-and-radio frequency
signature are shared with other customers. In some
examples, the computer-implemented method may further
include uploading the first light-and-radio frequency signa-
ture to the centralized data lake using a customized appli-
cation programming interface.

In some examples, the computer-implemented method
may further include sanitizing the first light-and-radio fre-
quency signature in a manner that increases a level of
privacy for the mndividual possessing the mobile computing
device while nevertheless maintaining a level of cybersecu-
rity protection. In some examples, sanitizing the first light-
and-radio frequency signature may include limiting the first
light-and-radio frequency signature to a textual tag 1n com-
bination with mformation speciiying captured electromag-
netic emanations.

In one embodiment, a system for implementing the
above-described method may include (1) an identification
module, stored 1n memory, that identifies a first light-and-
radio frequency signature that was captured by a security
device based on signals emanating from a mobile computing
device at a first time and location, (1) where the identifica-
tion module 1dentifies a second light-and-radio frequency
signature that was captured by a same or different security
device based on signals emanating from the same mobile
computing device at a second time and location, (111) a
determination module, stored 1n memory, that determines
that the first light-and-radio frequency signature and the
second light-and-radio frequency signature match such that
an 1nference 1s made that an individual possessing the
mobile computing device was present at both the first time
and location and the second time and location, (1v) a
performance module, stored 1n memory, that performs,
based on the inference that the individual possessing the
mobile computing device was present at both the first time
and location and the second time and location, a security
action to protect a user, and (v) at least one physical
processor configured to execute the i1dentification module,
the determination module, and the performance module.

In some examples, the above-described method may be
encoded as computer-readable 1nstructions on a non-transi-
tory computer-readable medium. For example, a computer-
readable medium may include one or more computer-ex-
ecutable instructions that, when executed by at least one
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processor of a computing device, may cause the computing,
device to (1) 1dentily a first light-and-radio frequency sig-
nature that was captured by a security device based on
signals emanating from a mobile computing device at a first
time and location, (1) identify a second light-and-radio
frequency signature that was captured by a same or different
security device based on signals emanating from the same
mobile computing device at a second time and location, (111)
determine that the first light-and-radio frequency signature
and the second light-and-radio frequency signature match
such that an inference 1s made that an individual possessing
the mobile computing device was present at both the first
time and location and the second time and location, and (1v)
perform, based on the inference that the individual possess-
ing the mobile computing device was present at both the first
time and location and the second time and location, a
security action to protect a user.

Features from any of the embodiments described herein
may be used 1n combination with one another in accordance
with the general principles described herein. These and other
embodiments, features, and advantages will be more fully
understood upon reading the following detailed description
in conjunction with the accompanying drawings and claims.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings illustrate a number of
example embodiments and are a part of the specification.
Together with the following description, these drawings
demonstrate and explain various principles of the present
disclosure.

FIG. 1 1s a block diagram of an example system for
protecting users.

FI1G. 2 1s a block diagram of an additional example system
for protecting users.

FIG. 3 1s a flow diagram of an example method for
protecting users.

FIG. 4 1s a diagram of a porch pirate.

FIG. 5 1s a diagram of the porch pirate moving through a
neighborhood.

FIG. 6 1s a diagram of a home security device.

FIG. 7 1s a flow diagram of another example method for
protecting users.

FIGS. 8-10 are diagrams of a smartphone GUI display
showing an application that facilitates the method for pro-
tecting users.

FIG. 11 1s a block diagram of an example computing
system capable of implementing one or more of the embodi-
ments described and/or illustrated herein.

FIG. 12 1s a block diagram of an example computing
network capable of implementing one or more of the
embodiments described and/or illustrated herein.

Throughout the drawings, 1dentical reference characters
and descriptions indicate similar, but not necessarily 1den-
tical, elements. While the example embodiments described
herein are susceptible to various modifications and alterna-
tive forms, specific embodiments have been shown byway
of example 1n the drawings and will be described 1n detail
herein. However, the example embodiments described
herein are not imtended to be limited to the particular forms
disclosed. Rather, the present disclosure covers all modifi-
cations, equivalents, and alternatives falling within the scope
of the appended claims.

DETAILED DESCRIPTION OF EXAMPL.
EMBODIMENTS

L1

The present disclosure 1s generally directed to systems
and methods for protecting users. The technology disclosed
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in this application may improve upon other systems by
adding a crowdsourcing-type feature to a home or business
cybersecurity device that tracks individuals and correspond-
ing devices through signatures of electromagnetic emis-
sions. Accordingly, the technology may automate the pro-
cess of 1dentifying individuals near or present at a
household, and the technology may furthermore ascertain
whether such 1ndividuals pose a security threat. The tech-
nology may also share the insights and results from these
cybersecurity procedures with other users or customers, as
discussed in more detail below.

The following will provide, with reference to FIGS. 1-2,
detailed descriptions of example systems for protecting
users. Detailed descriptions of corresponding computer-
implemented methods will also be provided in connection
with FIGS. 3-10. In addition, detailed descriptions of an
example computing system and network architecture
capable of implementing one or more of the embodiments
described herein will be provided in connection with FIGS.
11 and 12, respectively.

FIG. 1 1s a block diagram of example system 100 for
protecting users. As 1llustrated 1n this figure, example system
100 may include one or more modules 102 for performing
one or more tasks. For example, and as will be explained 1n
greater detail below, example system 100 may include an
identification module 104 that identifies a signature 122 that
was captured by a security device based on signals emanat-
ing from a mobile computing device at a first time and
location. Identification module 104 may also i1dentily sig-
nature 124 that was captured by the same security device or
a different security device based on signals emanating from
the same mobile computing device at a second time and
location. Example system 100 may additionally include a
determination module 106 that determines that the two
signatures match such that an inference 1s made that an
individual possessing the mobile computing device was
present at both the first time and location and the second
time and location. Example system 100 may also include a
performance module 108 that performs, based on the infer-
ence that the individual possessing the mobile computing
device was present at both the first time and location and the
second time and location, a security action to protect a user.
Signature 122 and signature 124 may be stored within
additional elements 120. Although illustrated as separate
clements, one or more of modules 102 i FIG. 1 may
represent portions of a single module or application.

In certain embodiments, one or more of modules 102 1n
FIG. 1 may represent one or more software applications or
programs that, when executed by a computing device, may
cause the computing device to perform one or more tasks.
For example, and as will be described 1in greater detail
below, one or more of modules 102 may represent modules
stored and configured to run on one or more computing
devices, such as the devices illustrated in FIG. 2 (e.g.,
computing device 202 and/or server 206). One or more of
modules 102 1n FIG. 1 may also represent all or portions of
one or more special-purpose computers configured to per-
form one or more tasks.

As 1illustrated 1 FIG. 1, example system 100 may also
include one or more memory devices, such as memory 140.
Memory 140 generally represents any type or form of
volatile or non-volatile storage device or medium capable of
storing data and/or computer-readable instructions. In one
example, memory 140 may store, load, and/or maintain one

or more of modules 102. Examples of memory 140 include,
without limitation, Random Access Memory (RAM), Read
Only Memory (ROM), flash memory, Hard Disk Drives
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(HDDs), Solid-State Drives (SSDs), optical disk drives,
caches, variations or combinations of one or more of the
same, and/or any other suitable storage memory.

As 1illustrated i FIG. 1, example system 100 may also
include one or more physical processors, such as physical
processor 130. Physical processor 130 generally represents
any type or form of hardware-implemented processing unit
capable of interpreting and/or executing computer-readable
instructions. In one example, physical processor 130 may
access and/or modily one or more of modules 102 stored 1n
memory 140. Additionally or alternatively, physical proces-
sor 130 may execute one or more of modules 102 to
facilitate protecting users. Examples of physical processor
130 include, without limitation, microprocessors, miCrocon-
trollers, Central Processing Units (CPUs), Field-Program-
mable Gate Arrays (FPGAs) that implement softcore pro-
cessors, Application-Specific Integrated Circuits (ASICs),
portions of one or more of the same, variations or combi-
nations of one or more of the same, and/or any other suitable
physical processor.

Example system 100 1n FIG. 1 may be implemented in a
variety of ways. For example, all or a portion of example
system 100 may represent portions of example system 200
in FIG. 2. As shown 1n FIG. 2, system 200 may include a
computing device 202 in communication with a server 206
via a network 204. In one example, all or a portion of the
functionality of modules 102 may be performed by com-
puting device 202, server 206, and/or any other suitable
computing system.

For example, and as will be described 1n greater detail
below, 1dentification module 104 may 1dentify signature 122
that was captured by an instance of computing device 202
(e.g., “first security device” i FIG. 2) based on signals
emanating from a mobile computing device 260 at a {first
time and location. Identification module 104 may identify
signature 124 that was captured by a same or different
security device (e.g., “second security device” in FIG. 2)
based on signals emanating from the same mobile comput-
ing device 260 at a second time and location. Determination
module 106 may determine that the two signatures match
such that an inference 1s made that an individual possessing
mobile computing device 260 was present at both the first
time and location and the second time and location. Perfor-
mance module 108 may perform, based on the inference that
the individual possessing mobile computing device 260 was
present at both the first time and location and the second
time and location, a security action to protect a user (e.g., a
customer who purchased the first security device or the
second security device). This figure also 1llustrates how the
first security device and the second security device may
interface with a server 206, which may correspond to a
security backend server, and which provides a sanitized
database 250, as discussed in more detail below.

Computing device 202 generally represents any type or
form of computing device capable of facilitating the pertor-
mance of method 300 of FIG. 3. Generally speaking, com-
puting device 202 may be equipped with a radio and
configuration that receives, processes, and analyzes a range
of electromagnetic wave information, including light or
optical wavelengths as well as radio wavelengths, and as
discussed 1 more detail below. Additional examples of
computing device 202 include, without limitation, devices
that are equipped with such a radio, including potentially
laptops, tablets, desktops, servers, cellular phones, Personal
Digital Assistants (PDAs), multimedia players, embedded
systems, wearable devices (e.g., smart watches, smart
glasses, etc.), smart vehicles, smart packaging (e.g., active or
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intelligent packaging), gaming consoles, so-called Internet-
of-Things devices (e.g., smart appliances, etc.), variations or
combinations of one or more of the same, and/or any other
suitable computing device.

Server 206 generally represents any type or form of
computing device that 1s capable of functioning as a cen-
tralized backend security server, as discussed in more detail
below. Additional examples of server 206 include, without
limitation, security servers, application servers, web servers,
storage servers, and/or database servers configured to run
certain software applications and/or provide various secu-
rity, web, storage, and/or database services. Although 1illus-
trated as a single entity in FIG. 2, server 206 may include
and/or represent a plurality of servers that work and/or
operate 1n conjunction with one another.

Network 204 generally represents any medium or archi-
tecture capable of facilitating communication or data trans-
fer. In one example, network 204 may facilitate communi-
cation between computing device 202 and server 206. In this
example, network 204 may facilitate communication or data
transier using wireless and/or wired connections. Examples
of network 204 include, without limitation, an intranet, a
Wide Area Network (WAN), a Local Area Network (LAN),
a Personal Area Network (PAN), the Internet, Power Line
Communications (PLC), a cellular network (e.g., a Global
System for Mobile Communications (GSM) network), por-
tions of one or more of the same, variations or combinations
of one or more of the same, and/or any other suitable
network.

FIG. 3 1s a flow diagram of an example computer-
implemented method 300 for protecting users. The steps
shown 1 FIG. 3 may be performed by any suitable com-
puter-executable code and/or computing system, mncluding
system 100 1n FIG. 1, system 200 1n FIG. 2, and/or varia-
tions or combinations of one or more of the same. In one
example, each of the steps shown 1n FIG. 3 may represent an
algorithm whose structure includes and/or 1s represented by
multiple sub-steps, examples of which will be provided 1n
greater detail below.

As 1llustrated i FIG. 3, at step 302, one or more of the
systems described herein may 1dentify a first light-and-radio
frequency signature that was captured by a security device
based on signals emanating from a mobile computing device
at a first time and location. For example, identification
module 104 may, as part of computing device 202 1n FIG. 2,
identify signature 122 that was captured by the first security
device based on signals emanating from mobile computing
device 260 at a first time and location.

Identification module 104 may perform step 302 1n a
variety ol ways. As used herein, the term “light-and-radio
frequency signature” generally refers to an overall signature
based on an analysis of how the mobile computing device 1s
emanating electromagnetic frequencies along both the light
wavelengths and the radio wavelengths. Thus, the overall
signature may be based on a combination of underlying
signatures, including a light wavelength signature and a
radio wavelengths signature. Additionally, the overall sig-
nature may also be based on signatures at the microwave,
inirared, ultraviolet, x-ray, and/or gamma ray frequencies. In
alternative embodiments, the overall signature may be based
on microwave, inirared, ultraviolet, x-ray, and/or gamma ray
frequencies, without necessarily being based on either or
both of light wavelength signatures or radio wavelength
signatures. In some 1llustrative examples, the signatures may
be based at least 1n part on a Bluetooth advertisement or a
Wi-F1 probe request. The signatures may indicate a particu-
lar setting, software, and/or hardware configuration of the
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corresponding mobile computing device, which 1s sutlicient
to facilitate or provide a device signature. For example, the
signatures may reflect how different devices are configured,
in software or hardware, 1n diflerent manners. The signatures
may also optionally reflect natural variations or imperfec-
tions 1 hardware manufacturing.

Moreover, as used herein, the term “security device”
generally refers to an Internet or wide-area-network con-
nected security device provided by a security vendor to
protect a corresponding local area, such as a household or
corporate business campus, by monitoring the local area for
clectromagnetic emissions to i1dentily and categorize indi-
viduals and corresponding movements. Furthermore, as
used herein, the term “‘security device” generally refers to
devices that are configured to share over a network, with at
least one other device, one or more items of information
describing detections of electromagnetic emissions 1n accor-
dance with method 300, as discussed 1n more detail below.

FIG. 4 shows an illustrative example of a criminal 406
stealing a package 404 near door 402 on the porch of a
household within a suburban neighborhood. The circular
picture captured here may have been captured by a security
device, such as the security devices shown in FIG. 2 and
discussed 1n more detail below regarding FIG. 6. FIG. 4 also
focuses on a callout 408 on the front pocket 410 within a
sweatshirt that criminal 406 1s wearing. The pocket holds a
smartphone 430, which may correspond to mobile comput-
ing device 260, and which may be emanating electromag-
netic emissions, as ndicated by an indicator 420. Identifi-
cation module 104 may detect and/or 1dentity signature 122
based on these emissions

At step 304, one or more of the systems described herein
may 1dentily a second light-and-radio frequency signature
that was captured by a same or different security device
based on signals emanating from the same mobile comput-
ing device at a second time and location. For example,
identification module 104 may, as part of computing device
202 mn FIG. 2, identity signature 124 that was captured by a
same or different security device based on signals emanating
from the same mobile computing device 260 at a second
time and location.

Identification module 104 may perform step 304 in a
variety ol ways. In one embodiment, the second light-and-
radio frequency signature was captured by a different secu-
rity device than the security device that captured the first
light-and-radio frequency signature. Returning to FIG. 2, the
different security device may correspond to the second
security device or second 1nstance of computing device 202.
In some examples, the two security devices may be provided
by the same cybersecurity vendor. In other examples, the
two security devices may be provided by different vendors.
In some examples, the security device and the different
security device correspond to different purchases from cus-
tomers belonging to different households. Thus, a father of
one household within a neighborhood may have purchased
one of the security devices to protect that household,
whereas a mother of another household within the same
neighborhood may have purchased another security device,
from the same or different vendor, to protect her household.

In some examples, the systems described herein may
leverage the first light-and-radio frequency signature and the
second light-and-radio frequency signature to track move-
ment of the individual possessing the mobile computing,
device across a local area. To help illustrate this feature, FIG.
5 shows an example of a suburban neighborhood that
includes a house 502, a house 504, a house 506, a house 508,
a house 3510, and a house 512. The callout of this figure
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turther illustrates how criminal 406 may be carrying pack-
age 404 along a route from house 510 to house 512. Thus,
in the context of method 300, step 302 may have been
performed 1n connection with house 510 where the criminal
first stole one package, and then step 304 may have been
performed in connection with house 512, where the criminal
may subsequently attempt to steal another package. In these
examples, steps 302 and 304 may be performed by the first
security device, the second security device, and/or server
206, as appropriate, to achieve the intended benefits of
method 300.

In other examples, the two security devices may belong to
the same household. For example, one security device may
be placed 1n the living room, and another security device
may be placed 1n another room, such as a bedroom. As one
illustrative example, FIG. 6 shows an instance of the secu-
rity device 604, which 1s athxed to a door 602. The security
device may optionally have a triangular shape. More detail
regarding the configuration of the security device i1s shown
within a zoomed-in callout 606 1n this figure.

Alternatively, 1n some examples, the same security device
captures both the first light-and-radio frequency signature
and the second light-and-radio frequency signature. As one
illustrative example, in the context of FIG. 4, the same
security device momnitoring the porch of a household may
capture a first photograph and first identifier of electromag-
netic emissions at a first time, and then may subsequently
capture a second photograph and second 1dentifier of elec-
tromagnetic emissions.

At step 306, one or more of the systems described herein
may determine that the first light-and-radio frequency sig-
nature and the second light-and-radio frequency signature
match such that an inference i1s made that an individual
possessing the mobile computing device was present at both
the first time and location and the second time and location.
For example, determination module 106 may, as part of
computing device 202 in FIG. 2, determine that signature
122 and signature 124 match such that an inference 1s made
that an individual possessing the mobile computing device
260 was present at both the first time and location and the
second time and location.

Determination module 106 may perform step 306 in a
variety of ways. Generally speaking, determination module
106 may perform step 306 at least in part by measuring a
level of similarity between signature 122 and signature 124
and furthermore determiming that the level of similarity
satisfies one or more thresholds. For example, determination
module 106 may measure a level of similarity between an
overall signature and another overall signature. In particular,
determination module 106 may measure levels of similarity
between respective underlying signatures, such as levels of
similarity between respective optical lightwave signatures
and levels of similarity between respective radio frequency
signatures. Determination module 106 may then optionally
base the measurement of similarity between the overall
signatures as a combination of, or function of, the multiple
measurements of similarity between underlying signatures.

In some examples, determination module 106 may deter-
mine that the first light-and-radio frequency signature and
the second light-and-radio frequency signature match by
checking the first light-and-radio {requency signature
against a database cache that 1s local to the security device.
For example, the database cache may be stored within
memory 140 of modules 102 1n the first security device
shown 1n FIG. 2. The database cache may store signatures
that were previously encountered by the same security
device. These signatures may optionally have been uploaded
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to server 206, or optionally maintained privately within the
database cache and without uploading to server 206, based
on the preference of a user or administrator, as discussed 1n
more detail below. More specifically, the first light-and-radio
frequency signature or the second light-and-radio frequency
signature may have been uploaded to a centralized data lake
of signatures, which may correspond to a sanitized database
250 shown 1n FIG. 2, to share 1nsights between customers of
a same cybersecurity vendor. For example, a customer who
purchased the first security device of FIG. 2 may upload a
corresponding signature to samtized database 250, and sub-
sequently the second security device shown in FIG. 2 may
benefit by accessing the uploaded signature and/or by
receiving a customized security action instruction from
server 206, where the customized security action 1s tailored
to an 1nsight gained from the use of the uploaded signature.
In further examples, determination module 106 or perfor-
mance module 108 may optionally upload the first light-
and-radio frequency signature or the second light-and-radio
frequency signature to the centralized data lake using a
customized application programming interface.

FIG. 7 shows an example flow diagram 700 that corre-
sponds to one embodiment for determining that signature
122 and signature 124 match. As further shown in this figure,
the flow diagram may begin at a step 702, which may
generally parallel step 302. In response, at step 704, deter-
mination module 106 may check signature 122 against a
local database of previously encountered signatures. Return-
ing to the example of FIG. 4, upon detecting the presence of
the criminal on the porch of the household, the correspond-
ing security device may further check its local database to
determine whether the criminal has previously been detected
at this specific location on the porch. At step 704, the
security device may be essentially limited to checking a
currently-encountered 1dentifier of electromagnetic emis-
sions against other identifiers that the same security device
has previously encountered. To supplement this checking
process, at step 706, the security device may further check
signature 122 against a sanitized and/or crowdsourced data
lake storing previously encountered signatures. Thus, 1n
contrast to step 704, at step 706, the security device captur-
ing the photograph and/or electromagnetic emissions of the
criminal on the porch may benefit, not just from previous
detections by the same security device, but also from addi-
tional detections by other security devices that similarly
contribute to the same data lake. The data lake may corre-
spond to server 206 of FIG. 2, as further discussed above.
Lastly, at step 708, performance module 108 may perform a
customized security action, or may instruct a customized
security action, to protect the user based on the insights
gained 1n the performance of step 704 and/or step 706, as
discussed 1n more detail below. This performance step may
be performed by the first security device, the second security
device, and/or server 206.

FIG. 8 shows a diagram of a smartphone 802, which
displays a graphical user interface for a cybersecurity appli-
cation that may facilitate the performance of method 300. As
turther shown 1n this figure, the display of the application
within the user interface may include a headline 804, which
may specily a product name and/or vendor for the corre-
sponding application. This application may also display an
instance ol a photograph 806, which may correspond to the
photograph captured by the security device in FIG. 4,
together with the capturing of information specitying or
identifying the electromagnetic emissions. Thus, the user or
customer corresponding to the security device of FIG. 4 may
leverage this application to provide imput to the security
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device. Along these lines, the application may include an
optional prompt 814, which may request for the user to
indicate whether the individual 1n the photograph 1s known
to the user. The user may respond by clicking a correspond-
ing upvote button 808 or a downvote button 810. The
application may also include an optional prompt 824, which
may request for the user to indicate whether the user regards
the mdividual 1n the photograph as representing a security
threat. The user may respond using any suitable input,
including, for example, toggling an upvote button 828 or a
downvote button 820. Because the individual in this
example 1s a criminal, and a porch pirate, the user of the
security device may approprately click upvote button 828.
Lastly, the user interface for this application also provides an
input area 812, where the user can mput a textual tag to help
identify and/or classily the individual shown in photograph
806.

In contrast to the example of FIG. 8, which 1s directed to
the detection of the criminal on the porch, FIG. 9 shows a
corresponding graphical user interface for entering input
regarding the detection of an mnocent or benign individual
who does not pose a security threat. In particular, the same
graphical user interface now displays a photograph 906 of a
small girl with a lunch box before the door on the porch. The
same graphical user interface may also include the same
prompt 814 and prompt 824. Because the user in this
example 1s innocent and does not pose a security threat, the
user may optionally toggle downvote button 820 to indicate
that the individual 1s not a security threat. Similarly, within
input arca 812, the user may enter a tag that specifies the
individual’s name (i.e., “Emily”), and furthermore option-
ally specifies that the individual 1s the daughter of the user
of the security device.

As further discussed above, the systems described herein
may also provide an opportunity for the user or administra-
tor of the security device to upload the generated signature
from step 302 and/or step 304 to a centralized data lake for
the benefit of other customers or users. FIG. 10 shows
another example of the graphical user interface, which may
cnable the user to elect whether to enroll one or more
signatures into the centralized data lake for the benefit of
others. As further shown 1n this figure, a signature 1002 may
optionally include one or more of the following items of
information: (1) the underlying specifications of the electro-
magnetic emissions (not shown in FIG. 10), (1) the indica-
tion from the user uploading the signature of whether the
individual 1n the photograph 1s known to the user, (111) the
indication from the user uploading the signature of whether
the individual 1 the photograph does not pose a security
threat, and/or (1v) a textual tag that describes the individual
in the photograph, such as the textual tag previously dis-
cussed 1n connection with FIG. 9.

In the example of FIG. 10, the individual in the photo-
graph 906 1s the same mnnocent girl who does not pose a
security threat that was discussed above 1n connection with
FIG. 9. For that reason, the user may optionally toggle a
“No” button 1010 1n response to a prompt 104, which
requests for the user to indicate whether the user would like
to upload this particular signature to the centralized data
lake. This will help protect the privacy of the user and the
innocent girl, because there 1s no particular reason why other
members of other households should 1dentily this individual
through detected electromagnetic emissions. In contrast, the
same user of the security device may toggle a “Yes™ button
1008 to upload the signature corresponding to the criminal
of FIGS. 4-5, because there 1s a clear interest in other
customers or members of the neighborhood 1n taking pre-
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ventive action to protect themselves from the criminal as he
roams throughout the neighborhood.

Even 1n the case of the criminal, however, modules 102
may generally (but optionally) sanitize the signature by
filtering or omitting one or more items of mformation from
the signature prior to uploading to the centralized data lake.
For example, the signature for the criminal may only 1include
one or more of these: (1) the fingerprint of electromagnetic
emissions, (11) the photograph, and/or (i11) the customized
tag discussed in connection with FIGS. 8-9. The signature
may thereby optionally omit the criminal’s name, Social
Security number, device hardware 1dentifier, device model
number or serial number, driver’s license number, telephone
number, or any other personally identifiable information
revealing information beyond the 1tems of information listed
above, thereby helping to mitigate any privacy concerns that
may be raised by the performance of method 300.

At step 308, one or more of the systems described herein
may perform, based on the inference that the individual
possessing the mobile computing device was present at both
the first time and location and the second time and location,
a security action to protect a user. For example, performance
module 108 may, as part of computing device 202 1n FIG. 2,
perform, based on the inference that the individual possess-
ing mobile computing device 260 was present at both the
first time and location and the second time and location, a
security action to protect a user.

Performance module 108 may perform step 308 in a
variety of ways. Generally speaking, performance module
108 may perform any suitable security action that increases
a level of protection of the user from a corresponding
security threat predicted or suggested by the performance of
method 300. For example, performance module 108 may
operate server-side at server 206 to perform the security
action by instructing the first security device or the second
security device to perform a supplemental security action. In
other examples, performance module 108 may operate
directly on the security device to perform the security action.
I[llustrative examples of such actions may include: (1) cap-
turing additional evidence, whether 1n terms of photographic
information, microphone information, and/or electromag-
netic emissions information, (1) alerting a user or adminis-
trator of the same security device performing step 302
and/or step 304, (111) alerting another user or administrator of
a different security device that contributes to the shared data
lake, (1v) notifying or submitting evidence to one or more
authorities, including law enforcement, (v) sounding an alert
or alarm 1n an attempt to scare away a security threat or
criminal, (v1) locking one or more doors, (vi1) sounding a
loud alert to notity any individuals within the nearby vicin-
ity, whether those individuals pose a security threat or not,
about the detected security threat (e.g., an alarm so loud that
both the detected criminal and household family members
can hear). Alerts regarding potential security threats, based
on insights gained from the performance of method 300,
may be transmitted through any suitable mechanism, includ-
ing a network message, email, short service message, video
message, web-based forum message, pop-up notification,
and/or mobile device application notification.

In one illustrative example, performance module 108
may, upon a subsequent detection of the mdividual possess-
ing the mobile computing device, alert the user to the
presence of the individual based on an indication that the
individual 1s not known to the user. In the example of FIG.
8, the user may indicate that the user does not know the
criminal shown in photograph 806 upon the first time that
the criminal 1s detected on the porch. Accordingly, upon a
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subsequent detection of the criminal on the porch, the
security device may transmit an appropriate alert or notifi-
cation to the user, administrator, or corresponding protected
members (e.g., fTamily members) that the administrator has
previously identified. In particular, in one embodiment,
modules 108 may capture or receive evidence of a crime.
Additionally, performance module 108 may perform the
security action at least 1n part by submitting the evidence of
the crime to law enforcement.

FIG. 11 1s a block diagram of an example computing
system 1110 capable of implementing one or more of the
embodiments described and/or 1llustrated herein. For
example, all or a portion of computing system 1110 may
perform and/or be a means for performing, either alone or in
combination with other elements, one or more of the steps
described herein (such as one or more of the steps illustrated
in FIG. 3). All or a portion of computing system 1110 may
also perform and/or be a means for performing any other
steps, methods, or processes described and/or illustrated
herein.

Computing system 1110 broadly represents any single or
multi-processor computing device or system capable of
executing computer-readable instructions. Examples of
computing system 1110 include, without limitation, work-
stations, laptops, client-side terminals, servers, distributed
computing systems, handheld devices, or any other comput-
ing system or device. In 1ts most basic configuration, com-
puting system 1110 may include at least one processor 1114
and a system memory 1116.

Processor 1114 generally represents any type or form of
physical processing unit (e.g., a hardware-implemented cen-
tral processing unit) capable of processing data or interpret-
ing and executing instructions. In certain embodiments,
processor 1114 may receive instructions from a software
application or module. These instructions may cause pro-
cessor 1114 to perform the functions of one or more of the
example embodiments described and/or 1llustrated herein.

System memory 1116 generally represents any type or
form of volatile or non-volatile storage device or medium
capable of storing data and/or other computer-readable
instructions. Examples of system memory 1116 include,
without limitation, Random Access Memory (RAM), Read
Only Memory (ROM), flash memory, or any other suitable
memory device. Although not required, 1n certain embodi-
ments computing system 1110 may include both a volatile
memory unit (such as, for example, system memory 1116)
and a non-volatile storage device (such as, for example,
primary storage device 1132, as described in detail below).
In one example, one or more of modules 102 from FIG. 1
may be loaded into system memory 1116.

In some examples, system memory 1116 may store and/or
load an operating system 1140 for execution by processor
1114. In one example, operating system 1140 may include
and/or represent software that manages computer hardware
and software resources and/or provides common services to
computer programs and/or applications on computing sys-
tem 1110. Examples of operating system 1140 include,
without limitation, LINUX, JUNOS, MICROSOFT WIN-
DOWS, WINDOWS MOBILE, MAC OS, APPLE’S I0S,
UNIX, GOOGLE CHROME OS, GOOGLE’S ANDROID,
SOLARIS, variations of one or more of the same, and/or any
other suitable operating system.

In certain embodiments, example computing system 1110
may also include one or more components or elements in
addition to processor 1114 and system memory 1116. For
example, as illustrated 1n FIG. 11, computing system 1110
may include a memory controller 1118, an Input/Output
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(I/O) controller 1120, and a communication nterface 1122,
cach of which may be interconnected via a communication
infrastructure 1112. Communication infrastructure 1112
generally represents any type or form of infrastructure
capable of facilitating communication between one or more 5
components of a computing device. Examples of commu-
nication infrastructure 1112 include, without limitation, a
communication bus (such as an Industry Standard Architec-
ture (ISA), Peripheral Component Interconnect (PCI), PCI
Express (PCle), or similar bus) and a network. 10

Memory controller 1118 generally represents any type or
form of device capable of handling memory or data or
controlling communication between one or more compo-
nents of computing system 1110. For example, 1n certain
embodiments memory controller 1118 may control commu- 15
nication between processor 1114, system memory 1116, and
I/0O controller 1120 via communication inirastructure 1112.

I/O controller 1120 generally represents any type or form
of module capable of coordinating and/or controlling the
input and output functions of a computing device. For 20
example, 1 certain embodiments /O controller 1120 may
control or facilitate transfer of data between one or more
clements of computing system 1110, such as processor 1114,
system memory 1116, communication interface 1122, dis-
play adapter 1126, input interface 1130, and storage inter- 25
face 1134.

As 1llustrated in FIG. 11, computing system 1110 may
also include at least one display device 1124 coupled to 1/0
controller 1120 via a display adapter 1126. Display device
1124 generally represents any type or form of device capable 30
of visually displaying information forwarded by display
adapter 1126. Similarly, display adapter 1126 generally
represents any type or form of device configured to forward
graphics, text, and other data from communication infra-
structure 1112 (or from a frame bufler, as known 1n the art) 35
for display on display device 1124.

As 1llustrated 1n FI1G. 11, example computing system 1110
may also include at least one mput device 1128 coupled to
I/0 controller 1120 via an mnput interface 1130. Input device
1128 generally represents any type or form of input device 40
capable of providing nput, either computer or human gen-
crated, to example computing system 1110. Examples of
input device 1128 include, without limitation, a keyboard, a
pointing device, a speech recognition device, variations or
combinations of one or more of the same, and/or any other 45
input device.

Additionally or alternatively, example computing system
1110 may include additional I/O devices. For example,
example computing system 1110 may include I/O device
1136. In this example, I/O device 1136 may include and/or 50
represent a user interface that facilitates human interaction
with computing system 1110. Examples of I/O device 1136
include, without limitation, a computer mouse, a keyboard,

a monitor, a printer, a modem, a camera, a scanner, a
microphone, a touchscreen device, variations or combina- 55
tions of one or more of the same, and/or any other I/O
device.

Communication interface 1122 broadly represents any
type or form of communication device or adapter capable of
facilitating communication between example computing 60
system 1110 and one or more additional devices. For
example, 1 certain embodiments communication interface
1122 may facilitate communication between computing sys-
tem 1110 and a private or public network including addi-
tional computing systems. Examples of communication 65
interface 1122 include, without limitation, a wired network
interface (such as a network interface card), a wireless
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network interface (such as a wireless network interface
card), a modem, and any other suitable interface. In at least
one embodiment, communication interface 1122 may pro-
vide a direct connection to a remote server via a direct link
to a network, such as the Internet. Communication interface
1122 may also indirectly provide such a connection through,
for example, a local area network (such as an Ethernet
network), a personal area network, a telephone or cable
network, a cellular telephone connection, a satellite data
connection, or any other suitable connection.

In certain embodiments, communication interface 1122
may also represent a host adapter configured to facilitate
communication between computing system 1110 and one or
more additional network or storage devices via an external
bus or communications channel. Examples of host adapters
include, without limitation, Small Computer System Inter-
face (SCSI) host adapters, Universal Serial Bus (USB) host
adapters, Institute of Flectrical and Electronics Engineers
(IEEE) 1394 host adapters, Advanced Technology Attach-
ment (ATA), Parallel ATA (PATA), Serial ATA (SATA), and
External SATA (eSATA) host adapters, Fibre Channel inter-
tace adapters, Ethernet adapters, or the like. Communication
interface 1122 may also allow computing system 1110 to
engage 1n distributed or remote computing. For example,
communication interface 1122 may receive instructions
from a remote device or send instructions to a remote device
for execution.

In some examples, system memory 1116 may store and/or
load a network communication program 1138 for execution
by processor 1114. In one example, network communication
program 1138 may include and/or represent software that
cnables computing system 1110 to establish a network
connection 1142 with another computing system (not 1llus-
trated 1n FIG. 11) and/or communicate with the other com-
puting system by way of communication interface 1122. In
this example, network communication program 1138 may
direct the flow of outgoing traflic that 1s sent to the other
computing system via network connection 1142. Addition-
ally or alternatively, network communication program 1138
may direct the processing of incoming traflic that 1s received
from the other computing system via network connection
1142 1n connection with processor 1114.

Although not illustrated 1n this way 1n FIG. 11, network
communication program 1138 may alternatively be stored
and/or loaded in commumication interface 1122. For
example, network communication program 1138 may
include and/or represent at least a portion of soitware and/or
firmware that 1s executed by a processor and/or Application
Specific Integrated Circuit (ASIC) incorporated in commu-
nication interface 1122.

As 1llustrated 1n FIG. 11, example computing system 1110
may also include a primary storage device 1132 and a
backup storage device 1133 coupled to communication
infrastructure 1112 via a storage interface 1134. Storage
devices 1132 and 1133 generally represent any type or form
ol storage device or medium capable of storing data and/or
other computer-readable instructions. For example, storage
devices 1132 and 1133 may be a magnetic disk drive (e.g.,
a so-called hard drive), a solid state drive, a floppy disk
drive, a magnetic tape drive, an optical disk drive, a flash
drive, or the like. Storage interface 1134 generally represents
any type or form of interface or device for transferring data
between storage devices 1132 and 1133 and other compo-
nents of computing system 1110.

In certain embodiments, storage devices 1132 and 1133
may be configured to read from and/or write to a removable
storage unmit configured to store computer software, data, or
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other computer-readable information. Examples of suitable
removable storage units include, without limitation, a floppy
disk, a magnetic tape, an optical disk, a flash memory
device, or the like. Storage devices 1132 and 1133 may also
include other similar structures or devices for allowing
computer soltware, data, or other computer-readable mstruc-
tions to be loaded into computing system 1110. For example,
storage devices 1132 and 1133 may be configured to read
and write software, data, or other computer-readable infor-
mation. Storage devices 1132 and 1133 may also be a part
of computing system 1110 or may be a separate device
accessed through other interface systems.

Many other devices or subsystems may be connected to
computing system 1110. Conversely, all of the components
and devices illustrated 1n FIG. 11 need not be present to
practice the embodiments described and/or illustrated
herein. The devices and subsystems referenced above may
also be interconnected 1n different ways from that shown 1n
FIG. 11. Computing system 1110 may also employ any
number of software, firmware, and/or hardware configura-
tions. For example, one or more of the example embodi-
ments disclosed herein may be encoded as a computer
program (also referred to as computer soitware, software
applications, computer-readable instructions, or computer
control logic) on a computer-readable medium. The term
“computer-readable medium,” as used herein, generally
refers to any form of device, carrier, or medium capable of
storing or carrying computer-readable 1nstructions.
Examples of computer-readable media include, without
limitation, transmission-type media, such as carrier waves,
and non-transitory-type media, such as magnetic-storage
media (e.g., hard disk drives, tape drives, and floppy disks),
optical-storage media (e.g., Compact Disks (CDs), Digital
Video Disks (DVDs), and BLU-RAY disks), electronic-
storage media (e.g., solid-state drives and flash media), and
other distribution systems.

The computer-readable medium containing the computer
program may be loaded into computing system 1110. All or
a portion of the computer program stored on the computer-
readable medium may then be stored in system memory
1116 and/or various portions of storage devices 1132 and
1133. When executed by processor 1114, a computer pro-
gram loaded into computing system 1110 may cause pro-
cessor 1114 to perform and/or be a means for performing the
functions of one or more of the example embodiments
described and/or illustrated herein. Additionally or alterna-
tively, one or more of the example embodiments described
and/or 1llustrated herein may be implemented in firmware
and/or hardware. For example, computing system 1110 may
be configured as an Application Specific Integrated Circuit
(ASIC) adapted to implement one or more of the example
embodiments disclosed herein.

FIG. 12 1s a block diagram of an example network
architecture 1200 in which client systems 1210, 1220, and
1230 and servers 1240 and 1245 may be coupled to a
network 1250. As detailed above, all or a portion of network
architecture 1200 may perform and/or be a means for
performing, either alone or 1n combination with other ele-
ments, one or more of the steps disclosed herein (such as one
or more of the steps illustrated in FIG. 3). All or a portion
of network architecture 1200 may also be used to perform
and/or be a means for performing other steps and features set
forth 1n the present disclosure.

Client systems 1210, 1220, and 1230 generally represent
any type or form of computing device or system, such as
example computing system 1110 i FIG. 11. Similarly,
servers 1240 and 1245 generally represent computing
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devices or systems, such as application servers or database
servers, configured to provide various database services
and/or run certain soitware applications. Network 1250
generally represents any telecommunication or computer
network including, for example, an intranet, a WAN, a LAN,
a PAN, or the Internet. In one example, client systems 1210,
1220, and/or 1230 and/or servers 1240 and/or 1245 may
include all or a portion of system 100 from FIG. 1.

As 1llustrated 1n FIG. 12, one or more storage devices
1260(1)-(IN) may be directly attached to server 1240. Simi-
larly, one or more storage devices 1270(1)-(N) may be
directly attached to server 1245. Storage devices 1260(1)-
(N) and storage devices 1270(1)-(N) generally represent any
type or form of storage device or medium capable of storing
data and/or other computer-readable 1nstructions. In certain
embodiments, storage devices 1260(1)-(N) and storage
devices 1270(1)-(IN) may represent Network-Attached Stor-
age (NAS) devices configured to communicate with servers
1240 and 1245 using various protocols, such as Network
File System (NFS), Server Message Block (SMB), or Com-
mon Internet File System (CIFS).

Servers 1240 and 1245 may also be connected to a
Storage Area Network (SAN) fabric 1280. SAN fabric 1280
generally represents any type or form of computer network
or architecture capable of facilitating communication
between a plurality of storage devices. SAN fabric 1280 may
facilitate communication between servers 1240 and 1245
and a plurality of storage devices 1290(1)-(N) and/or an
intelligent storage array 1295. SAN fabric 1280 may also
facilitate, via network 1250 and servers 1240 and 1245,
communication between client systems 1210, 1220, and
1230 and storage devices 1290(1)-(N) and/or intelligent
storage array 12935 1n such a manner that devices 1290(1)-
(N) and array 1295 appear as locally attached devices to
client systems 1210, 1220, and 1230. As with storage
devices 1260(1)-(N) and storage devices 1270(1)-(N), stor-
age devices 1290(1)-(N) and intelligent storage array 1295
generally represent any type or form of storage device or
medium capable of storing data and/or other computer-
readable 1nstructions.

In certain embodiments, and with reference to example
computing system 1110 of FIG. 11, a communication inter-
face, such as communication intertace 1122 in FIG. 11, may
be used to provide connectivity between each client system
1210, 1220, and 1230 and network 1250. Client systems
1210, 1220, and 1230 may be able to access information on
server 1240 or 1245 using, for example, a web browser or
other client software. Such software may allow client sys-
tems 1210, 1220, and 1230 to access data hosted by server
1240, server 1245, storage devices 1260(1)-(N), storage
devices 1270(1)-(N), storage devices 1290(1)-(N), or intel-
ligent storage array 1293. Although FIG. 12 depicts the use
of a network (such as the Internet) for exchanging data, the
embodiments described and/or illustrated herein are not
limited to the Internet or any particular network-based
environment.

In at least one embodiment, all or a portion of one or more
of the example embodiments disclosed herein may be
encoded as a computer program and loaded onto and
executed by server 1240, server 1245, storage devices
1260(1)-(N), storage devices 1270(1)-(N), storage devices
1290(1)-(N), intelligent storage array 1295, or any combi-
nation thereof. All or a portion of one or more of the example
embodiments disclosed herein may also be encoded as a
computer program, stored in server 1240, run by server
1245, and distributed to client systems 1210, 1220, and 1230

over network 1250.
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As detailed above, computing system 1110 and/or one or
more components ol network architecture 1200 may per-
form and/or be a means for performing, either alone or 1n
combination with other elements, one or more steps of an
example method for protecting users. 5

While the foregoing disclosure sets forth various embodi-
ments using specific block diagrams, flowcharts, and
examples, each block diagram component, flowchart step,
operation, and/or component described and/or 1illustrated
herein may be implemented, individually and/or collec- 10
tively, using a wide range of hardware, software, or firmware
(or any combination thereot) configurations. In addition, any
disclosure of components contained within other compo-
nents should be considered example 1n nature since many
other architectures can be implemented to achieve the same 15
functionality.

In some examples, all or a portion of example system 100
in FIG. 1 may represent portions of a cloud-computing or
network-based environment. Cloud-computing environ-
ments may provide various services and applications via the 20
Internet. These cloud-based services (e.g., software as a
service, platform as a service, infrastructure as a service,
etc.) may be accessible through a web browser or other
remote interface. Various functions described herein may be
provided through a remote desktop environment or any other 25
cloud-based computing environment.

In various embodiments, all or a portion of example
system 100 1n FIG. 1 may facilitate multi-tenancy within a
cloud-based computing environment. In other words, the
software modules described herein may configure a com- 30
puting system (e.g., a server) to facilitate multi-tenancy for
one or more of the functions described herein. For example,
one or more ol the software modules described herein may
program a server to enable two or more clients (e.g.,
customers) to share an application that 1s running on the 35
server. A server programmed 1n this manner may share an
application, operating system, processing system, and/or
storage system among multiple customers (i.e., tenants).
One or more of the modules described herein may also
partition data and/or configuration information of a multi- 40
tenant application for each customer such that one customer
cannot access data and/or configuration mformation of
another customer.

According to various embodiments, all or a portion of
example system 100 in FIG. 1 may be implemented within 45
a virtual environment. For example, the modules and/or data
described herein may reside and/or execute within a virtual
machine. As used herein, the term “virtual machine” gen-
crally refers to any operating system environment that is
abstracted from computing hardware by a virtual machine 50
manager (e.g., a hypervisor). Additionally or alternatively,
the modules and/or data described herein may reside and/or
execute within a virtualization layer. As used herein, the
term ““virtualization layer” generally refers to any data layer
and/or application layer that overlays and/or 1s abstracted 55
from an operating system environment. A virtualization
layer may be managed by a software virtualization solution
(e.g., a file system filter) that presents the virtualization layer
as though it were part of an underlying base operating
system. For example, a software virtualization solution may 60
redirect calls that are imtially directed to locations within a
base file system and/or registry to locations within a virtu-
alization layer.

In some examples, all or a portion of example system 100
in FIG. 1 may represent portions of a mobile computing 65
environment. Mobile computing environments may be
implemented by a wide range of mobile computing devices,
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including mobile phones, tablet computers, e-book readers,
personal digital assistants, wearable computing devices
(e.g., computing devices with a head-mounted display,
smartwatches, etc.), and the like. In some examples, mobile
computing environments may have one or more distinct
teatures, imncluding, for example, reliance on battery power,
presenting only one foreground application at any given
time, remote management features, touchscreen features,
location and movement data (e.g., provided by Global
Positioning Systems, gyroscopes, accelerometers, etc.),
restricted platforms that restrict modifications to system-
level configurations and/or that limit the ability of third-
party soltware to inspect the behavior of other applications,
controls to restrict the installation of applications (e.g., to
only originate from approved application stores), etc. Vari-
ous functions described herein may be provided for a mobile
computing environment and/or may interact with a mobile
computing environment.

In addition, all or a portion of example system 100 1n FIG.
1 may represent portions of, interact with, consume data
produced by, and/or produce data consumed by one or more
systems for information management. As used herein, the
term “information management” may refer to the protection,
organization, and/or storage of data. Examples of systems
for information management may include, without limita-
tion, storage systems, backup systems, archival systems,
replication systems, high availability systems, data search
systems, virtualization systems, and the like.

In some embodiments, all or a portion of example system
100 in FIG. 1 may represent portions of, produce data
protected by, and/or commumnicate with one or more systems
for information security. As used herein, the term “informa-
tion security” may refer to the control of access to protected
data. Examples of systems for information security may
include, without limitation, systems providing managed
security services, data loss prevention systems, identity
authentication systems, access control systems, encryption
systems, policy compliance systems, itrusion detection and
prevention systems, electronic discovery systems, and the
like.

According to some examples, all or a portion of example

system 100 in FIG. 1 may represent portions of, communi-
cate with, and/or receive protection {from one or more
systems for endpoint security. As used herein, the term
“endpoint security” may refer to the protection of endpoint
systems from unauthorized and/or illegitimate use, access,
and/or control. Examples of systems for endpoint protection
may include, without limitation, anti-malware systems, user
authentication systems, encryption systems, privacy sys-
tems, spam-filtering services, and the like.
The process parameters and sequence of steps described
and/or 1llustrated herein are given by way of example only
and can be varied as desired. For example, while the steps
illustrated and/or described herein may be shown or dis-
cussed 1n a particular order, these steps do not necessarily
need to be performed 1n the order illustrated or discussed.
The various example methods described and/or illustrated
herein may also omit one or more of the steps described or
illustrated herein or include additional steps in addition to
those disclosed.

While various embodiments have been described and/or
illustrated herein 1n the context of fully functional comput-
ing systems, one or more ol these example embodiments
may be distributed as a program product in a variety of
forms, regardless of the particular type of computer-readable
media used to actually carry out the distribution. The
embodiments disclosed herein may also be implemented
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using soitware modules that perform certain tasks. These
software modules may 1nclude script, batch, or other execut-
able files that may be stored on a computer-readable storage
medium or 1 a computing system. In some embodiments,
these software modules may configure a computing system
to perform one or more of the example embodiments dis-
closed herein.

In addition, one or more of the modules described herein
may transform data, physical devices, and/or representations
of physical devices from one form to another. Additionally
or alternatively, one or more of the modules recited herein
may transform a processor, volatile memory, non-volatile
memory, and/or any other portion of a physical computing,
device from one form to another by executing on the
computing device, storing data on the computing device,
and/or otherwise interacting with the computing device.

The preceding description has been provided to enable
others skilled 1n the art to best utilize various aspects of the
example embodiments disclosed herein. This example
description 1s not intended to be exhaustive or to be limited
to any precise form disclosed. Many modifications and
variations are possible without departing from the spirit and
scope of the present disclosure. The embodiments disclosed
herein should be considered 1n all respects illustrative and
not restrictive. Reference should be made to the appended
claims and their equivalents 1n determining the scope of the
present disclosure.

Unless otherwise noted, the terms “connected to” and
“coupled to” (and their dernivatives), as used 1n the specifi-
cation and claims, are to be construed as permitting both
direct and indirect (1.e., via other elements or components)
connection. In addition, the terms “a’ or “an,” as used 1n the
specification and claims, are to be construed as meaning ““at
least one of.” Finally, for ease of use, the terms “including”
and “having” (and their dertvatives), as used 1n the specifi-
cation and claims, are interchangeable with and have the
same meaning as the word “comprising.”

What 1s claimed 1s:

1. A computer-implemented method for protecting users,
at least a portion of the method being performed by a
computing device comprising at least one processor, the
method comprising:

identifying a first light-and-radio frequency signature that

was captured by a security device based on signals
emanating from a mobile computing device at a {first
time and location;
identifying a second light-and-radio frequency signature
that was captured by a same or different security device
based on signals emanating from the same mobile
computing device at a second time and location;

determining that the first light-and-radio frequency sig-
nature and the second light-and-radio frequency signa-
ture match such that an inference 1s made that an
individual possessing the mobile computing device was
present at both the first time and location and the
second time and location; and

performing, based on the inference that the individual

possessing the mobile computing device was present at
both the first time and location and the second time and
location, a security action to protect a user.

2. The computer-implemented method of claim 1,
wherein the second light-and-radio frequency signature was
captured by a different security device than the security
device that captured the first light-and-radio frequency sig-
nature.
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3. The computer-implemented method of claim 2,
wherein the security device and the different security device
are provided by the same cybersecurity vendor.

4. The computer-implemented method of claim 3,
wherein the security device and the diflerent security device
correspond to different purchases from customers belonging
to different households.

5. The computer-implemented method of claim 1,
wherein the same security device captures both the first
light-and-radio frequency signature and the second light-
and-radio frequency signature.

6. The computer-implemented method of claim 5,
wherein determining that the first light-and-radio frequency
signature and the second light-and-radio frequency signature
match comprises checking the first light-and-radio 1re-
quency signature against a database cache that 1s local to the
security device.

7. The computer-implemented method of claim 1,
wherein the first light-and-radio frequency signature or the
second light-and-radio frequency signature 1s uploaded to a
centralized data lake of signatures to share insights between
customers of a same cybersecurity vendor.

8. The computer-implemented method of claim 1, further
comprising prompting the user to indicate whether the
individual possessing the mobile computing device 1is
known to the user.

9. The computer-implemented method of claim 8, turther
comprising, upon a subsequent detection of the individual
possessing the mobile computing device, alerting the user to
the presence of the individual based on an indication that the
individual 1s not known to the user.

10. The computer-implemented method of claim 1, fur-
ther comprising the security device capturing evidence of a
crime.

11. The computer-implemented method of claim 10, fur-
ther comprising the security device submitting the evidence
of the crime to law enforcement.

12. The computer-implemented method of claim 1, fur-
ther comprising leveraging the first light-and-radio 1re-
quency signature and the second light-and-radio frequency
signature to track movement of the individual possessing the
mobile computing device across a local area.

13. The computer-implemented method of claim 1,
wherein the first light-and-radio frequency signature 1s based
at least 1n part on a Bluetooth advertisement or a Wi-Fi probe
request.

14. The computer-implemented method of claim 1,
wherein the first light-and-radio frequency signature i1s gen-
crated based on a combination of multiple underlying sig-
natures across distinct wavelengths.

15. The computer-implemented method of claim 1, fur-
ther comprising prompting the user with an option to enroll
the first light-and-radio frequency signature to a centralized
data lake maintained by a cybersecurity vendor that pro-
vided the security device such that cybersecurity insights
associated with the first light-and-radio frequency signature
are shared with other customers.

16. The computer-implemented method of claim 15, fur-
ther comprising uploading the first light-and-radio {re-
quency signature to the centralized data lake using a cus-
tomized application programming interface.

17. The computer-implemented method of claim 1, fur-
ther comprising samtizing the first light-and-radio frequency
signature 1n a manner that increases a level of privacy for the
individual possessing the mobile computing device while
nevertheless maintaining a level of cybersecurity protection.
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18. The computer-implemented method of claim 17,
wherein sanitizing the first light-and-radio frequency signa-
ture comprises limiting the first light-and-radio frequency
signature to a textual tag 1n combination with imnformation
specilying captured electromagnetic emanations.
19. A system for protecting users, the system comprising:
an 1dentification module, stored in memory, that:
identifies a first light-and-radio frequency signature
that was captured by a security device based on
signals emanating from a mobile computing device
at a first time and location; and

identifies a second light-and-radio frequency signature
that was captured by a same or different security
device based on signals emanating from the same
mobile computing device at a second time and
location;

a determination module, stored 1n memory, that deter-
mines that the first light-and-radio frequency signature
and the second light-and-radio frequency signature
match such that an inference 1s made that an 1ndividual
possessing the mobile computing device was present at
both the first time and location and the second time and
location;

a performance module, stored 1n memory, that performs,
based on the inference that the individual possessing
the mobile computing device was present at both the
first time and location and the second time and location,
a security action to protect a user; and
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at least one physical processor configured to execute the
identification module, the determination module, and
the performance module.

20. A non-transitory computer-readable medium compris-

ing one or more computer-readable mstructions that, when
executed by at least one processor of a computing device,
cause the computing device to:

identity a first light-and-radio frequency signature that
was captured by a security device based on signals
emanating ifrom a mobile computing device at a {first
time and location;

identity a second light-and-radio frequency signature that
was captured by a same or different security device
based on signals emanating from the same mobile
computing device at a second time and location;

determine that the first light-and-radio frequency signa-
ture and the second light-and-radio frequency signature
match such that an inference 1s made that an individual
possessing the mobile computing device was present at
both the first time and location and the second time and

location; and

perform, based on the inference that the individual pos-
sessing the mobile computing device was present at
both the first time and location and the second time and
location, a security action to protect a user.
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