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when 1t 1s determined that the gazing position of the opera-
tor’s eyes on the display screen 1s consistent with the
corresponding operation position of the operator’s operating
portion on the display screen. Theretfore, the method needs
to not only determine the corresponding operation position
of the operator’s operating portion on the display screen, but
also determine the gazing position of the operator’s eyes on
the display screen, and the corresponding operation 1s
executed for the content displayed on the display screen
according to the operation action of the operating portion
only when the two positions are consistent with each other.
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METHOD FOR EXECUTING OPERATION
ACTION ON DISPLAY SCREEN AND
DEVICE FOR EXECUTING OPERATION
ACTION

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims the priority benefit of Chinese
Patent Application No. 201710359272 .4 filed on May 19,
2017 and entitled “METHOD AND SYSTEM FOR
EXECUTING OPERATION ACTION ON DISPLAY
SCREEN” 1n the State Intellectual Property Office of China,
the disclosure of which 1s incorporated herein by reference
in entirety.

BACKGROUND

Technical Field

Embodiments of the present disclosure generally relate to
the field of three-dimensional display technology, and in
particular, to a method for executing an operation action on
a display screen and a device for executing an operation
action.

Description of the Related Art

Gesture 1nteraction technology 1s a technology by which
an operator can control a system through his/her own hand.
By means of this technology, the operator only needs to
execute corresponding actions before a display screen, and
the display screen detects an 1image of the hand and coor-
dinate data of the hand, and thereby determines an operation
position and a gesture command of the operator’s hand so as
to control a corresponding 1mage on the display screen to
execute a corresponding action.

SUMMARY

An embodiment of the present disclosure provides a
method for executing an operation action on a display
screen, the method 1ncluding:

detecting a gazing position of an operator’s eyes on the
display screen and an operation position of the operator’s
operating portion on the display screen respectively;

comparing the gazing position of the operator’s eyes on
the display screen with the operation position of the opera-
tor’s operating portion on the display screen to determine
whether the gazing position 1s consistent with the operation
position or not;

in response to the gazing position of the operator’s eyes
on the display screen being consistent with the operation
position of the operator’s operating portion on the display
screen, executing a corresponding operation for content
displayed on the display screen according to the operation
action of the operating portion.

In some embodiments, comparing the gazing position of
the operator’s eyes on the display screen with the operation
position of the operator’s operating portion on the display
screen to determine whether the gazing position 1s consistent
with the operation position or not includes:

detecting whether a distance between the gazing position
of the operator’s eyes on the display screen and the operation
position of the operator’s operating portion on the display
screen 1s within a preset range or not;
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in response to the distance within the preset range, deter-
mining that the gazing position of the operator’s eyes on the
display screen 1s consistent with the operation position of the
operator’s operating portion on the display screen; and

in response to the distance outside the preset range,
determining that the gazing position of the operator’s eyes
on the display screen 1s not consistent with the operation
position of the operator’s operating portion on the display
screen.

In some embodiments, a set of position identifiers are
provided at a border of the display screen, and

detecting the gazing position of the operator’s eyes on the
display screen and the operation position of the operator’s
operating portion on the display screen respectively
includes:

adopting the set of position identifiers as a preliminary
position 1dentitying device;

detecting the gazing position of the operator’s eyes on the
display screen and the operation position of the operator’s
operating portion on the display screen respectively by using
the preliminary position 1dentifying device.

In some embodiments, a plurality of sets of position
identifiers are provided at a border of the display screen, and

detecting the gazing position of the operator’s eyes on the
display screen and the operation position of the operator’s
operating portion on the display screen respectively
includes:

determinming one set of position identifiers or one position
identifier 1n the plurality of sets of position 1dentifiers as a
preliminary position identifying device according to identi-
flable ranges of the plurality of sets of position 1dentifiers;

detecting the gazing position of the operator’s eyes on the
display screen and the operation position of the operator’s
operating portion on the display screen respectively by using
the preliminary position 1dentifying device.

In some embodiments, the preliminary position identify-
ing device includes a gazing position identifier and an
operating portion identifier, and

detecting the gazing position of the operator’s eyes on the
display screen and the operation position of the operator’s
operating portion on the display screen respectively by using
the preliminary position identifying device includes:

detecting the gazing position of the operator’s eyes on the
display screen by using the gazing position identifier while
detecting the operation position of the operator’s operating
portion on the display screen by using the operating portion
identifier; or

detecting the gazing position of the operator’s eyes on the
display screen by using the gazing position identifier, and
then detecting the operation position of the operator’s oper-
ating portion on the display screen by using the operating
portion 1dentifier; or

detecting the operation position of the operator’s operat-
ing portion on the display screen by using the operating
portion 1dentifier, and then detecting the gazing position of
the operator’s eves on the display screen by using the gazing
position identifier.

In some embodiments, the gazing position 1dentifier
includes a first camera configured to acquire a photograph
including the operator’s eyes and a {irst infrared transceiver,
and
detecting the gazing position of the operator’s eyes on the
display screen by using the gazing position i1dentifier
includes:

acquiring the photograph including the operator’s eyes by
the first camera to detect the gazing position of the opera-
tor’s eyes on the display screen.
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In some embodiments, the operating portion identifier
includes a second camera configured to acquire a photo-
graph including the operator’s the operating portion and a
third camera, and

detecting the operation position of the operator’s operat-
ing portion on the display screen by using the operating
portion 1dentifier includes:

acquiring photographs including the operating portion
respectively by using the third camera and the second
camera, so as to determine the operation position of the
operator’s operating portion on the display screen according
to positions of the operating portion 1n the photographs.

In some embodiments, the third camera and the first
camera are one same camera.

In some embodiments, before executing the correspond-
ing operation for the content displayed on the display screen
according to the operation action of the operating portion,
turther including:

determining one set of position 1dentifiers corresponding,
to a position of the operator according to the detected gazing
position of the operator’s eyes on the display screen and the
position of the operator’s operating portion with respect to
the display screen;

identifying the operation action of the operating portion
by using the determined set of position 1dentifiers.

In some embodiments, a plurality of camera sensors are
provided 1n a display region of the display screen, and

detecting the gazing position of the operator’s eyes on the
display screen and the operation position of the operator’s
operating portion on the display screen respectively
includes:

acquiring photographs including the operator’s eyes and
the operating portion by using the camera sensors;

determining the gazing position of the operator’s eyes on
the display screen and the operation position of the opera-
tor’s operating portion on the display screen respectively
according to the acquired photographs including the opera-
tor’s eyes and the operating portion.

In some embodiments, a plurality of second infrared
transceivers are provided in the display region of the display
screen, and

before executing the corresponding operation for the
content displayed on the display screen according to the
operation action of the operating portion, the method further
includes:

determining a set of second infrared transceivers corre-
sponding to a position of the operator according to the
detected gazing position of the operator’s eyes on the
display screen and the operation position of the operator’s
operating portion on the display screen;

identifying the operation action of the operating portion
by using the determined set of second inirared transceivers.

An embodiment of the present disclosure provides a
device for executing an operation action, including:

a detecting module configured to respectively detect a
gazing position of an operator’s eyes on a display screen and
an operation position of the operator’s operating portion on
the display screen;

judging comparing module configured to compare the
gazing position of the operator’s eyes on the display screen
with the operation position of the operator’s operating
portion on the display screen to determine whether the
gazing position 1s consistent with the operation position or
not;

an executing module configured to execute a correspond-
ing operation for content displayed on the display screen
according to the operation action of the operating portion 1n
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response to the gazing position of the operator’s eyes on the
display screen being consistent with the operation position
of the operator’s operating portion on the display screen.

In some embodiments, the detecting module includes one
or more sets of position 1dentifiers provided at a border of
the display screen; each of the sets of position 1dentifiers
includes a gazing position identifier and an operating portion
identifier; one set of position identifiers 1s selected as a
preliminary position identifying device;

the gazing position identifier in the preliminary position
identifying device 1s configured to detect the gazing position
of the operator’s eyes on the display screen;

the operating portion 1dentifier 1n the preliminary position
identifying device 1s configured to detect the operation
position of the operator’s operating portion on the display
screen.

In some embodiments, the gazing position identifier
includes:

a first camera configured to acquire a photograph 1nclud-
ing the operator’s eyes and

a first infrared transceiver,

wherein the detecting module 1s configured to detect the
gazing position of the operator’s eyes on the display screen
according to the acquired photograph including the opera-
tor’s eyes.

In some embodiments, the operating portion identifier
includes:

a second camera and a third camera configured to acquire
photographs including the operator’s operating portion,

wherein the detecting module 1s configured to detect the
operation position of the operator’s operating portion on the
display screen according to the photographs including the
operating portion acquired by the second camera and the
third camera.

In some embodiments, the detecting module includes a
plurality of camera sensors and a plurality of second infrared
transceivers provided in a display region of the display
screen;

the camera sensors are configured to acquire photographs
including the operator’s eyes and the operating portion; the
detecting module 1s configured to detect the gazing position
of the operator’s eyes on the display screen and the operation
position of the operator’s operating portion on the display
screen respectively according to the acquired photographs
including the operator’s eyes and the operating portion;

the second infrared transceivers are configured to detect
the operation action of the operating portion.

In some embodiments, the device further includes a
rotatable base configured to hold the position identifier
rotatably.

In some embodiments, the detecting module includes one
or more sets of position 1dentifiers provided at a border of
the display screen; each of the sets of position i1dentifiers
includes a gazing position 1identifier and an operating portion
identifier; one set of position identifiers 1s selected as a
preliminary position 1dentifying device;

the gazing position i1dentifier in the preliminary position
identifying device 1s configured to detect the gazing position
of the operator’s eyes on the display screen;

the operating portion 1dentifier 1n the preliminary position
identifying device 1s configured to detect the operation
position of the operator’s operating portion on the display
screen.

An embodiment of the present disclosure also provides a
display screen, including the device for executing the opera-
tion action as described above.
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BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a flowchart of a method for executing an
operation action on a display screen according to an embodi-
ment of the present disclosure;

FIG. 2A 1s a schematic structural view of a display screen
according to an embodiment of the present disclosure;

FIG. 2B 1s a schematic structural view of a display screen
according to an embodiment of the present disclosure;

FIG. 3A 1s a schematic view showing a specific structure
ol a position 1dentifier according to an embodiment of the
present disclosure;

FIG. 3B 1s a schematic view showing a specific structure
ol a position 1dentifier according to an embodiment of the
present disclosure;

FIG. 4A 1s a schematic structural view of a display screen
according to another embodiment of the present disclosure;

FIG. 4B 1s a schematic structural view of a display screen
according to a further embodiment of the present disclosure;

FI1G. 4C 1s a schematic structural view of a display screen
according to a still further embodiment of the present
disclosure; and

FIG. 5 1s a block diagram showing a structure of a device
for executing an operation action according to an embodi-
ment of the present disclosure.

DETAILED DESCRIPTION OF EMBODIMENTS

A method for executing an operation action on a display
screen and a device for executing an operation action
according to the embodiments of the present disclosure will
be described 1n detail below with reference to the accom-
panying drawings. It should be noted that the described
embodiments merely represent a portion of embodiments of
the present disclosure, rather than all of embodiments of the
present disclosure. All other embodiments obtained by those
skilled 1n the art based on the embodiments of the present
disclosure without creative eflorts shall fall within the scope
of the present disclosure.

The inventors have found that, 1n case of frequent gesture
operations of the operator, the hand 1s always in a raised
state, thus when the operator 1s browsing content displayed
on the display screen or talking with other people, a sensor
for detecting gesture 1s always 1n a detection state. There-
fore, 1t 1s easy to cause errors 1n operation or recognition.

An embodiment of the present disclosure provides a
method for executing an operation action on a display
screen. As shown 1n FIG. 1, the method may include the
following steps:

Step S101: detecting a gazing position of an operator’s
eyes on the display screen and an operation position of the
operator’s operating portion on the display screen respec-
tively;

Step S102: comparing the gazing position of the opera-
tor’s eyes on the display screen with the operation position
of the operator’s operating portion on the display screen to
determine whether the gazing position 1s consistent with the
operation position or not; if yes, then executing the step
S103; if not, then returning to the step S101;

Step S103: executing a corresponding operation for con-
tent displayed on the display screen according to the opera-
tion action of the operating portion.

The method for executing the operation action on the
display screen according to the embodiment of the present
disclosure not only needs to detect the operation position of
the operator’s operating portion on the display screen, but
also needs to determine the gazing position of the operator’s
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eyes on the display screen. And the corresponding operation
cannot be executed for the content displayed on the display
screen according to the operation action of the operating
portion unless the two positions are consistent with each
other. Thus, the method can greatly improve the detection
accuracy lor the operator’s operating portion, thereby
improving the operation accuracy for the content displayed
on the display screen, eflectively avoiding errors in opera-
tion and improving the operator’s experiences.

It should be noted that, the operation action in the present
disclosure refers to an action of the operator for an execution
command or other operation contents on the display screen
when the operator operates the display screen, and such an
action of the operator does not touch the display screen; the
operation position of the operator’s operating portion on the
display screen refers to a position on the display screen
corresponding to a position of the operator’s operating
portion 1n a space, for example, within a detectable range of
the display screen.

In a specific implementation, 1n order to realize executing
a corresponding and precise operation to the display content
of the display screen according to the operation action of the
operating portion, and effectively avoid the errors 1n opera-
tion, the method for executing the operation action on the
display screen according to the embodiment of the present
disclosure may be implemented in different ways, depending
on hardware structural features of the display screen. Below,
two i1mplementation manners of the display screen are
provided to implement the method for executing the opera-
tion action on the display screen according to the embodi-
ment of the present disclosure:

In an embodiment of the present disclosure, the display
screen 1s as shown in FIG. 2A or FIG. 2B. At a border of the
display screen 201 (a region other than a display region
202), there 1s at least one set of position 1dentifiers. Taking
the position identifier 203 as an example, 1t 1s fixed to a
rotatable base 204, to allow the position i1dentifier to be
rotated 1n such a way that 1t faces towards the gazing
position of the operator, thereby improving the detection
accuracy of the operator’s operating portion. The base 204
may be a Micro Electro Mechanical System (MEMS) or
other hardware structures, and the base 204 may also be
integrated to a Printed Circuit Board (PCB) by means of
bonding, or the position identifier 203 may be directly
soldered to the PCB to realize an integrated structural
design, and thus 1t 1s advantageous to realize a design of
narrow border of the display screen.

In an embodiment, the position identifier 203 may include
a gazing position identifier 2031 and an operating portion
identifier 2032. For example, 1n an embodiment, as shown 1n
FIG. 3A, the position identifier 203 1ncludes a first camera
a, that 1s, the gazing position i1dentifier 2031 may include a
first camera a for acquiring a photograph containing the
operator’s eyes and the operating portion and a first infrared
transceiver b for acquiring an operation action of the oper-
ating portion of the operator. The operating portion identifier
2032 may include a first camera a for acquiring a photograph
containing the operator’s eyes and the operating portion and
a second camera c¢ for acquiring a photograph containing the
operator’s eyes and the operating portion. A binocular par-
allax 1s formed by the first camera a and the second camera
¢, to determine depth of field coordinates, so that the position
of the operator’s operating portion may be determined. In
other words, 1n this embodiment, the first camera a shown 1n
FIG. 3A 1s shared by the gazing position identifier 2031 and
the operating portion identifier 2032. In another embodi-
ment, as shown 1n FIG. 3B, there are the first camera a and
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a third camera a' in the position i1dentifier 203, the gazing
position i1dentifier 2031 includes a first camera a for acquir-
ing a photograph contaiming the operator’s eyes and the
operating portion and a first infrared transceiver b {for
acquiring an operation action of the operating portion of the
operator, and the operating portion identifier 2032 includes
the third camera a' for acquiring a photograph contaiming the
operator’s eyes and the operating portion and a second
camera ¢ for acquiring another photograph containing the
operator’s eyes and the operating portion. It should be noted
that the infrared transceiver may include an infrared trans-
mitter and an infrared receiver, and the infrared transceiver
transmits 1nfrared rays and receives the retlected inirared
rays, so as to detect information such as position and
movement of the object 1lluminated by the infrared rays.

It 1s apparent that the specific hardware structures of the
gazing position i1dentifier 2031 and the operating portion
identifier 2032 are not limited thereto, instead, they may
have other hardware structures as long as it 1s possible to
determine the gazing position of the operator’s eyes with
respect to the display screen 201, the position of the opera-
tor’s operating portion on the display screen 201, and the
information regarding the operation action of the operator’s
operating portion, and they will not be limited herein.

In another embodiment of the present disclosure, as
shown 1n FIGS. 4A to 4C (only some of camera sensors 206
and some of second infrared transceivers 207 are shown), 1n
the display region 202 (dashed block) of the display screen
201, there are a plurality of camera sensors 206 (in regions
filled with horizontal lines) configured to acquire photo-
graphs containing the operator’s eyes and the operating
portion and a plurality of second infrared transceivers 207
(in regions filled with vertical lines) configured to acquire
the operation action of the operating portion of the operator.
Herein, the number of the camera sensors 206 1s generally
not greater than the number of the second inirared trans-
ceivers 207, and the camera sensors 206 and the second
infrared transceivers 207 are uniformly distributed in the
display region 202 of the display screen 201. In an embodi-
ment, as shown 1in FIGS. 4A and 454, the number of the
camera sensors 206 1s equal to the number of the second
infrared transceivers 207. In an embodiment, as shown in
FI1G. 4C, the number of the camera sensors 206 1s less than
the number of the second infrared transceivers 207. The
arrangement of the camera sensors 206 and the second
inirared transceivers 207 in the display region 202 1s not
limited to the arrangements shown 1n FIG. 4A to FIG. 4C,
as long as the camera sensors 206 and the second infrared
transceivers 207 are uniformly arranged in the display
region 202, therefore the arrangement will not be limited
herein. According to the embodiments of the present dis-
closure, the plurality of camera sensors 206 and the plurality
of second inirared transceivers 207 located in the display
region 202 may be disposed on an array substrate, an
opposite substrate or a packaging substrate of the display
screen 201. Depending on different types of display screen,
the plurality of camera sensors 206 and the plurality of
second 1nfrared transceivers 207 may be differently
designed, which will not be specifically limited herein.

In another embodiment of the present disclosure, the
technical solutions 1n the above embodiments may be com-
bined, that 1s, there are at least one set of position identifiers
in a border region of the display screen, and a plurality of
camera sensors and a plurality of second infrared transceiv-
ers 1n the display region of the display screen. In this
embodiment, the combination of the two structures can
greatly improve the detection accuracy for the operator’s
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eyes and the operating portion, thereby greatly improving
the operation accuracy for the content displayed on the
display screen, and minimizing the probability of errors 1n
the operation.

Next, the above method for executing the operation action
on the display screen according to the embodiments of the
present disclosure will be described 1n detail with reference
to the structures of the FIG. 2A, FIG. 2B and the structures
of FIG. 4A, FIG. 4B, FIG. 4C.

In the case of the structures of FIG. 2A, FIG. 2B, there are
at least one set of position identifiers at the border of the
display screen. In the method for executing the operation
action on the display screen according to the embodiments
of the present disclosure, 1t may be implemented through the
following two manners:

In a specific implementation, as shown 1n FIG. 2A, one set
of position 1dentifiers 203 1s provided at the border of the
display screen 201 (the region other than the display region
202). Accordingly, in the step S101 in the method for
executing the operation action on the display screen accord-
ing to the embodiment of the present disclosure, detecting
the gazing position of the operator’s eyes on the display
screen and the operation position of the operator’s operating,
portion on the display screen respectively may include:

adopting the set of position identifiers as a preliminary
position identifving device;

determiming the gazing position of the operator’s eyes on
the display screen and the operation position of the opera-
tor’s operating portion on the display screen respectively by
using the preliminary position identifying device.

In a specific implementation, as shown in FIG. 2B, a
plurality of sets of position 1dentifiers 203 are provided at the
border of the display screen 201 (the region other than the
display region 202 of the display screen 201). Accordingly,
in the step S101 in the method for executing the operation
action on the display screen according to the embodiment of
the present disclosure, detecting the gazing position of the
operator’s eyes on the display screen and the operation
position of the operator’s operating portion on the display
screen respectively may include:

determiming a preliminary position identifying device
according to identifiable ranges of the plurality of sets of
position 1dentifiers;

detecting the gazing position of the operator’s eyes on the
display screen and the operation position of the operator’s
operating portion on the display screen respectively by using
the preliminary position 1dentifying device.

Specifically, when the preliminary position identifying
device 1s determined according to the identifiable ranges of
the plurality of sets of position 1dentifiers, the set of position
identifiers of the plurality of sets of position identifiers
which has the best setting position and the largest 1dentifi-
able range may be used as the preliminary position identi-
tying device, so as to ensure that the determined gazing
position of the operator’s eyes on the display screen and the
determined operation position of the operator’s operating
portion on the display screen are relatively accurate. In this
way, 1t 1s favorable for next steps of comparison and
detection. However, the selection of the preliminary position
identifying device may not be limited to the above manner,
but can also be designed according to actual requirements.
For example, 1n the display screen as shown in FIG. 2B,
firstly, the gazing position identifier 2031 1n the position
identifier 203 located at the top of the display screen 201
may be used to determine the gazing position of the opera-
tor’s eyes with respect to the display screen 201; then, a
position 1dentifier (for example, a position i1dentifier 205)
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corresponding to the gazing position 1s used as the prelimi-
nary position identifying device, and then the gazing posi-
tion of the operator’s eyes with respect to the display screen
201 and the position of the operator’s operating portion with
respect to the display screen 201 are detected again.

According to the embodiments of the present disclosure,
regardless of whether the display screen has one set of
position 1dentifiers or a plurality of sets of position identi-
fiers at the border, the preliminary position identifying
device has the same structure, in order to determine the
gazing position of the operator’s eyes on the display screen
and the operation position of the operator’s operating por-
tion on the display screen. Therefore, taking the position
identifiers 203 shown 1n FIGS. 3A and 3B as a preliminary
position 1dentifying device, 1in the method for executing the
operation action on the display screen according to an
embodiment of the present disclosure, the preliminary posi-
tion 1dentifying device 203 may include a gazing position
identifier 2031 and an operating portion i1dentifier 2032.

In an embodiment, the structure shown 1n FIG. 3A 1s used.
Because there 1s only one first camera a, the gazing position
identifier 2031 constituted by the first camera a and the first
infrared transceiver b and the operating portion identifier
2032 constituted by the first camera a and the second camera
¢ cannot work at the same time, and they need to work 1n a
time-divisional manner. That 1s, after the gazing position
identifier 2031 has determined the gazing position of the
operator’s eyes on the display screen, the operating portion
identifier 2032 determines the operation position of the
operator’s operating portion on the display screen, or alter-
natively, after the operation position identifier 2032 has
determined the operation position of the operator’s operating
portion on the display screen, the gazing position 1dentifier
2031 determines the gazing position of the operator’s eyes
on the display screen. In another embodiment, the structure
shown 1n FIG. 3B 1s used. Because there are the first camera
a and the third camera a', operation order of the gazing

position 1dentifier 2031 and the operating portion 1dentifier
2032 1s not limated.

Therefore, in the method for executing the operation
action on the display screen according to an embodiment of
the present disclosure, detecting the gazing position of the
operator’s eyes on the display screen and the operation
position of the operator’s operating portion on the display
screen respectively by using the preliminary position 1den-
tifying device 203 may include:

detecting the gazing position of the operator’s eyes on the
display screen by using the gazing position identifier 2031
while detecting the operation position of the operator’s
operating portion on the display screen by using the oper-
ating portion i1dentifier 2032; or

detecting the gazing position of the operator’s eyes on the
display screen by using the gazing position identifier 2031,
and then detecting the operation position of the operator’s
operating portion on the display screen by using the oper-
ating portion i1dentifier 2032; or

detecting the operation position of the operator’s operat-
ing portion on the display screen by using the operating
portion 1dentifier 2032, and then detecting the gazing posi-
tion of the operator’s eyes on the display screen by using the
gazing position 1dentifier 2031.

Further, as shown in FIG. 3A and FIG. 3B, the gazing
position 1dentifier 2031 may include a first camera a and a
first infrared transceiver b. Therefore, 1n the method for
executing the operation action on the display screen accord-
ing to an embodiment of the present disclosure, detecting the
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gazing position of the operator’s eyes on the display screen
by using the gazing position 1dentifier 2031 may 1nclude:

detecting the gazing position of the operator’s eyes on the
display screen by using the first camera a and the first
infrared transceiver b.

Further, as shown 1 FIG. 3A and FIG. 3B, the operating
portion 1dentifier 2032 may include a second camera ¢ and
a first camera a. Therefore, 1n the method for executing the
operation action on the display screen according to an
embodiment of the present disclosure, detecting the opera-
tion position of the operator’s operating portion on the
display screen by using the operating portion identifier 2032
before or after detecting the gazing position of the operator’s
eyes on the display screen by using the gazing position
identifier 2031 may include:

detecting the operation position of the operator’s operat-
ing portion on the display screen by using the first camera a
and the second camera c.

In a specific implementation, 1 order to determine
whether the detected gazing position of the operator’s eyes
on the display screen 1s consistent with the operation posi-
tion of the operator’s operating portion on the display screen
or not, to determine whether to execute the next operation,
in the step S102 in the method for executing the operation
action on the display screen according to an embodiment of
the present disclosure, comparing the gazing position of the
operator’s eyes on the display screen with the operation
position of the operator’s operating portion on the display
screen to determine whether the gazing position 1s consistent
with the operation position or not may specifically include:

detecting whether a distance between the gazing position
of the operator’s eyes on the display screen and the operation
position of the operator’s operating portion on the display
screen 1s within a preset range or not;

11 yes, determining that the gazing position of the opera-
tor’s eyes on the display screen i1s consistent with the
operation position of the operator’s operating portion on the
display screen; and

i1 no, determining that the gazing position of the opera-
tor’s eyes on the display screen 1s not consistent with the
operation position of the operator’s operating portion on the
display screen.

Specifically, the preset range may be preset according to
actual requirements. Therefore, the preset range 1s adjust-
able, and the specific value thereof 1s not limited herein.

In a specific implementation, before executing the corre-
sponding operation for the content displayed on the display
screen according to the action of the operating portion, 1t 1s
necessary to determine the action of the operator’s operating
portion. The selection of sets of position 1dentifiers used for
determining the information depends on the number of the
position 1dentifiers on the display screen.

In an embodiment, a structure 1n which only one set of
position identifiers 203 are provided at the border of the
display screen 1s used, as shown 1n FIG. 2A. In this case, the
position information of the operator’s operating portion 1s
determined by the position identifier 203, and then the
position 1dentifier 203 1s rotated by means of the rotatable
base 204 so that the position identifier 203 faces towards the
gazing position of the operator, and then the gazing position
of the operator’s eyes and the action information of the
operating portion are further determined by the position
identifier 203.

Specifically, in the case of a plurality of sets of position
identifiers at the border of the display screen, as shown 1n
FIG. 2B, taking the position identifier 203 as a preliminary
position 1dentifying device, 1t 1s necessary to determine the
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gazing position of the operator’s eyes with respect to the
display screen 201 and the position of the operator’s oper-
ating portion with respect to the display screen 201 by the
preliminary position identitying device 203; then one set of
position 1dentifiers corresponding to the position of the
operator, for example the position 1dentifier 205, 1s selected;
then, the position identifier 205 1s rotated by the rotatable
base 204 to face the gazing position of the operator, and the
information of the operating portion 1s determined by the
position identifier 205. Therefore, 1n the method for execut-
ing the operation action on the display screen according to
an embodiment of the present disclosure, before the step
S103 of executing the corresponding operation for the
content displayed on the display screen according to the
operation action of the operating portion, the method may
turther include:

determining one set of position 1dentifiers corresponding
to a position of the operator according to the determined
gazing position of the operator’s eyes on the display screen
and the determined operation position of the operator’s
operating portion on the display screen;

detecting the operation action of the operating portion by
using the identified set of position identifiers.

In an embodiment of the present disclosure, the structure
shown 1n FIGS. 4A to 4C 1s used. There are a plurality of
camera sensors and a plurality of second infrared transceiv-
ers 1n the display region of the display screen, as shown 1n
FIGS. 4A to 4C, the camera sensors 206 (in regions filled
with horizontal lines) are used to determine the gazing
position of the operator’s eyes on the display screen 201 and
the operation position of the operator’s operating portion on
the display screen 201, and the second infrared transceivers
207 (in regions filled with vertical lines) are used to deter-
mine the operating information of the operating portion.
Such a structural design can not only achieve precise detec-
tion ol the operator’s operating portion, but also help to
realize a design of narrow border of the display screen.

In a specific implementation, the camera sensor 206 1s
provided in each pixel region of the display region 202, and
each camera sensor 206 cannot tune focus, therefore focal
lengths of the camera sensors 206 located in the pixel
regions are designed differently. In order to detect the gazing
position of the operator’s eyes on the display screen 201 and
the operation position of the operator’s operating portion on
the display screen 201, all of the camera sensors 202 located
in the display region 202 will take photographs. Therefore,
in the step S101 in the method for executing the operation
action on the display screen according to an embodiment of
the present disclosure, detecting the gazing position of the
operator’s eyes on the display screen and the operation
position of the operator’s operating portion on the display
screen respectively may specifically include:

acquiring photographs including the operator’s eyes and
the operating portion by using the camera sensors;

detecting the gazing position of the operator’s eyes on the
display screen and the operation position of the operator’s
operating portion on the display screen respectively accord-
ing to the acquired photographs including the operator’s
eyes and the operating portion.

Specifically, since the focal lengths of the camera sensors
located 1n the respective pixel regions are different from
cach other, 1t causes that the photographs taken by some
camera sensors are clear and the photographs taken by the
other camera sensors are not clear due to the difference of
tocal lengths. Theretfore, after the camera sensors acquire the
photographs containing the operator’s eyes and the operat-
ing portion, the acquired photographs are screened such that
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the clear photographs are selected, and then the gazing
position of the operator’s eyes on the display screen and the
operation position of the operator’s operating portion on the
display screen are respectively detected according to the
information in the clear photographs.

In a specific implementation, 1n order to detect whether
the gazing position of the operator’s eyes on the display
screen 1s consistent with the operation position of the
operator’s operating portion on the display screen or not, to
determine whether the next operation 1s executed, in the step
5102 1n the method for executing the operation action on the
display screen according to an embodiment of the present
disclosure, comparing the gazing position of the operator’s
eyes on the display screen with the operation position of the
operator’s operating portion on the display screen to deter-
mine whether the gazing position 1s consistent with the
operation position or not may specifically include:

detecting whether a distance between the gazing position
of the operator’s eyes on the display screen and the operation
position of the operator’s operating portion on the display
screen 1s within a preset range;

11 yes, determining that the gazing position of the opera-
tor’s eyes on the display screen i1s consistent with the
operation position of the operator’s operating portion on the
display screen; and

i1 no, determining that the gazing position of the opera-
tor’s eyes on the display screen 1s not consistent with the
operation position of the operator’s operating portion on the
display screen.

Specifically, the preset range may be preset according to
actual requirements. Therefore, the preset range 1s adjust-
able, and the specific value thereof 1s not limited herein.

In a specific implementation, there are a plurality of
second inirared transceivers in the display region of the
display screen, 1n order to reduce calculation amount and
reduce power consumption, aiter 1t 1s determined that the
gazing position of the operator’s eyes on the display screen
1s consistent with the operation position of the operator’s
operating portion on the display screen, 1t 1s necessary to
select second infrared transceiver corresponding to the posi-
tion according to the detected gazing position of the opera-
tor’s eyes on the display screen and the detected operation
position of the operator’s operating portion on the display
screen, and then the action of the operating portion 1s
determined by the second inirared transceiver at this posi-
tion. In this way, 1t improves the detection accuracy while
reducing the calculation amount. Therefore, 1n the method
for executing the operation action on the display screen
according to an embodiment of the present disclosure,
betore the step S103 of executing the corresponding opera-
tion for the content displayed on the display screen accord-
ing to the operation action of the operating portion, the
method may further include:

determinming one set of second inifrared transceivers cor-
responding to a position of the operator according to the
detected gazing position of the operator’s eyes on the
display screen and the detected operation position of the
operator’s operating portion on the display screen;

identifying the operation action of the operating portion
by using the identified set of second infrared transceivers
corresponding to the position of the operator.

For example, the display screen shown 1n FIG. 4A 1s used.
Firstly, the gazing position of the operator’s eyes with
respect to the display screen 201 and the position of the
operator’s operating portion with respect to the display
screen 201 are determined by the camera sensors 206, and
then when 1t 1s determined that the gazing position of the
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operator’s eyes with respect to the display screen 201 1is
consistent with the position of the operator’s operating
portion with respect to the display screen 201, and if 1t 15 the
second inirared transceiver 208 (the second infrared trans-
ceiver 1n the dashed block) that corresponds to the position
ol the operator, then only the second infrared transceiver 208
1s used to determine the information of the operating portion.
In this way, it improves the detection accuracy, while
reducing the calculation amount.

Based on the same 1mventive concept, an embodiment of
the present disclosure further provides a device for execut-
ing an operation action. Since the operation principle of the
device for executing the operation action 1s similar to the
foregoing method for executing the operation action on the
display screen, the operation manner of the device for
executing the operation action may refer to the embodiments
of the foregoing method for executing the operation action
on the display screen, and therefore details will not be
repeated herein.

Specifically, 1n the above executing device for the opera-
tion action according to the embodiment of the present

disclosure, as shown 1n FIG. 5, 1t may include: a detecting
module 3501, a comparing module 502, and an executing
module 503.

The detecting module 501 1s configured to respectively
detect a gazing position of an operator’s eyes on a display
screen and an operation position of the operator’s operating
portion on the display screen.

The comparing module 502 1s configured to compare the
gazing position of the operator’s eyes on the display screen
with the operation position of the operator’s operating
portion on the display screen to determine whether the
gazing position 1s consistent with the operation position or
not.

The executing module 503 1s configured to execute a
corresponding operation for content displayed on the display
screen according to the operation action of the operating
portion 1n response to the gazing position of the operator’s
eyes on the display screen being consistent with the opera-
tion position of the operator’s operating portion on the
display screen.

In a specific implementation, mn the above-mentioned
device for executing the operation action according to the
embodiment of the disclosure, as shown 1n FIG. 2A and FIG.
2B, the detecting module 501 may include one or more sets
ol position 1dentifiers provided at a border of the display
screen 201 (the region other than the display region 202); the
position 1dentifier 203 may include a gazing position iden-
tifier 2031 and an operating portion i1dentifier 2032; one set
of position 1dentifiers are selected as a preliminary position
identifying device. As an example, the position identifier
203 including the gazing position i1dentifier 2031 and the
operating portion identifier 2032 acts as the preliminary
position 1dentifying device.

The gazing position identifier 2031 1n the preliminary
position 1dentifying device 203 1s configured to detect the
gazing position of the operator’s eyes on the display screen.

The operating portion 1dentifier 2032 1n the preliminary
position 1dentifying device 203 is configured to detect the
operation position of the operator’s operating portion on the
display screen.

According to an embodiment of the present disclosure, as
shown 1 FIGS. 3A and 3B, 1n the device for executing the
operation action, the gazing position identifier 2031 may
include a first camera a for acquiring a photograph including
the operator’s eyes and the operating portion and a first
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infrared transceiver b for acquiring an operation action of
the operating portion of the operator.

According to an embodiment of the present disclosure, as
shown 1 FIGS. 3A and 3B, 1n the device for executing the
operation action, the operating portion identifier 2032 may
include a second camera ¢ for acquiring a photograph
including the operator’s eyes and the operating portion and
a third camera a' for acquiring a photograph including the
operator’s eyes and the operating portion.

In a specific implementation, 1n the above-mentioned
executing device for the operation action according to the
embodiment of the disclosure, as shown 1n FIGS. 4A to 4C,
the detecting module 501 may include a plurality of camera
sensors 206 (in regions filled with horizontal lines) and a
plurality of second infrared transceivers 207 (in regions
filled with vertical lines) provided 1n the display region 202
of the display screen 201.

The camera sensors 206 are configured to acquire photo-
graphs 1ncluding the operator’s eyes and the operating
portion; the detecting module 1s configured to determine the
gazing position of the operator’s eyes on the display screen
and the operation position of the operator’s operating por-
tion on the display screen respectively according to the
acquired photographs including the operator’s eyes and the
operating portion;

The second infrared transceivers 207 are configured to
determine the information of the operating portion.

In a specific implementation, the comparing module 502
and the executing module 503 may be implemented by a
group of central processing units (CPUs) or other hardware
structures that can implement processing and control func-
tions, which are not limited herein.

The embodiments of the present disclosure provide a
method for executing an operation action on a display screen
and a device for executing an operation action. Firstly, a
gazing position ol an operator’s eyes on the display screen
and a operation position of the operator’s operating portion
on the display screen are detected, then a corresponding
operation 1s executed for content displayed on the display
screen according to the operation action of the operating
portion, 1n response to the gazing position of the operator’s
eyes on the display screen being consistent with the opera-
tion position of the operator’s operating portion on the
display screen. Therefore, the method not only needs to
determine the operation position of the operator’s operating
portion on the display screen, but also needs to determine the
gazing position of the operator’s eyes on the display screen,
and the corresponding operation 1s executed to the content
displayed on the display screen according to the operation
action of the operating portion only when the two positions
are consistent with each other. Thus, the method can greatly
improve the detection accuracy for the operator’s operating
portion, thereby improving the operation accuracy for the
content displayed on the display screen, eflectively avoiding
the errors 1n the operation and improving the operator’s
experience. In an embodiment of the present disclosure, the
operating portion may be, for example, a hand, leg, head, or
the like of the operator.

An embodiment of the present disclosure further provides
a display screen including the above-described device for
executing the operation action.

It will be apparent to those skilled in the art that various
modifications and variations can be made to the present
disclosure without departing from the spirit and scope of the
present disclosure. Thus, 11 these modifications and varia-
tions to the present disclosure fall within the scope of the
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claims of the present disclosure and their equivalents, the
present disclosure also intends to include these modifica-
tions and variations.
What 1s claimed 1s:
1. A method for executing an operation action on a display
screen, the method comprising:
detecting a gazing position of an operator’s eyes on the
display screen and an operation position of the opera-
tor’s operating portion on the display screen respec-
tively;
comparing the gazing position of the operator’s eyes on
the display screen with the operation position of the
operator’s operating portion on the display screen to
determine whether the gazing position 1s consistent
with the operation position or not;
in response to the gazing position of the operator’s eves
on the display screen being consistent with the opera-
tion position of the operator’s operating portion on the
display screen, executing a corresponding operation for
content displayed on the display screen according to the
operation action of the operating portion,
wherein a set of position identifiers fixed to a single
rotatable base are provided at a border of the display
screen, and the set of position identifiers comprises a
gazing position identifier configured to detect the gaz-
ing position of the operator’s eyes on the display screen
and an operating portion identifier configured to detect
the operation position of the operator’s operating por-
tion on the display screen, and
detecting the gazing position of the operator’s eyes on the
display screen and the operation position of the opera-
tor’s operating portion on the display screen respec-
tively comprises:
adopting the set of position i1dentifiers as a preliminary
position 1dentifying device;
detecting the gazing position of the operator’s eyes on
the display screen and the operation position of the
operator’s operating portion on the display screen
respectively by using the gazing position i1dentifier
and the operating portion identifier of the prelimi-
nary position identifying device;
rotating, according to the detected gazing position and
operation position, the rotatable base to rotate the
gazing position identifier and the operating portion
identifier of the preliminary position i1dentiiying
device simultaneously 1n such a way that they face
towards the operator; and
detecting the gazing position of the operator’s eyes on
the display screen and the operation position of the
operator’s operating portion on the display screen
respectively by using the gazing position i1dentifier
and the operating portion identifier of the rotated
preliminary position identifying device;
or
wherein a plurality of sets of position identifiers are
provided at a border of the display screen, and each set
ol position 1dentifiers of the plurality of sets of position
identifiers 1s fixed to a single rotatable base and com-
prises a gazing position 1dentifier configured to detect
the gazing position of the operator’s eyes on the display
screen and an operating portion identifier configured to
detect the operation position of the operator’s operating
portion on the display screen, and
detecting the gazing position of the operator’s eyes on
the display screen and the operation position of the
operator’s operating portion on the display screen
respectively comprises:
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adopting any one set of position identifiers or any
one position identifier 1n the plurality of sets of
position 1dentifiers as a first preliminary position
identifying device;

detecting the gazing position of the operator’s eyes
on the display screen and the operation position of
the operator’s operating portion on the display
screen respectively by using the first preliminary
position 1dentitying device;

determining one set of position identifiers 1n the
plurality of sets of position identifiers as a second
preliminary position identifying device according
to 1dentifiable ranges of the plurality of sets of
position 1dentifiers and the detected gazing posi-
tion and operation position;

rotating, according to the detected gazing position
and operation position, one, corresponding to the
one set of position identifiers, ol the rotatable
bases to rotate the gazing position identifier and
the operating portion i1dentifier of the second pre-
liminary position identifying device simultane-
ously 1 such a way that they face towards the
operator; and

detecting the gazing position of the operator’s eyes
on the display screen and the operation position of
the operator’s operating portion on the display
screen respectively by using the gazing position
identifier and the operating portion 1dentifier of the
rotated second preliminary position identifying
device.

2. The method according to claim 1, wherein comparing

the gazing position of the operator’s eyes on the display
screen with the operation position of the operator’s operat-
ing portion on the display screen to determine whether the
gazing position 1s consistent with the operation position or
not comprises:

detecting whether a distance between the gazing position
of the operator’s eyes on the display screen and the
operation position of the operator’s operating portion
on the display screen 1s within a preset range or not;

in response to the distance within the preset range, deter-
mining that the gazing position of the operator’s eyes
on the display screen 1s consistent with the operation
position of the operator’s operating portion on the
display screen; and

in response to the distance outside the preset range,
determining that the gazing position of the operator’s
eyes on the display screen 1s not consistent with the
operation position of the operator’s operating portion
on the display screen.

3. The method according to claim 1, wherein the set of

position identifiers are provided at the border of the display
screen, and

detecting the gazing position of the operator’s eyes on the
display screen and the operation position of the opera-
tor’s operating portion on the display screen respec-
tively by using the gazing position identifier and the
operating portion identifier of the preliminary position
identifying device comprises:
detecting the gazing position of the operator’s eyes on
the display screen by using the gazing position
identifier while detecting the operation position of
the operator’s operating portion on the display screen
by using the operating portion identifier; or
detecting the gazing position of the operator’s eyes on
the display screen by using the gazing position
identifier, and then detecting the operation position
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of the operator’s operating portion on the display
screen by using the operating portion 1dentifier; or
detecting the operation position of the operator’s oper-
ating portion on the display screen by using the
operating portion identifier, and then detecting the
gazing position of the operator’s eyes on the display
screen by using the gazing position 1dentifier.

4. The method according to claim 3, wherein the gazing
position identifier comprises a first camera configured to
acquire a photograph comprising the operator’s eyes and a
first infrared transceiver, and

detecting the gazing position of the operator’s eyes on the

display screen by using the gazing position identifier

COmprises:

acquiring the photograph comprising the operator’s
eyes by the first camera to detect the gazing position
of the operator’s eyes on the display screen.

5. The method according to claim 4, wherein the operating
portion 1dentifier comprises a second camera configured to
acquire a photograph comprising the operator’s operating
portion and a third camera, and

detecting the operation position of the operator’s operat-

ing portion on the display screen by using the operating

portion 1dentifier comprises:

acquiring photographs comprising the operating por-
tion respectively by using the third camera and the
second camera, so as to determine the operation
position of the operator’s operating portion on the
display screen according to positions of the operating
portion 1n the photographs.

6. The method according to claim 1, wherein a plurality
of camera sensors are provided 1n a display region of the
display screen, and

detecting the gazing position of the operator’s eyes on the

display screen and the operation position of the opera-

tor’s operating portion on the display screen respec-
tively comprises:
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acquiring photographs comprising the operator’s eyes
and the operating portion by using the camera sen-
SOI'S;
determining the gazing position of the operator’s eyes
on the display screen and the operation position of
the operator’s operating portion on the display screen
respectively according to the acquired photographs
comprising the operator’s eyes and the operating
portion.
7. The method according to claim 6, wherein a plurality
of second infrared transceivers are provided 1n the display
region ol the display screen, and before executing the
corresponding operation for the content displayed on the
display screen according to the operation action of the
operating portion, the method further comprises:
determining a set of second infrared transceivers corre-
sponding to a position of the operator according to the
detected gazing position of the operator’s eyes on the
display screen and the operation position of the opera-
tor’s operating portion on the display screen;

identifying the operation action of the operating portion
by using the determined set of second infrared trans-
celvers.

8. The method according to claim 3, wherein the third
camera and the first camera are one same camera.

9. The method according to claim 1, wherein the plurality
of sets of position 1dentifiers are provided at the border of the
display screen and belfore executing the corresponding
operation for the content displayed on the display screen
according to the operation action of the operating portion,
turther comprising;:

determining one set of position identifiers corresponding,

to a position of the operator according to the detected
gazing position of the operator’s eyes on the display
screen and the position of the operator’s operating
portion with respect to the display screen;

identitying the operation action of the operating portion

by using the determined one set of position identifiers.
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