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CONSISTENT READS IN A DISTRIBUTED
TRANSACTION PROTOCOL

BACKGROUND

Aspects of the present invention generally relate to com-
puting devices and, more particularly, to methods and sys-
tems for consistent reads in a distributed transaction proto-
col.

Computing devices communicate data, process data, and/
or store data. Such computing devices range from wireless
smart phones, laptops, tablets, personal computers (PCs),
work stations, and video game devices, to data centers that
support millions of web searches, stock trades, or online
purchases every day. A computer may eflectively extend its
central processing unit (CPU) by using cloud computing to
perform one or more computing functions (e.g., a service, an
application, an algorithm, an arithmetic logic function, etc.)
on behalf of the computer. Cloud computing 1s a model of
service delivery for enabling convenient, on-demand net-
work access to a shared pool of configurable computing
resources (€.g., networks, network bandwidth, servers, pro-
cessing, memory, storage, applications, virtual machines,
and services) that can be rapidly provisioned and released
with minimal management effort or interaction with a pro-
vider of the service.

Further, for large services, applications, and/or functions,
cloud computing may be performed by multiple cloud
computing resources in a distributed manner to improve the
response time for completion of the service, application,
and/or Tunction. For example, Hadoop® (a registered trade-
mark of The Apache Software Foundation) 1s an open source
software framework that supports distributed applications
enabling application execution by thousands of computers.
Network storage 1s a computing capability that 1s typically
oflered by cloud computing providers. In particular, a user of
cloud computing services may store and retrieve data on
cloud infrastructure maintained by a cloud computing pro-
vider, such as a dispersed storage network (DSN) system. A
computer may use cloud storage as part of 1ts memory
system. Cloud storage enables a user, via a computer, to
store files, applications, etc., on an Internet storage system.
The Internet storage system may include a redundant array
of independent disks (RAID) system and/or a dispersed
storage system (dispersed storage network memory) that
uses an error correction scheme to encode data for storage.

SUMMARY

In a first aspect of the invention, there 1s a method that
includes: receiving, by a computing device, a request to
write a revision ol a data object 1n a dispersed storage
network (DSN); sending, by the computing device, a pro-
posal with the revision of the data object to a plurality of
storage units; receiving, by the computing device, a response
to the proposal from each of the plurality of storage units, the
response including a proposed minimum timestamp corre-
sponding to the data object; determining, by the computing
device, a minimum timestamp for the data object based on
the proposed minimum timestamps recerved from the plu-
rality of storage units; and determining, by the computing,
device, a version of the data object written 1n the DSN based
on the mmimum timestamp.

In another aspect of the invention, there 1s a computer
program product that includes one or more computer read-
able storage media, and program instructions collectively
stored on the one or more computer readable storage media.
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2

The program instructions include: program instructions to
receive a read request for a data object, the read request
including a request timestamp; program instructions to
determine a current timestamp; program instructions to
retrieve data from storage corresponding to the data object
at the request timestamp; program instructions to update a
read timestamp cache based on the current timestamp; and
program 1nstructions to provide the retrieved data to a
dispersed storage (DS) processing unit.

In another aspect of the invention, there 1s a system that
includes a hardware processor, a computer readable
memory, and one or more computer readable storage media
associated with a computing device, wherein the computing
device 1s a dispersed storage (DS) processing unit; program
istructions to receive a request to write a revision of a data
object 1 a dispersed storage network (DSN); program
instructions to send a proposal with the revision of the data
object to a plurality of storage units; program instructions to
receive a response to the proposal from each of the plurality
of storage units, the response including a proposed mini-
mum timestamp corresponding to the data object; program
instructions to determine a minimum timestamp for the data
object based on the proposed minimum timestamps received
from the plurality of storage units; and program instructions
to determine a version of the data object written 1n the DSN
based on the minimum timestamp, wherein the program
instructions are collectively stored on the one or more
computer readable storage media for execution by the hard-
ware processor via the computer readable memory.

BRIEF DESCRIPTION OF THE DRAWINGS

Aspects of the present invention are described in the
detailed description which follows, 1n reference to the noted
plurality of drawings by way of non-limiting examples of
exemplary embodiments of the present invention.

FIG. 1 depicts a cloud computing node according to an
embodiment of the present invention.

FIG. 2 depicts a cloud computing environment according,
to an embodiment of the present invention.

FIG. 3 depicts abstraction model layers according to an
embodiment of the present invention.

FIG. 4 depicts an 1llustrative environment 1n accordance
with aspects of the mvention.

FIGS. 5 and 6 depict tlowcharts of exemplary methods
performed 1n accordance with aspects of the invention.

DETAILED DESCRIPTION

Aspects of the present mnvention generally relate to com-
puting devices and, more particularly, to methods and sys-
tems for consistent reads 1 a distributed transaction proto-
col. As described herein, aspects of the mvention include a
method and system that enable a distributed transaction
protocol for reading multiple sources (objects) consistently
in a DSN by 1ssuing, from a dispersed storage (DS) pro-
cessing umt, multiple read requests with a particular time-
stamp, and reading, by a DS storage unit, a highest revision
(version) with a timestamp less than or equal to the particu-
lar timestamp. Aspects of the invention also include a
method and system that enable a distributed transaction
protocol that, after a client has restored a particular revision
ol a source, prevents writing in the DSN of any revision of
that source that 1s lower than or equal to the particular
revision that was restored.

Embodiments address problems with consistency in a
DSN. In particular, embodiments address problems with
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particular revisions of sources being changed aiter having
been read/restored by a client. Accordingly, embodiments
improve the functioning of a computer by providing meth-
ods and systems for immediately consistent reads in a
distributed transaction protocol. In particular, embodiments
improve the functioning of a computer by providing a
method and system that enable a distributed transaction
protocol for reading multiple sources consistently 1n a DSN
by 1ssuing, from a DS processing unit, multiple read requests
with a particular timestamp, and reading, by a DS storage
unit, a highest revision with a timestamp less than or equal
to the particular timestamp. Embodiments also improve the
functioning of a computer by providing a method and
system that enable a distributed transaction protocol that,
alter a client has restored a particular revision of a source,
preserves consistency by preventing writing in the DSN of
any revision of that source that 1s lower than or equal to the
particular revision that was restored. Additionally, 1mple-
mentations of the invention use techniques that are, by
definition, rooted 1n computer technology (e.g., DSNs, DS
processing units, DS storage units, and cloud computing).

The present invention may be a system, a method, and/or
a computer program product at any possible technical detail
level of mtegration. The computer program product may
include a computer readable storage medium (or media)
having computer readable program instructions thereon for
causing a processor to carry out aspects of the present
invention.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an
instruction execution device. The computer readable storage
medium may be, for example, but 1s not limited to, an
clectronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium includes
the following: a portable computer diskette, a hard disk, a
random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium or media, as
used herein, 1s not to be construed as being transitory signals
per se, such as radio waves or other freely propagating
clectromagnetic waves, electromagnetic waves propagating
through a waveguide or other transmission media (e.g., light
pulses passing through a fiber-optic cable), or electrical
signals transmitted through a wire.

Computer readable program instructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network,
for example, the Internet, a local area network, a wide area
network and/or a wireless network. The network may com-
prise copper transmission cables, optical transmission fibers,
wireless transmission, routers, firewalls, switches, gateway
computers and/or edge servers. A network adapter card or
network interface 1 each computing/processing device
receives computer readable program instructions from the
network and forwards the computer readable program
instructions for storage i a computer readable storage
medium within the respective computing/processing device.
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Computer readable program instructions for carrying out
operations of the present invention may be assembler
instructions, instruction-set-architecture (ISA) instructions,
machine instructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, con-
figuration data for integrated circuitry, or either source code
or object code written 1 any combination of one or more
programming languages, including an object oriented pro-
gramming language such as Smalltalk, C++, or the like, and
procedural programming languages, such as the “C” pro-
gramming language or similar programming languages. The
computer readable program instructions may execute
entirely on the user’s computer, partly on the user’s com-
puter, as a stand-alone software package, partly on the user’s
computer and partly on a remote computer or entirely on the
remote computer or server. In the latter scenario, the remote
computer may be connected to the user’s computer through
any type of network, including a local area network (LAN)
or a wide area network (WAN), or the connection may be
made to an external computer (for example, through the
Internet using an Internet Service Provider). In some
embodiments, electronic circuitry including, for example,
programmable logic circuitry, field-programmable gate
arrays (FPGA), or programmable logic arrays (PLA) may
execute the computer readable program instructions by
utilizing state information of the computer readable program
instructions to personalize the electronic circuitry, in order to
perform aspects of the present invention.

Aspects of the present invention are described herein with
reference to flowchart i1llustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the mvention. It will be
understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks 1n the
flowchart 1llustrations and/or block diagrams, can be 1mple-
mented by computer readable program instructions.

These computer readable program instructions may be
provided to a processor of a computer, or other program-
mable data processing apparatus to produce a machine, such
that the 1nstructions, which execute via the processor of the
computer or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function 1n a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
instructions which implement aspects of the function/act
specified 1n the flowchart and/or block diagram block or
blocks.

The computer readable program instructions may also be
loaded onto a computer, other programmable data process-
ing apparatus, or other device to cause a series of operational
steps to be performed on the computer, other programmable
apparatus or other device to produce a computer 1mple-
mented process, such that the instructions which execute on
the computer, other programmable apparatus, or other
device implement the functions/acts specified 1n the flow-
chart and/or block diagram block or blocks.

The flowchart and block diagrams 1n the Figures 1llustrate
the architecture, functionality, and operation of possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block 1n the flowchart
or block diagrams may represent a module, segment, or
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portion of 1nstructions, which comprises one or more
executable instructions for implementing the specified logi-
cal function(s). In some alternative implementations, the
functions noted in the blocks may occur out of the order
noted 1n the Figures. For example, two blocks shown in
succession may, in fact, be accomplished as one step,
executed concurrently, substantially concurrently, in a par-
tially or wholly temporally overlapping manner, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality involved. It will also be
noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks in the block dia-
grams and/or flowchart illustration, can be implemented by
special purpose hardware-based systems that perform the
specified functions or acts or carry out combinations of
special purpose hardware and computer instructions.

It 1s understood 1n advance that although this disclosure
includes a detailed description on cloud computing, imple-
mentation of the teachings recited herein are not limited to
a cloud computing environment. Rather, embodiments of the
present 1nvention are capable of being implemented in
conjunction with any other type of computing environment
now known or later developed.

Cloud computing 1s a model of service delivery for
enabling convenient, on-demand network access to a shared
pool of configurable computing resources (e.g., networks,
network bandwidth, servers, processing, memory, storage,
applications, virtual machines, and services) that can be
rapidly provisioned and released with minimal management
cllort or interaction with a provider of the service. This cloud
model may include at least five characteristics, at least three
service models, and at least four deployment models.

Characteristics are as follows:

On-demand self-service: a cloud consumer can unilater-
ally provision computing capabilities, such as server time
and network storage, as needed automatically without
requiring human interaction with the service’s provider.

Broad network access: capabilities are available over a
network and accessed through standard mechanisms that
promote use by heterogeneous thin or thick client platforms
(c.g., mobile phones, laptops, and PDAs).

Resource pooling: the provider’s computing resources are
pooled to serve multiple consumers using a multi-tenant
model, with different physical and virtual resources dynami-
cally assigned and reassigned according to demand. There 1s
a sense ol location independence in that the consumer
generally has no control or knowledge over the exact
location of the provided resources but may be able to specity
location at a higher level of abstraction (e.g., country, state,
or datacenter).

Rapid elasticity: capabilities can be rapidly and elastically
provisioned, in some cases automatically, to quickly scale
out and rapidly released to quickly scale in. To the consumer,
the capabilities available for provisioning often appear to be
unlimited and can be purchased 1n any quantity at any time.

Measured service: cloud systems automatically control
and optimize resource use by leveraging a metering capa-
bility at some level of abstraction appropriate to the type of
service (e.g., storage, processing, bandwidth, and active user
accounts ). Resource usage can be monitored, controlled, and
reported providing transparency for both the provider and
consumer of the utilized service.

Service Models are as follows:

Soltware as a Service (SaaS): the capability provided to
the consumer 1s to use the provider’s applications running on
a cloud infrastructure. The applications are accessible from
various client devices through a thin client interface such as
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a web browser (e.g., web-based e-mail). The consumer does
not manage or control the underlying cloud infrastructure
including network, servers, operating systems, storage, or
even individual application capabilities, with the possible
exception of limited user-specific application configuration
settings.

Platform as a Service (PaaS): the capability provided to
the consumer 1s to deploy onto the cloud infrastructure
consumer-created or acquired applications created using
programming languages and tools supported by the provider.
The consumer does not manage or control the underlying
cloud infrastructure including networks, servers, operating
systems, or storage, but has control over the deployed
applications and possibly application hosting environment
configurations.

Infrastructure as a Service (laaS): the capability provided
to the consumer 1s to provision processing, storage, net-
works, and other fundamental computing resources where
the consumer 1s able to deploy and run arbitrary software,
which can include operating systems and applications. The
consumer does not manage or control the underlying cloud
inirastructure but has control over operating systems, stor-
age, deployed applications, and possibly limited control of
select networking components (e.g., host firewalls).

Deployment Models are as follows:

Private cloud: the cloud infrastructure i1s operated solely
for an organization. It may be managed by the organization
or a third party and may exist on-premises or oil-premises.

Community cloud: the cloud infrastructure i1s shared by
several organizations and supports a specific community that
has shared concerns (e.g., mission, security requirements,
policy, and compliance considerations). It may be managed
by the organizations or a third party and may exist on-
premises or oll-premises.

Public cloud: the cloud infrastructure 1s made available to
the general public or a large industry group and 1s owned by
an organization selling cloud services.

Hybrd cloud: the cloud infrastructure 1s a composition of
two or more clouds (private, community, or public) that
remain unique entities but are bound together by standard-
1zed or proprietary technology that enables data and appli-
cation portability (e.g., cloud bursting for load-balancing
between clouds).

A cloud computing environment 1s service oriented with
a focus on statelessness, low coupling, modularity, and
semantic interoperability. At the heart of cloud computing 1s
an inirastructure comprising a network of interconnected
nodes.

Referring now to FIG. 1, a schematic of an example of a
cloud computing node 1s shown. Cloud computing node 10
1s only one example of a suitable cloud computing node and
1s not mtended to suggest any limitation as to the scope of
use or functionality of embodiments of the invention
described herein. Regardless, cloud computing node 10 1s
capable of being implemented and/or performing any of the
functionality set forth hereinabove.

In cloud computing node 10 there 1s a computer system/
server 12, which 1s operational with numerous other general
purpose or special purpose computing system environments
or configurations. Examples of well-known computing sys-
tems, environments, and/or configurations that may be suit-
able for use with computer system/server 12 include, but are
not limited to, personal computer systems, server computer
systems, thin clients, thick clients, hand-held or laptop
devices, multiprocessor systems, microprocessor-based sys-
tems, set top boxes, programmable consumer electronics,
network PCs, minicomputer systems, mainframe computer
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systems, and distributed cloud computing environments that
include any of the above systems or devices, and the like.

Computer system/server 12 may be described in the
general context of computer system executable 1nstructions,
such as program modules, being executed by a computer
system. Generally, program modules may include routines,
programs, objects, components, logic, data structures, and so
on that perform particular tasks or implement particular
abstract data types. Computer system/server 12 may be
practiced in distributed cloud computing environments
where tasks are performed by remote processing devices that
are linked through a communications network. In a distrib-
uted cloud computing environment, program modules may
be located 1n both local and remote computer system storage
media mncluding memory storage devices.

As shown 1n FIG. 1, computer system/server 12 1n cloud
computing node 10 1s shown in the form of a general-
purpose computing device. The components of computer
system/server 12 may include, but are not limited to, one or
more processors or processing units 16, a system memory
28, and a bus 18 that couples various system components
including system memory 28 to processor 16.

Bus 18 represents one or more of any of several types of
bus structures, including a memory bus or memory control-
ler, a peripheral bus, an accelerated graphics port, and a
processor or local bus using any of a variety of bus archi-
tectures. By way of example, and not limitation, such
architectures include Industry Standard Architecture (ISA)
bus, Micro Channel Architecture (MCA) bus, Enhanced ISA
(EISA) bus, Video Flectronics Standards Association
(VESA) local bus, and Peripheral Component Interconnects
(PCI) bus.

Computer system/server 12 typically includes a varniety of
computer system readable media. Such media may be any
available media that 1s accessible by computer system/server
12, and 1t includes both volatile and non-volatile media,
removable and non-removable media.

System memory 28 can include computer system readable
media in the form of volatile memory, such as random
access memory (RAM) 30 and/or cache memory 32. Com-
puter system/server 12 may further include other removable/
non-removable, volatile/non-volatile computer system stor-
age media. By way of example only, storage system 34 can
be provided for reading from and writing to a nonremovable,
non-volatile magnetic media (not shown and typically called
a “hard drive™). Although not shown, a magnetic disk drive
for reading from and writing to a removable, non-volatile
magnetic disk (e.g., a “floppy disk™), and an optical disk
drive for reading from or writing to a removable, non-
volatile optical disk such as a CD-ROM, DVD-ROM or
other optical media can be provided. In such instances, each
can be connected to bus 18 by one or more data media
interfaces. As will be further depicted and described below,
memory 28 may include at least one program product having,
a set (e.g., at least one) of program modules that are
configured to carry out the functions of embodiments of the
invention.

Program/utility 40, having a set (at least one) of program
modules 42, may be stored in memory 28 by way of
example, and not limitation, as well as an operating system,
one or more application programs, other program modules,
and program data. Each of the operating system, one or more
application programs, other program modules, and program
data or some combination thereof, may include an 1mple-
mentation of a networking environment. Program modules
42 generally carry out the functions and/or methodologies of
embodiments of the mvention as described herein.
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Computer system/server 12 may also communicate with
one or more external devices 14 such as a keyboard, a
pointing device, a display 24, etc.; one or more devices that
enable a user to interact with computer system/server 12;
and/or any devices (e.g., network card, modem, etc.) that
enable computer system/server 12 to communicate with one
or more other computing devices. Such communication can
occur via Input/Output (I/O) interfaces 22. Still yet, com-
puter system/server 12 can communicate with one or more
networks such as a local area network (LAN), a general wide
area network (WAN), and/or a public network (e.g., the
Internet) via network adapter 20. As depicted, network
adapter 20 communicates with the other components of
computer system/server 12 via bus 18. It should be under-
stood that although not shown, other hardware and/or soft-
ware components could be used 1n conjunction with com-
puter system/server 12. Examples, include, but are not
limited to: microcode, device drivers, redundant processing
units, external disk drive arrays, RAID systems, tape drives,
and data archival storage systems, efc.

Referring now to FIG. 2, illustrative cloud computing
environment 50 1s depicted. As shown, cloud computing
environment 530 comprises one or more cloud computing
nodes 10 with which local computing devices used by cloud
consumers, such as, for example, personal digital assistant
(PDA) or cellular telephone 34A, desktop computer 54B,
laptop computer 54C, and/or automobile computer system
54N may communicate. Nodes 10 may communicate with
one another. They may be grouped (not shown) physically or
virtually, 1n one or more networks, such as Private, Com-
munity, Public, or Hybrid clouds as described hereinabove,
or a combination thereof. This allows cloud computing
environment 50 to offer infrastructure, platforms and/or
software as services for which a cloud consumer does not
need to maintain resources on a local computing device. It
1s understood that the types of computing devices 54 A-N
shown 1n FIG. 2 are intended to be illustrative only and that
computing nodes 10 and cloud computing environment 50
can communicate with any type of computerized device over
any type ol network and/or network addressable connection
(e.g., using a web browser).

Referring now to FIG. 3, a set of functional abstraction
layers provided by cloud computing environment 50 (FIG.
2) 1s shown. It should be understood 1n advance that the
components, layers, and functions shown i FIG. 3 are
intended to be 1illustrative only and embodiments of the
invention are not limited thereto. As depicted, the following
layers and corresponding functions are provided:

Hardware and software layer 60 includes hardware and
soltware components. Examples of hardware components
include: mainirames 61; RISC (Reduced Instruction Set
Computer) architecture based servers 62; servers 63; blade
servers 64; storage devices 65; and networks and networking
components 66. In some embodiments, software compo-
nents include network application server software 67 and
database software 68.

Virtualization layer 70 provides an abstraction layer from
which the following examples of virtual entities may be
provided: wvirtual servers 71; virtual storage 72; virtual
networks 73, including virtual private networks; virtual
applications and operating systems 74; and virtual clients
75.

In one example, management layer 80 may provide the
functions described below. Resource provisioning 81 pro-
vides dynamic procurement of computing resources and
other resources that are utilized to perform tasks within the
cloud computing environment. Metering and Pricing 82
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provide cost tracking as resources are utilized within the
cloud computing environment, and billing or mvoicing for
consumption ol these resources. In one example, these
resources may comprise application software licenses. Secu-
rity provides identity verification for cloud consumers and
tasks, as well as protection for data and other resources. User
portal 83 provides access to the cloud computing environ-
ment for consumers and system admimstrators. Service level
management 84 provides cloud computing resource alloca-
tion and management such that required service levels are
met. Service Level Agreement (SLA) planning and fulfill-
ment 85 provide pre-arrangement for, and procurement of,
cloud computing resources for which a future requirement 1s
anticipated 1n accordance with an SLA.

Workloads layer 90 provides examples of functionality
tor which the cloud computing environment may be utilized.
Examples of workloads and functions which may be pro-
vided from this layer include: mapping and navigation 91;
soltware development and lifecycle management 92; virtual
classroom education delivery 93; data analytics processing
94 transaction processing 95; and DSN 96.

Referring back to FIG. 1, the program/utility 40 may
include one or more program modules 42 that generally
carry out the functions and/or methodologies of embodi-
ments of the mnvention as described herein (e.g., such as the
functionality provided by DSN 96). Specifically, the pro-
gram modules 42 may enable a distributed transaction
protocol for reading multiple sources consistently. Addition-
ally, the program modules 42 may prevent writing of any
revision of a source that 1s lower than or equal to the highest
revision that has been read/restored by a client. Other
functionalities of the program modules 42 are described
turther herein such that the program modules 42 are not
limited to the functions described above. Moreover, 1t 1s
noted that some of the program modules 42 can be 1mple-
mented within the infrastructure shown i FIGS. 1-3. For
example, the program modules 42 may be representative of
a DS processing unit program module 420 and a DS storage
unit program module 440 as shown in FIG. 4.

FIG. 4 depicts an 1llustrative environment 400 1n accor-
dance with aspects of the invention. As shown, the environ-
ment 400 comprises at least one DS processing unit 410, a
plurality of DS storage units 430-1, 430-2, . . . , 430-%, and
a client computer system 460 which are 1n communication
via a computer network 470. In embodiments, the computer
network 470 1s any suitable network including any combi-
nation of a LAN, WAN, or the Internet. In embodiments, the
DS processing unit 410, the plurality of DS storage units
430-1, 430-2, . . . , 430-r, and the client computer system
460 are physically collocated, or, more typically, are situated
in separate physical locations.

The quantity of devices and/or networks in the environ-
ment 400 1s not limited to what 1s shown in FIG. 4. In
practice, the environment 400 may include additional
devices and/or networks; fewer devices and/or networks;
different devices and/or networks; or differently arranged
devices and/or networks than 1llustrated in FIG. 4. Also, in
some 1mplementations, one or more of the devices of the
environment 400 may perform one or more functions
described as being performed by another one or more of the
devices of the environment 400.

In embodiments, the DS processing unit 410 in the
environment 400 1s situated in the cloud computing envi-
ronment 50 and 1s one or more of the nodes 10 shown in
FIG. 2. The DS processing unit 410 1s implemented as
hardware and/or software using components such as main-
frames 61; RISC (Reduced Instruction Set Computer) archi-
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tecture based servers 62:; servers 63; blade servers 64;
storage devices 65; networks and networking components
66; virtual servers 71; virtual storage 72; virtual networks
73, including virtual private networks; virtual applications
and operating systems 74; and virtual clients 75 shown 1n

FIG. 3.

In embodiments, the DS processing unit 410 includes a
DS processing unit program module 420 which comprises
one or more of the program modules 42 shown 1n FIG. 1. In
embodiments, the DS processing unit program module 420
includes program instructions for storing data objects

(sources) and retrieving data objects using the plurality of
DS storage units 430-1, 430-2, . . . , 430-r, as discussed
herein. In embodiments, the program instructions included
in the DS processing unit program module 420 of the DS
processing unit 410 are executed by one or more hardware
processors. In embodiments, the DS processing unit 410 also
includes a relative system clock 425, a logical counter 426,
and a relative hybnid logical clock 427, each of which may
be implemented using any type of memory (e.g., RAM) or
storage device (e.g., hard disk drive, solid state drive, etc.)
and/or one or more of the program modules 42 including
program 1nstructions that are executed by one or more
hardware processors.

Still referring to FIG. 4, 1n embodiments, each of the
plurality of DS storage units 430-1, 430-2, . . ., 430-» 1n the
environment 400 1s situated in the cloud computing envi-
ronment 50 and 1s one or more of the nodes 10 shown 1n
FIG. 2. Each of the plurality of DS storage units 430-1,
430-2, . . . , 430-n 1s implemented as hardware and/or
soltware using components such as mainframes 61; RISC
(Reduced Instruction Set Computer) architecture based serv-
ers 62; servers 63; blade servers 64; storage devices 65;
networks and networking components 66; virtual servers 71;
virtual storage 72; virtual networks 73, including virtual
private networks; virtual applications and operating systems
74:; and virtual clients 75 shown in FIG. 3.

In embodiments, each of the plurality of DS storage units
430-1, 430-2, .. ., 430-n includes a DS storage unit program
module 440 and a data storage 450. In an example, the DS
storage unit program module 440 comprises one or more of
the program modules 42 shown 1n FIG. 1. In embodiments,
the DS storage unit program module 440 includes program
istructions for storing slices of data objects and retrieving
slices of data objects 1n the data storage 450 1n accordance
with 1nstructions received from the DS processing umit
program module 420 of the DS processing unit 410.

In embodiments, the data storage 450 receives and stores
data in accordance with instructions received from the DS
storage unit program module 440. The data storage 450 1s
any type ol data storage device or system (e.g., storage
device 65 of FIG. 3) and 1s located on (or 1s accessible to)
the data storage unit 430-1, 430-2, . . . , 430-n. In other
embodiments, the data storage 450 1s a storage resource
provided by a cloud computing provider on another cloud
computing node 10 or other location associated with the
cloud computing provider that 1s external to but accessible
from the data storage unit 430-1, 430-2, . . . , 430-n.

In embodiments, each of the plurality of DS storage units
430-1, 430-2, . . ., 430-» also 1ncludes a system clock 455,
a logical counter 456, an absolute clock 457, and a read
timestamp cache 458, each of which may be implemented
using any type ol memory (e.g., RAM) or storage device
(e.g., hard disk drive, solid state drive, etc.) and/or one or
more of the program modules 42 including program instruc-
tions that are executed by one or more hardware processors.
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Still referring to FIG. 4, in embodiments, the client
computer system 460 i1n the environment 400 includes one
or more components of the computer system/server 12 (as
shown 1n FIG. 1). In other embodiments, the client computer
system 460 1n the environment 400 1s situated 1n the cloud
computing environment 50 and 1s one or more of the nodes
10 shown 1n FIG. 2. In an example, the client computer
system 460 1s implemented as hardware and/or software
using components such as mainirames 61; RISC (Reduced
Instruction Set Computer) architecture based servers 62;
servers 63; blade servers 64; storage devices 63; networks
and networking components 66; virtual servers 71; virtual
storage 72; virtual networks 73, including virtual private
networks; virtual applications and operating systems 74; and
virtual clients 75 shown 1n FIG. 3. In other embodiments, the
client computer system 460 1s a desktop computer, a laptop
computer, a mobile device such as a cellular phone, tablet,
personal digital assistant (PDA), or any other computing
device.

In embodiments, to read multiple sources consistently, the
DS processing umt 410 1ssues multiple read requests with
the same client timestamp Tc, as described below with
retference to FIG. 5. For each read, the DS processing unit
410 1ssues requests with Tc and ensures that either the
highest revision less than or equal to Tc or the appropnate
error 1s returned. In embodiments, when a quorum of DS
storage units 430-1, 430-2, . . ., 430-» cannot service a read
at a particular timestamp Tc because old data has already
been discarded, the DS processing unit 410 determines that
the read 1s prehistoric. In embodiments, in the case that any
read fails with a prehistoric read error, the DS processing
unit 410 aborts and retries the entire transaction. In embodi-
ments, for point-in-time reads where a user (e.g., of the
client computer system 460) specifies Tc explicitly, any
prehistoric read errors are returned to the user.

In embodiments, once a client such as the client computer
system 460 has restored (read) a revision R of a source
stored 1n the data storage units 430-1, 430-2, . . ., 430-n, the
DS processing unit 410 prohibits the writing of any revision
less than or equal to R of that source to the data storage units
430-1, 430-2, . . ., 430-%. In other words, the DS processing
unit 410 prohibits the writing of a version of a source with
a timestamp that 1s the same as or earlier than the timestamp
ol a version of the source that has been restored by a client
such as the client computer system 460. In this manner, the
DS processing unit 410 guarantees that two reads of a source
at any timestamp T by clients such as the client computer
system 460 always produce the same result, and the history
of the source never changes.

In embodiments, each of the at least one DS processing
unit 410 maintains the relative hybrid logical clock 427,
which 1s used to generate new timestamp revisions for
writes. Each of the DS storage units 430-1, 430-2, . .., 430-%
maintains a read timestamp cache 458 which includes the
most recent read timestamp for each source stored 1n the data
storage 450. In embodiments, 1n order to prevent the read
timestamp cache 458 from growing too large, the DS storage
units 430-1, 430-2, . . ., 430-n estimate the last read time of
a given SliceName 1n a conservative manner. In other words,
the DS storage units 430-1, 430-2, . . ., 430-» may return a
more recent timestamp than the true timestamp but not an
older timestamp. In embodiments, if the DS storage units
430-1, 430-2, . . . , 430-n return a more recent timestamp
than the true timestamp, unnecessary write retries may
result. Accordingly, more space may be allocated to the read
timestamp cache 458 1f performance considerations are
more 1mportant than space considerations, and less space
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may be allocated to the read timestamp cache 458 if space
considerations are more important than performance con-
siderations.

In embodiments, the DS storage units 430-1,
430-2, . . ., 430-n distinguish a last retained revision (i.e.,
carliest retained revision) for each source, including a pre-
historic timestamp revision indicating a point where older
promoted revisions have been removed in read/propose
response. In embodiments, DS storage units 430-1,
430-2, . . ., 430-x that do not maintain history may safely
add the prehistoric revision to any source where the prede-
cessor of the oldest known revision 1s greater than not-
found.

In embodiments, each of the at least one DS processing,
umt 410 and the DS storage units 430-1, 430-2, . . . , 430-»
participate in contests that include two decisions regarding
sources: MIN-TIMESTAMP (minimum timestamp), which
1s a consensus on a smallest (earliest) acceptable revision of
a source that can win the contest (single-source, replicated
decision); and WINNING-SUCCESSOR, which 1s a deci-

s1on on the exact revision of a source to accept, limited by
IN-TIMESTAMP. In embodiments, each

the result of M]
decision has its own votes with 1ts own set of rounds. In
particular, each of the at least one DS processing umt 410

makes proposals for both the MIN-TIMESTAMP and WIN-

NING-SUCCESSOR decisions. In embodiments, on each of
the DS storage units 430-1, 430-2, . . . , 430-», the read
timestamp cache 438 1s updated whenever a client such as
client computer system 460 1ssues a timestamp read. In
embodiments, the read timestamp cache 458 allows most
reads to proceed without opening a contest or making any
proposals. To that end, 1n embodiments, when a new contest

1s created on one of the DS storage units 430-1,
430-2, . . ., 430-n, the DS storage unit 430-1, 430-2, . . .,

430-n automatically votes for the current value of 1ts read
timestamp cache 458 1n round 0 of the MIN-TIMESTAMP

decision unless the first proposal 1s a MIN-TIMESTAMP
proposal for a higher tlmestamp or 1n a round greater than O.
In embodiments, since the WINNING-SUCCESSOR

decision depends on the chosen MIN-TIMESTAMP, the at

least one DS processing unit 410 resolves the MIN-TIME-
STAMP vote betfore deciding the WINNING-SUCCESSOR.
In embodiments, the minimum timestamp 1s chosen on a
per-source basis (1.e., per DS storage umt 430-1,
430-2, . . ., 430-n), while the winning successor must win
on all of 1ts sources (1.e., all of the storage units 430-1,
430-2, . .., 430-»). In embodiments, votes by the DS storage
units 430-1, 430-2, , 430-n based on timestamps stored
in the read tlmestamp cache 458 will typically allow the
MIN-TIMESTAMP decision to be made immediately, so a
writer can still succeed 1n one round-trip time. When there
1s a read-write contlict, however, writers may need to
propose a MIN-TIMESTAMP 1n the appropriate voting
round 1n order to resolve the decision. When choosing the
minimum timestamp to propose, the at least one DS pro-
cessing unit 410 selects the largest revision in order to
guarantee that the revision set 1n the read timestamp cache
4358 1s honored.

In embodiments, after the MIN-TIMESTAMP 1s decided,
the at least one DS processing unit 410 resolves the WIN-
NING-SUCCESSOR vote, with the constraint that any
proposals with a revision less than or equal to the chosen
MIN-TIMESTAMP cannot win. In embodiments, 11 a writ-
er’s own proposal 1s below this minimum timestamp and 1f
there 1s no other proposal to push forward, the write fails
with a late write error and retries with a higher WINNING-
SUCCESSOR revision.

In embodiments, when a reader at timestamp T success-
tully updates the read timestamp cache 458 on the DS
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storage umts 430-1, 430-2, . . ., 430-» without a contest for
the incumbent revision, the reader knows that some time-
stamp greater than or equal to T will win MIN-TIME-
STAMP vote, so the reader can fallback without making any
proposals that would open that contest. On the other hand,
in embodiments, 11 the reader fails to update the read
timestamp cache 458, the reader drives the MIN-TIME-
STAMP vote to completion by opening a new contest and
resolving the MIN-TIMESTAMP decision. If the chosen
MIN-TIMESTAMP 1s greater than or equal to T for the
current incumbent revision, the reader can safely restore the
incumbent. Otherwise, the reader pushes the contest to
completion before returning. Because a reader may encoun-
ter an open contest with no restorable proposals, the reader
may re-propose the existing incumbent data at a new time-
stamp greater than or equal to T 1n order to proceed.

FIG. 5 depicts a flowchart of an exemplary method for
reading multiple sources (data objects) consistently 1 a
DSN. The method of FIG. 5 1s performed by the DS
processing unit program module 420 of the DS processing
unit 410 and the DS storage unit program module 440 of the
DS storage umts 430-1, 430-2, . . . , 430-» 1n accordance
with aspects of the invention. The steps of the method are
performed 1n the environment of FIG. 4 and are described
with reference to the elements shown 1n FIG. 4.

At step 500, the DS processing unit 410 receives a read
request for a source. In embodiments, the DS processing unit
program module 420 of the DS processing unit 410 receives
a request, from the client computer system 460, to perform
a consistent read of a source (data object) S, which 1s stored
across a plurality of the DS storage units 430-1,
430-2, . . ., 430-n. In embodiments, the data storage 450 of
cach of the DS storage units 430-1, 430-2, . . . , 430-» stores
one or more slices, a plurality of which make up the source
S. In embodiments, the request received from the client
computer system 460 optionally includes a desired read
timestamp.

Still referring to FIG. 5, at step 510, the DS processing
unit 410 determines a timestamp. In embodiments, the DS
processing unit program module 420 of the DS processing,
unit 410 determines a timestamp Tc for the read request
using the relative hybrid logical clock 427. In embodiments,
the relative hybrid logical clock 427 1s a hybrid logical clock
that provides ordering of events based on the relative system
clock 425 and the logical counter 426. In other embodi-
ments, 1n the case that the read request received at step 500
includes the desired read timestamp, the DS processing unit
410 determines the timestamp Ic based on the desired read
timestamp.

Still referring to FIG. 5, at step 520, the DS processing
unit 410 1ssues a read request for the source at the deter-
mined timestamp. In embodiments, the DS processing unit
program module 420 of the DS processing umt 410 issues
the read request for the source S at the timestamp Ic
determined at step 510 to a plurality of the DS storage units
430-1, 430-2, . . ., 430-n.

Still referring to FI1G. 3, at step 530, the DS storage units
430-1, 430-2, . . ., 430-n determine a current timestamp. In
embodiments, the DS storage unit program module 440 of
the DS storage units 430-1, 430-2, . . ., 430-%, 1n response
to recerving the read request 1ssued by the DS processing,
unit 410 at step 520, determines a current timestamp Ts
using the absolute clock 457. In embodiments, the absolute
clock 457 1s a clock that provides ordering of events based
on the system clock 455 and the logical counter 456. In
embodiments, at step 530, the DS storage unit program

module 440 of the DS storage units 430-1, 430-2, .. ., 430-%
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also determines clock skew based on the difference between
Tc and Ts. In embodiments, 1n the event that [ Ts—Tcl 1s larger
than a predetermined maximum acceptable skew, the DS
storage unit program module 440 of the DS storage units
430-1, 430-2, . . ., 430-n rejects the read request 1ssued by
the DS processing unit 410 at step 520.

Still referring to FIG. 5, at step 540, the DS storage units
430-1, 430-2, . . ., 430-r retrieve data from data storage 450.

In embodiments, the DS storage unit program module 440 of
the DS storage units 430-1, 430-2, . . . , 430-», 1n response
to the read request 1ssued by the DS processing unit program
module 420 of the DS processing umt 410 at step 520, reads
the source S at time Tc from the data storage 450, which
includes retrieving at least (1) all open contents with incum-
bent revision<Ic and (2) the highest promoted
revision<=Ic.

Still referring to FIG. 5, at step 550, the DS storage units
430-1, 430-2, . . ., 430-n update the read timestamp cache

458. In embodiments, the DS storage unit program module
440 of the DS storage units 430-1, 430-2, . . . , 430-» update

the read timestamp cache 438. In particular, 1n the read
timestamp cache 458, the DS storage unit program module
440 sets a value at an array index or other location corre-
sponding to the source S to the maximum of the value stored
at that index and Tc. In other words, the DS storage unit
program module 440 sets cache[S]=max(cache[S], Ic¢) in the
read timestamp cache 4358.

Still referring to FIG. 5, at step 560, the DS storage units
430-1, 430-2, . . ., 430-n respond to the DS processing unit
410 with the data retrieved at step 540 and the timestamp T
determined at step 530. In embodiments, the DS storage unit
program module 440 of the DS storage units 430-1,
430-2, . . ., 430-n responds to the DS processing unit 410
with the data retrieved at step 340 and the timestamp Ts
determined at step 530.

Still referring to FIG. 5, at step 570, the DS processing
unmit 410 recerves the responses from the DS storage units
430-1, 430-2, . . ., 430-» from step 560 and calculates a new
clock offset. In embodiments, the DS processing unit pro-
gram module 420 of the DS processing unit 410 recerves the
responses from the DS storage unit program module 440 of
the DS storage units 430-1,430-2, . . ., 430-» from step 560,
calculates a new estimated clock oflset using the received
timestamps Ts from step 560, and updates the relative hybnd
logical clock 427 using the estimated clock oflset.

Still referring to FIG. 5, at step 580, the DS processing
unit 410 returns a response to the read request from step 500.
In embodiments, the DS processing unmit program module
420 of the DS processing umt 410 uses the responses
received from the DS storage unit program module 440 of
the DS storage units 430-1, 430-2, . . . , 430-» at step 560 to
generate a response to the read request from step 500 and
return the response to the client computer system 460.

FIG. 6 depicts a tlowchart of an exemplary method for
writing a revision of a source (data object) in a DSN. The
method of FIG. 6 1s performed by the DS processing unit
program module 420 of the DS processing unit 410 and the
DS storage unit program module 440 of the DS storage units
430-1, 430-2, . . ., 430-» 1n accordance with aspects of the
invention. The steps of the method are performed in the
environment of FIG. 4 and are described with reference to
the elements shown 1n FIG. 4.

At step 600, the DS processing unit 410 recerves a request
to write a revision of a source. In embodiments, the DS
processing unit program module 420 of the DS processing
unit 410 receives a request, from the client computer system
460, to write a revision of a source (data object) S. In
embodiments, the revision of the source S 1s a different (e.g.,
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newer) version of the source S (e.g., an updated version of
a data object that was edited, revised, or otherwise changed
by the client computer system 460) that 1s to be divided 1nto
a plurality of slices by the DS processing unit 410 and stored
across the plurality of the DS storage units 430-1,
430-2, . . ., 430-n 1n the data storage 450.

Still referring to FIG. 6, at step 605, the DS processing
unit 410 determines a current timestamp. In embodiments,
the DS processing unit program module 420 of the DS
processing unit 410 determines a current timestamp Tc for
the write request using the relative hybrid logical clock 427.

Still referring to FIG. 6, at step 610, the DS processing
unit 410 sends a proposal with an update revision for the
source to the DS storage units 430-1, 430-2, . . ., 430-x. In
embodiments, the DS processing unit program module 420
of the DS processing unit 410 sends the proposal P with the
update revision for the source S, including the current
timestamp Tc determined at step 605 and a client ID
corresponding to the client computer system 460 from which
the request was received at step 600, to the DS storage unit
program module 440 of the DS storage units 430-1,
430-2, . . .,430-n

Still referring to FIG. 6, at step 615, the DS storage units
430-1, 430-2, . . ., 430-n recerve the proposal and persist the
proposal 1 the appropriate context. In embodiments, the DS
storage unit program module 440 of the DS storage units
430-1, 430-2, . . . , 430-n receives the proposal sent by the
DS processing unit program module 420 of the DS process-
ing unit 410 at step 610 and persists the proposal in the data
storage 450.

Still referring to FIG. 6, at step 620, the DS storage units
430-1, 430-2, . . . , 430-n determine a current timestamp
based on a local absolute clock. In embodiments, the DS
storage unit program module 440 of the DS storage units
430-1, 430-2, , 430-n, 1n response to receiving the
proposal from the DS processing unit 410 at step 610,
determines a current timestamp Ts using the absolute clock
457. In embodiments, at step 620, the DS storage unit
program module 440 of the DS storage units 430-1,
430-2, . . ., 430-n also determines clock skew based on the
difference between Tc and Ts. In embodiments, in the event
that |'Ts—Tcl 1s larger than a predetermined maximum accept-
able skew, the DS storage unit program module 440 of the
DS storage umits 430-1, 430-2, , 430-n rejects the

proposal P received at step 615 and refuses to vote for the
proposal P.
Still referring to FIG. 6, at step 625, the DS storage units

430-1, 430-2, . . ., 430-n, when opening a new contest based
on the proposal P received at step 615, set a vote for
MIN-TIMESTAMP to a value stored in the read timestamp
cache 458. In embodiments, the DS storage unit program
module 440 of the DS storage umts 430-1, 430-2, . . .,
430-n, 1n response to the proposal P received at step 6135 not
being a subject of an existing contest, opens a new contest
based on the proposal P and sets a vote for MIN-TIME-
STAMP to a value stored in the read timestamp cache 458
at an array index or other location corresponding to the
source S.

Still referring to FIG. 6, at step 630, the DS storage units
430-1, 430-2, . . . , 430-n respond to the DS processing unit
410 with a contest list, the timestamp determined at step 620,
and the MIN-TIMESTAMP determined at step 625. In
embodiments, the DS storage unit program module 440 of
the DS storage units 430-1, 430-2, . . . , 430-» responds to
the DS processing unit program module 420 of the DS
processing unit 410 with the contest list, the timestamp Ts

determined at step 620, and the MIN-TIMESTAMP deter-
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mined at step 625. In embodiments, the MIN-TIMESTAMP

1s the lowest timestamp for which the DS storage unit 430-1,
430-2, . . ., 430-n will vote.

Still referring to FIG. 6, at step 635, the DS processing
unit 410 recerves the responses from the DS storage units
430-1, 430-2, . . ., 430-» and calculates a new estimated
clock offset. In embodiments, the DS processing unit pro-
gram module 420 of the DS processing unit 410 recerves the
responses from the DS storage units 430-1, 430-2, . . .,
430-n sent at step 630, calculates a new estimated clock
oflset using the timestamps Ts in the responses, and updates
the relative hybrid logical clock 427 using the new estimated
clock oflset.

Still referring to FIG. 6, at step 640, the DS processing
unit 410 resolves the MIN-TIMESTAMP decision. In
embodiments, the DS processing unit program module 420
of the DS processing unit 410 resolves the MIN-TIME-
STAMP decision based on the responses received from the
DS storage units 430-1, 430-2, . . ., 430-» at step 635, using
a Paxos protocol or other voting protocol. In embodiments,
if the DS processing umt program module 420 of the DS
processing unit 410 1s unable to resolve the MIN-TIME-
STAMP decision, the DS processing unit program module
420 proposes a new MIN-TIMESTAMP, requests new
responses from the DS storage unit program module 440 of
the DS storage units 430-1, 430-2, . , 430-n, and then
makes another attempt to resolve the M__N TIMESTAMP
decision based on the responses received from the DS
storage units 430-1, 430-2, . . ., 430-n.

Still referring to FIG. 6, at step 645, the DS processing
unit 410 resolves the WINNING-SUCCESSOR decision,
taking mnto account the MIN-TIMESTAMP determined at
step 640. In embodiments, the DS processing unit program

module 420 of the DS processing unit 410 resolves the

WINNING-SUCCESSOR decision based on the responses
received from the DS storage units 430-1, 430-2, ..., 430-%
at step 635 and taking into account the MIN-TIMESTAMP
determined at step 640, using a Paxos protocol or other

voting protocol.

Still referring to FIG. 6, at step 650, the DS processing
unmt 410 and the DS storage units 430-1, 430-2, . . . , 430-»
complete the write based on the WINNING-SUCCESSOR
determined at step 645. In embodiments, the DS processing
umt program module 420 of the DS processing unit 410
causes the DS storage unit program module 440 of the DS
storage units 430-1, 430-2, . . ., 430-» to complete the write
of the source S to the data storage 450 based on the
WINNING-SUCCESSOR determined at step 645.

In embodiments, a system and method are provided for
providing consistent reads 1n a CASN distributed transaction
protocol, the method including the steps of: 1ssuing, via a DS
processing unit 410, multiple read requests with the same
client timestamp (1c¢); for each read request, 1ssuing, via a
orid layer, requests with the timestamp (Ic), and ensuring
that either the highest revision less than or equal to (Ic) or
an appropriate error 1s returned; and when a quorum of DS
storage units 430-1, 430-1, . . . , 430-» cannot service a read
at a particular timestamp because old data has already been
discarded, aborting the transaction at the DS processing unit
410, and retrying the entire transaction.

In embodiments, a service provider could ofler to perform
the processes described herein. In this case, the service
provider can create, maintain, deploy, support, etc., the
computer inirastructure that performs the process steps of
the mvention for one or more customers. These customers
may be, for example, any business that uses cloud comput-
ing technology. In return, the service provider can receive
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payment {from the customer(s) under a subscription and/or
fee agreement and/or the service provider can receive pay-
ment from the sale of advertising content to one or more
third parties.

In still additional embodiments, the invention provides a
computer-implemented method, via a network. In this case,
a computer inirastructure, such as computer system/server
12 (FIG. 1), can be provided and one or more systems for
performing the processes of the mvention can be obtained
(e.g., created, purchased, used, modified, etc.) and deployed
to the computer infrastructure. To this extent, the deploy-
ment of a system can comprise one or more of: (1) installing,
program code on a computing device, such as computer
system/server 12 (as shown in FIG. 1), from a computer-
readable medium; (2) adding one or more computing
devices to the computer infrastructure; and (3) incorporating
and/or modilying one or more existing systems of the
computer inirastructure to enable the computer infrastruc-
ture to perform the processes of the mvention.

The descriptions of the various embodiments of the
present 1nvention have been presented for purposes of
illustration, but are not intended to be exhaustive or limited
to the embodiments disclosed. Many modifications and
variations will be apparent to those of ordinary skill 1n the
art without departing from the scope and spirit of the
described embodiments. The terminology used herein was
chosen to best explain the principles of the embodiments, the
practical application or technical improvement over tech-
nologies found in the marketplace, or to enable others of
ordinary skill in the art to understand the embodiments
disclosed herein.

What 1s claimed 1s:

1. A method comprising:

receiving, by a dispersed storage (DS) processing unit 1n

a dispersed storage network, a request to write a
revision of a data object 1 the dispersed storage
network, wherein the data object 1s stored as slices at a
plurality of DS storage units 1n the dispersed storage
network and the revision of the data object 1s a newer
version of the data object;

sending, by the DS processing unit, a proposal with the

revision of the data object to the plurality of DS storage
units;

receiving, by the DS processing unit, a response to the

proposal from each of the plurality of DS storage units,
the response 1including a proposed minimum timestamp
corresponding to the data object;

determining, by the DS processing unit, a minimum

timestamp for the data object based on the proposed
minimum timestamps received from the plurality of DS
storage units;

determining, by the DS processing umt, a version of the

data object written in the dispersed storage network
based on the minimum timestamp; and

completing the write of the revision of the data object in

the dispersed storage network based on the determined
version.

2. The method according to claim 1, further comprising
determining, by the DS processing unit, a current timestamp
of the DS processing unit, and

wherein the proposal includes the current timestamp of

the DS processing unit.

3. The method according to claim 2, wherein the response
to the proposal received from each of the plurality of DS
storage units further comprises a current timestamp of the
DS storage umnit.
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4. The method according to claim 3, further comprising
the DS processing unit using a Paxos protocol to determine
the minmimum timestamp based on the responses to the
proposal received from the DS storage units.

5. The method according to claim 1, wherein the deter-
mining the version of the data object written 1n the dispersed
storage network comprises determining a WINNING-SUC-
CESSOR using a Paxos protocol based on the responses to
the proposal received from the DS storage units.

6. The method according to claim 5, wherein the com-
pleting the write of the revision of the data object 1s

performed based on the WINNING-SUCCESSOR.

7. The method according to claim 1, wherein:

the DS processing unit comprises a relative system clock,
a logical counter, and a relative hybrid logical clock;

the relative hybrid logical clock 1s a hybrid logical clock
that provides ordering of events based on the relative
system clock and the logical counter;

the DS processing unit determines a current timestamp for

the write request using the relative hybrid logical clock;
and

the DS processing using sends the current timestamp with

the proposal.

8. A computer program product comprising:

one or more computer readable storage media, and pro-

gram 1nstructions collectively stored on the one or more
computer readable storage media, the program instruc-
tions comprising:

program instructions to receive, by the DS processing unit

in a dispersed storage network, a read request for a data
object, wherein the data object 1s stored as slices at a
plurality of DS storage units 1n the dispersed storage
network, the read request includes a request timestamp,
and the request 1s received from a client computer
system:

program 1instructions to determine, by the DS processing

unit, a current timestamp;

program 1nstructions to retrieve, by the DS processing

unit, data from storage corresponding to the data object
at the request timestamp;
program 1nstructions to update, by the DS processing unit,
a read timestamp cache based on the current timestamp;

program 1nstructions to provide, by the DS processing
unit, the retrieved data to a dispersed storage (DS)
processing unit; and

program 1nstructions to generate, by the DS processing

unit, a response to the read request and return the
response to the client computer system.

9. The computer program product according to claim 8,
wherein the updating the read timestamp cache comprises
setting a value at an index corresponding to the data object
to a maximum of a value presently stored at the index and
the current timestamp.

10. The computer program product according to claim 8,
further comprising program instructions to determine a
difference between the request timestamp and the read
timestamp.

11. The computer program product according to claim 10,
further comprising program instructions to, in response to
the difference between the request timestamp and the read
timestamp exceeding a predetermined maximum acceptable
skew, reject the read request.

12. The computer program product according to claim 8,
wherein request timestamp 1s a hybrid logical clock time-
stamp.
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13. The computer program product according to claim 8,

wherein:

the DS processing unit comprises a relative system clock,
a logical counter, and a relative hybrid logical clock;

the relative hybrid logical clock i1s a hybrid logical clock
that provides ordering of events based on the relative
system clock and the logical counter; and

the DS processing unit determines the current timestamp
using the relative hybrid logical clock.

14. A system comprising:

a hardware processor, a computer readable memory, and
one or more computer readable storage media associ-
ated with a computing device, wherein the computing
device 1s a dispersed storage (DS) processing unit;

program 1nstructions to receive, by the DS processing unit
in a dispersed storage network, a request to write a
revision of a data object 1n the dispersed storage
network, wherein the data object 1s stored as slices at a
plurality of DS storage units 1n the dispersed storage
network and the revision of the data object 1s a newer
version of the data object;

program 1nstructions to send, by the DS processing unit,
a proposal with the revision of the data object to the
plurality of DS storage units;

program 1nstructions to receive, by the DS processing
umt, a response to the proposal from each of the
plurality of DS storage units, the response including a
proposed mimmum timestamp corresponding to the
data object;

program 1nstructions to determine, by the DS processing
unit, a mimimum timestamp for the data object based on
the proposed minimum timestamps received from the
plurality of DS storage units;

program 1instructions to determine, by the DS processing
unit, a version of the data object written 1n the dispersed
storage network based on the minimum timestamp; and

program instructions to completing a write of the revision
of the data object 1n the dispersed storage network
based on the determined version,
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wherein the program instructions are collectively stored
on the one or more computer readable storage media
for execution by the hardware processor via the com-
puter readable memory.

15. The system according to claim 14, further comprising
program instructions to determine a current timestamp of the
DS processing unit,

wherein the proposal includes the current timestamp of

the DS processing unit.

16. The system according to claim 15, wherein the
response to the proposal recerved from each of the plurality
of DS storage units further comprises a current timestamp of
the DS storage unit.

17. The system according to claim 16, further comprising
program 1nstructions to use a Paxos protocol to determine
the minmimum timestamp based on the responses to the
proposal recerved from the DS storage units.

18. The system according to claim 14, wherein the deter-
mining the version of the data object written 1n the dispersed
storage network comprises determining a WINNING-SUC-
CESSOR using a Paxos protocol based on the responses to
the proposal received from the DS storage units.

19. The system according to claim 18, wherein the plu-
rality of completing the write of the revision of the data
object 1s performed based on the WINNING-SUCCESSOR.
20. The system according to claim 14, wherein:
the DS processing unit comprises a relative system clock,
a logical counter, and a relative hybrid logical clock;

the relative hybrid logical clock 1s a hybrid logical clock
that provides ordering of events based on the relative
system clock and the logical counter;

the DS processing unit determines a current timestamp for

the write request using the relative hybrid logical clock;
and

the DS processing using sends the current timestamp with

the proposal.
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