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1

BATCH MANAGEMENT OF OPERATIONS
OVER VIRTUALIZED ENTITIES

FIELD

This disclosure relates to computing systems, and more
particularly to techniques for batch management of opera-
tions over virtualized entities.

BACKGROUND

Users of modern virtualized computing systems desire
some mechanism for managing a broad variety of hetero-
geneous virtualized entities in their systems. Such virtual-
ized entities (VEs) might include virtual machines (VMs),
virtual disks (vDisks), virtual network interface cards
(VNICs), executable containers (ECs), and/or other virtual-
ized entities. In some cases, a single computing system
might comprise scores of computing nodes that 1n turn host
hundreds or even thousands of such VEs. Providers of
virtualized computing systems often provide user interfaces
to facilitate management of the VEs by various users. For
example, such a user interface might be accessed by a
system administrator to execute an action so as to achieve a
certain outcome (e.g., state change) at the VM the system
administrator 1s managing. In many cases, the system
administrator might want to achueve the same outcome over
a large number of VMSs. In such cases, diflerences in the
then-current state of each particular VM might impact the
ability to achieve the intended state change or outcome.

Unfortunately, the atorementioned user interfaces do not
provide a mechanism for executing actions over a batch of
VMs that might be 1n various different states. To accommo-
date the varying states of the VMs, many approaches require
that the system administrator specily a desired action one-
by-one for each one of the large number of VMs. In some
cases, the action (e.g., mstalling an application) might
require that the system administrator login to each VM. As
such, performing the action one by one over the large
number of VMs becomes cumbersome for the system
administrator and consumes a significant amount of com-
puting resources.

This situation becomes further complicated when the
steps and/or operations executed to achieve the desired
outcome at each VM are dependent on the then-current
states of the VMs. In this situation, the system administrator
must first check the then-current state of a subject VM and
apply one or more variations to the steps or operations as
needed based on the then-current state of the subject VM. As
the number of VMs that are used 1n a virtualized computing,
system 1ncreases, the burden on the system administrator as
well as the computing resources consumed to manage the
VMs becomes greater and greater. What 1s needed 1s a
technological solution for performing batch operations over
a group of VMs that are 1n varying states.

SUMMARY

The present disclosure describes techniques used in sys-
tems, methods, and 1n computer program products for batch
management of operations over virtualized entities, which
techniques advance the relevant technologies to address
technological 1ssues with legacy approaches. More specifi-
cally, the present disclosure describes techniques used 1n
systems, methods, and 1n computer program products for
batch management of virtualized entities in virtualization
environments. Certain embodiments are directed to techno-
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2

logical solutions for applying a rule base to the then-current
state attributes of a selected batch of virtualized entities to
determine the operations to be executed so as to achieve a
desired outcome at the virtualized entities.

The disclosed embodiments modily and improve over
legacy approaches. In particular, the herein-disclosed tech-
niques provide technical solutions that address the technical
problems attendant to performing batch operations over a
group of virtualized entities that are 1n varying states. Such
technical solutions relate to improvements i computer
functionality. Various applications of the herein-disclosed
improvements in computer functionality serve to reduce the
demand for computer memory, reduce the demand {for
computer processing power, reduce network bandwidth use,
and reduce the demand for inter-component communication.
For example, when performing batch operations over a
group ol virtualized entities that are 1n varying states,
memory usage and CPU cycles demanded are dramatically
reduced as compared to the memory usage and CPU cycles
that would be needed but for application of the herein-
disclosed techniques.

Some embodiments disclosed herein use techniques to
improve the functioning of multiple systems within the
disclosed environments, and some embodiments advance
peripheral technical fields as well. As specific examples, use
of the disclosed computer equipment, networking equip-
ment, and constituent devices within the shown environ-
ments as described herein and as depicted 1n the figures
provide advances 1n the technical field of hyperconverged
computing platform management as well as advances 1n
various technical fields related to user interfaces.

Further details of aspects, objectives, and advantages of
the technological embodiments are described herein and in
the drawings and claims.

BRIEF DESCRIPTION OF THE DRAWINGS

The drawings described below are for illustration pur-
poses only. The drawings are not intended to limit the scope
of the present disclosure.

FIG. 1 depicts a computing environment in which
embodiments of the present disclosure can be implemented.

FIG. 2 presents a virtualized entity batch management
technique as implemented in systems that facilitate batch
management of virtualized entities 1n virtualization environ-
ments, according to an embodiment.

FIG. 3A 1s a block diagram of a system that implements
batch management of virtualized entities, according to an
embodiment.

FIG. 3B depicts a set of specialized data structures that
improve the way a computer uses data 1n memory when
performing steps pertaining to batch management of virtu-
alized entities 1n virtualization environments, according to
some embodiments.

FIG. 4 depicts a batch request generation technique as
implemented 1n systems that facilitate batch management of
virtualized entities in virtualization environments, according
to some embodiments.

FIG. 5 presents a rule-based operations selection tech-
nique as implemented 1n systems that facilitate batch selec-
tion of virtualized entities, according to an embodiment.

FIG. 6 1llustrates various example virtualized entity batch
management scenarios as occur in systems that facilitate
batch management of virtualized entities, according to an
embodiment.
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FIG. 7 depicts system components as arrangements of
computing modules that are interconnected so as to 1mple-

ment certain of the herein-disclosed embodiments.

FIG. 8A, FIG. 8B, and FIG. 8C depict virtualized con-
troller architectures comprising collections of 1ntercon-
nected components suitable for implementing embodiments
of the present disclosure and/or for use in the herein-
described environments.

DETAILED DESCRIPTION

Embodiments 1n accordance with the present disclosure
address the problem of performing batch operations over a
group of virtualized entities that are 1n varying states. Some
embodiments are directed to approaches for applying a rule
base to the then-current state attributes of a selected batch of
virtualized entities to determine the operations to be
executed so as to achieve a desired outcome at the virtual-
ized enftities. The accompanying figures and discussions
herein present example environments, systems, methods,
and computer program products for batch management of
virtualized entities 1n virtualization environments.
Overview

Disclosed herein are techniques for applying a rule base
to the then-current state attributes of a selected batch of
virtualized entities to determine steps or operations to per-
form so as to achieve a specified desired outcome at all of
the selected batch of virtualized entities. In certain embodi-
ments, the virtualized entities are VMs implemented 1in a
heterogeneous virtualization environment. A user interface
1s invoked to select a batch of selected VMs, and to specitly
one or more batch actions so as to achieve a desired outcome
at the selected VMs. For example, a system administrator
might select one or more applications to install on the
selected VMs. Various state attributes that characterize the
respective states of the selected VMs are accessed. A set of
action rules are applied to the state attributes to determine a
set of entity-specific operations to execute at each respective
VM to achieve the target outcome (e.g., install one or more
applications).

As an example, a first VM might require that a service 1s
installed and enabled before installing the particular appli-
cation, while a second VM might already have the service
installed and enabled. The entity-specific operations are then
executed at the VMs to achieve the target outcome at each
of the VMSs. In certain embodiments, a controller (e.g., a
controller VM) 1n the virtualization environment communi-

cates with the VMs through a hypervisor-agnostic layer. In
certain embodiments, user authentication credentials are
received at the user interface to facilitate one or more of the
entity-specific operations.
Defimitions and Use of Figures

Some of the terms used in this description are defined
below for easy reference. The presented terms and their
respective definitions are not rigidly restricted to these
definitions—a term may be further defined by the term’s use
within this disclosure. The term “exemplary” 1s used herein
to mean serving as an example, instance, or illustration. Any
aspect or design described herein as “exemplary” 1s not
necessarilly to be construed as preferred or advantageous
over other aspects or designs. Rather, use of the word
exemplary 1s intended to present concepts 1 a concrete
fashion. As used 1n thus application and the appended claims,
the term “or” 1s mtended to mean an inclusive “or” rather
than an exclusive “or”. That 1s, unless specified otherwise, or
1s clear from the context, “X employs A or B” 1s intended to
mean any of the natural inclusive permutations. That 1s, 1T X
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employs A, X employs B, or X employs both A and B, then
“X employs A or B” 1s satisfied under any of the foregoing
imstances. As used herein, at least one of A or B means at
least one of A, or at least one of B, or at least one of both
A and B. In other words, this phrase 1s disjunctive. The
articles “a” and ““an” as used in this application and the
appended claims should generally be construed to mean
“one or more” unless specified otherwise or 1s clear from the
context to be directed to a singular form.

Various embodiments are described herein with reference
to the figures. It should be noted that the figures are not
necessarilly drawn to scale and that elements of similar
structures or functions are sometimes represented by like
reference characters throughout the figures. It should also be
noted that the figures are only intended to facilitate the
description of the disclosed embodiments—they are not
representative of an exhaustive treatment of all possible
embodiments, and they are not intended to impute any
limitation as to the scope of the claims. In addition, an
illustrated embodiment need not portray all aspects or
advantages of usage 1n any particular environment.

An aspect or an advantage described 1n conjunction with
a particular embodiment 1s not necessarily limited to that
embodiment and can be practiced in any other embodiments
even 1f not so illustrated. References throughout this speci-
fication to “some embodiments” or “other embodiments™
refer to a particular feature, structure, material or character-
1stic described 1n connection with the embodiments as being
included 1n at least one embodiment. Thus, the appearance
of the phrases “in some embodiments™ or “in other embodi-
ments” 1 various places throughout this specification are
not necessarily referring to the same embodiment or
embodiments. The disclosed embodiments are not intended
to be limiting of the claims.

Descriptions of Example Embodiments

FIG. 1 depicts a computing environment 100 1n which
embodiments of the present disclosure can be implemented.
As an option, one or more variations ol computing environ-
ment 100 or any aspect thereol may be implemented in the
context of the architecture and functionality of the embodi-
ments described herein.

FIG. 1 illustrates an environment where a rule base 1s
applied to a set of then-current state attributes of a selected
batch of virtualized entities. Processing steps carried out
within the environment serve to determine the operations to
be executed so as to achieve a desired outcome at the
virtualized entities. Specifically, the figure presents a logical
depiction of how the herein disclosed techniques can be
implemented in a computing environment (e.g., a virtual-
1zation environment).

The environment of FIG. 1 includes representative com-
puting nodes (e.g., node 104, . . . , node 104,,) 1n a cluster
102 that facilitates 1nstantiation of various virtualized enti-
ties to perform certain computing tasks. Specifically, a
representative set of virtual machines (e.g., VM 108,,, VM
108, ., VM 108,,,... VM 108, ) arec shown as instantiated
at the nodes. As can be observed, the virtual machines
(VMs) access a storage pool 110 associated with the nodes
through a respective storage I/O (input/output or 10) con-
troller (e.g., controller 106, at node 104,, and controller
106,, at node 104,,). An instance of such a controller 1s
instantiated at each node. In some cases, such a controller 1s
a hypervisor. In some cases, the controller 1s a node-specific
virtual machine that runs on top of a hypervisor. In some
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cases, the controller 1s a combination of a hypervisor plus
additional code such as a hypervisor plug-in or a hypervisor
agent.

As earlier described, a system administrator (e.g., admin
112) might desire some mechanism for managing the VMs
and/or other virtualized entities (e.g., vDisks, vINICs, ECs,
etc.) at cluster 102.

The herein disclosed techniques include mechanisms that
serve to perform batched operations over groups of virtual-

1zed entities that are 1 varying states. Specifically, a batch
processor 124 and a user interface processor 122 are imple-
mented 1n an entity management tool 120 in computing
environment 100. A selection view 126 at a user interface 1s
accessed (e.g., by admin 112) to select a batch of selected
VMs and to specily one or more batch actions so as to
achieve a desired outcome at the selected VMs (operation 1).
For example, admin 112 might select one or more applica-
tions to install on the selected VMs. The batch actions and

selected VMs are codified 1into one or more batch requests
144 that are received at batch processor 124. Various
instances of state attributes 136 that characterize a respective
set of the then-current VM states 146 of the selected VMs
are acquired from a set of entity metadata 134 by batch
processor 124.

A set of action rules 132 are applied to the state attributes
136 to determine instances ol entity-specific operations to
execute at each respective selected VM to achieve the target
outcome (operation 2). As an example, VM 108, ,, might
require that a code library or support tools (e.g., the shown
VM guest tools 111) needs to be 1nstalled before enabling a
particular application, while VM 108, .- might already have
the code library or support tools installed (e.g., the shown
installed VM guest tools 109) and merely needs to enable the
application. The entity-specific operations are 1ssued to the
controllers of the nodes hosting the selected VMs to be
executed at those selected VMs (operation 3). For example,
certain instances of enftity-specific operations 148, are
issued to controller 106, of node 104, to execute over VM
108,,, VM 108, ,, and/or other VMs at node 104,, and
entity-specific operations 148, ,are 1ssued to controller 106, ,
of node 104, ,to execute over VM 108, ,,, VM 108, ..., and/or
other VMs at node 104,, In the shown embodiment, an
entity management protocol 150 1s mnvoked to execute the
entity-specific operations over the selected VMs so as to
achieve the desired outcome of the specified batch actions
(operation 4). In many cases, 1n order to achieve a particular

desired outcome at a VM, the VM might need support from
the alorementioned VM guest tools. For example, 1n order to
achieve the desired outcome of enabling a particular appli-
cation for a particular VM, the VM guest tools would need
to be installed into that VM before enabling the particular
application. As such, a protocol for installing the VM guest
tools mnto a VM 1s supported by the entity management
protocol 150.

The wvirtualized entity batch management capabilities
facilitated by the herein disclosed techmiques result in
improvements 1n computer functionality that serve to reduce
the demand for computer processing power, reduce the
demand for computer memory and data storage, reduce
network bandwidth use, and reduce the demand for inter-
component communication in virtualization environments.
Specifically, applications of the herein disclosed techmiques
climinate the need to execute certain actions one-by-one at
individual ones of a set of selected VMs, thereby substan-
tially reducing the computing resources to administer and/or
execute batch actions at the selected VMs.
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One embodiment of techniques for batch management of
virtualized entities 1s disclosed in further detail as follows.

FIG. 2 presents a virtualized entity batch management
technique 200 as implemented 1n systems that facilitate
batch management of virtualized entities in virtualization
environments. As an option, one or more variations of
virtualized enftity batch management technique 200 or any
aspect thereol may be implemented in the context of the
architecture and functionality of the embodiments described
herein. The virtualized entity batch management technique
200 or any aspect thereof may be implemented in any
environment.

FIG. 2 1llustrates one aspect pertaining to applying a rule
base to the then-current state attributes of a selected batch of
virtualized entities to determine the operations to be
executed so as to achieve a desired outcome at the virtual-
1zed entities. Specifically, the figure presents one embodi-
ment of certain steps and/or operations that facilitate per-
forming batch operations over a set of selected virtualized
entities based at least in part on the then-current states of the
virtualized entities. As can be observed the steps and/or
operations can be partitioned into a set of setup operations
202 and a set of batch management operations 204.

The setup operations 202 of virtualized entity batch
management technique 200 can commence by instantiating
a plurality of VMs 1n a virtualization environment (step
210). Instantiating a plurality of VMs i1s merely one
example, and other types of virtualized entities can be
managed 1n bulk according to the herein disclosed tech-
niques. A set of batch actions that can be performed over the
VMs 1s established (step 220). In some cases, a batch action
might be represented by an abstracted instruction that 1ndi-
cates the desired outcome of the action at a target virtualized
entity, where the action requires several operations to be
carried out. For example, a batch action to “Install VM guest
tools” might require multiple operations (e.g., between a
controller and a target VM) to complete the installation of
the VM guest tools. In example embodiments, the VM guest
tools comprise facilities that are used by and between a
controller and a VM. Such facilities might include commu-
nication protocols that are used between a controller and a
VM so that a VM can avail itself of functions of applications
that are supported (e.g., in whole or 1n part) by the controller.
As such, some facilities of the VM guest tools are situated
in the controller, whereas other facilities of the VM guest
tools are situated 1n a VM. In addition to the aforementioned
applications that are supported by the VM guest tools, the
VM guest tools can sometimes augment the capabilities of
the operating system that underlies a particular VM. Spe-
cifically, the VM guest tools can provide functionality that 1s
not provided by the underlying operating system of the VM.
The controller can maintain a copy of the codebase of the
VM guest tools 1in a format that can be mounted by a guest
operating system of a VM.

The batch management operations 204 of virtualized
entity batch management technique 200 can commence by
generating a batch request to perform one or more of the
batch actions at a plurality of selected VMs from the VMs
(step 240). As can be observed, the batch actions and/or the
selected VMs might be specified by admin 112 via user
interface 222. For each individual VM of the selected VMs,
a set of entity-specific operations that serve to carry out
actions at the individual VM 1s determined (step 250).
According to the herein disclosed techniques, the entity-
specific operations are determined based at least 1n part on
the then-current state of the individual VM, which then-
current state can be denived, for example, from enfity
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metadata 134. In some cases, the entity-specific operations
are determined at least in part by applying a rule base (e.g.,
action rules 132) to the state attributes representing the
then-current state and/or to other information. The enftity-
specific operations are then executed at each respective
individual VM of the selected VMs (step 260). The execu-
tion of the entity-specific operations over the selected VMs
1s oiten performed concurrently (e.g., in parallel).

One embodiment of a system for implementing the vir-
tualized entity batch management techmque 200 and/or
other herein disclosed techniques 1s disclosed as follows.

FIG. 3A 1s a block diagram of a system 3A00 that
implements batch management of virtualized entities. As an
option, one or more variations of system 3A00 or any aspect
thereof may be implemented 1n the context of the architec-
ture and functionality of the embodiments described herein.
The system 3A00 or any aspect thereol may be implemented
in any environment.

FI1G. 3A1llustrates one aspect pertaining to applying a rule
base to the then-current state attributes of a selected batch of
virtualized entities to determine the operations to be
executed so as to achieve a desired outcome at the virtual-
1zed entities. Specifically, the figure 1s being presented to
show one embodiment of certain representative components
and associated data flows that describes how the herein
disclosed techniques might be implemented 1n a virtualiza-
tion environment. The components and data flows shown 1n
FIG. 3A present one partitioning and associated data
manipulation approach. The specific example shown 1s
purcly exemplary, and other subsystems, data structures,
and/or partitioning are reasonable.

As shown 1n FIG. 3A, the system 3A00 comprises three
representative nodes (e.g., node 104, , nhode
104, .. . .., node 104,,) that have multiple tiers of storage in
a storage pool 110. Each node can be associated with one
server, multiple servers, or portions of a server. The nodes
can be associated (e.g., logically and/or physically) with one
or more computing clusters, such as cluster 102. The mul-
tiple tiers ol storage of storage pool 110 can include
instances of local storage. For example, the local storage can
be within or directly attached to a server and/or appliance
associated with the nodes. Such local storage can include
solid state drives (SSDs), hard disk drives (HDDs), and/or
other storage devices. In some embodiments, the multiple
tiers of storage can 1include storage that 1s accessible through
a network 330 such as a networked storage (e.g., a storage
area network or SAN, network attached storage or NAS,
etc.).

As shown, any of the nodes of system 3A00 can imple-
ment one or more virtualized entities, such as wvirtual
machines (e.g., VM 108,,, VM 108, ., VM 108, ,,..., VM
108, ., controller VM 306,, . . . , controller VM
306, ..., controller VM 306,,) and/or executable contain-
ers. The VMs can be characterized as software-based com-
puting “machines” implemented in a hypervisor-assisted
virtualization environment that emulates the underlying
hardware resources (e.g., CPU, memory, etc.) of the nodes.
For example, multiple VMs can operate on one physical
machine (e.g., node host computer) running a single host
operating system, while the VMs run multiple applications
on various respective guest operating systems. Such flex-
ibility can be facilitated at least in part by one of a vaniety
of heterogeneous hypervisors (e.g., hypervisor-E 312,
hypervisor-A 314, or hypervisor-X 316), which hypervisors
are logically located between the various guest operating
systems of the VMs and the host operating system of the
physical infrastructure (e.g., the nodes).
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As an alternative, executable containers may be imple-
mented at the nodes 1n an operating system-based virtual-
1zation environment or container virtualization environment.
The executable containers are implemented at the nodes 1n
an operating system virtualization environment or container
virtualization environment. The executable containers com-
prise groups ol processes and/or resources (e.g., memory,
CPU, disk, etc.) that are 1solated from the node host com-
puter and other containers. Such executable containers
directly interface with the kernel of the host operating
system without, 1n most cases, a hypervisor layer. This
lightweight implementation can facilitate eflicient distribu-
tion of certain software components such as applications or
services (e.g., micro-services). Any node of system 3A00
can i1mplement both a hypervisor-assisted virtualization
environment and a container virtualization environment for
various purposes.

Furthermore, any node 1n system 3A00 can implement a
virtualized controller to facilitate, at least in part, access to
storage facilities (e.g., storage pool 110, networked storage,
etc.) by the VMs and/or the executable containers operating
at the node. As used in these embodiments, a virtualized
controller 1s a collection of software mstructions that serve
to abstract details of underlying hardware or software com-
ponents from one or more higher-level processing entities. A
virtualized controller can be implemented as a virtual
machine, as an executable container (e.g., a Docker con-
tainer), or within a layer (e.g., such as a layer 1n a hyper-
visor). As can be observed in system 3A00, an mstance of a
virtual machine (e.g., controller VM 306,, controller VM
306, ,, and controller VM 306,,) at each representative node
1s used as a virtualized controller. The controller VMs of the
nodes 1n system 3A00 interact using communications over
network 330.

The virtualized entities at the nodes of system 3A00 can
interface with the controller VMs of the nodes through a
hypervisor-agnostic layer 310. The hypervisor-agnostic
layer 310 facilitates communications between the controller
VMs and the virtualized entities (e.g., other VMs) at the
nodes that are independent of the underlying hypervisor. As
such, varying virtual machine architectures and/or hypervi-
sors can operate with the system 3A00. For example, a
hypervisor (e.g., hypervisor-E 312) at one node might cor-
respond to software from a first vendor, while another
hypervisor (e.g., hypervisor-A 314) at another node might
correspond to a second software vendor. As another virtu-
alized controller implementation example, executable con-
tainers (e.g., Docker containers) can be used to implement a
virtualized controller 1n an operating system virtualization
environment at a given node.

In this case, for example, the virtualized entities at a
particular node can interface with a controller container
through a hypervisor and/or the kernel of the host operating
system of the node. Such interactions between the virtual-
1zed entities and controllers at the nodes often pertain to
various 1nstances (e.g., replicated instances) of user data 342
and metadata 344 that are distributed over the storage pool
110 to facilitate certain tasks and/or operations performed at
virtualized entities.

Other components are implemented 1 system 3A00 to
facilitate the herein disclosed techmiques. Specifically, an
instance ol entity management tool 120 that comprises user
interface processor 122 and batch processor 124 might be
implemented at controller VM 306, of node 104 .. To further
facilitate the herein disclosed techniques, various storage
facilities are implemented 1n storage pool 110 for access by
entity management tool 120 and/or the controller VMs of the
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nodes associated with the storage pool. Specifically, and as
shown, such storage facilities store and/or organize data
pertaining to the authentication and/or authorization creden-
tials of the system users (e.g., stored 1n user profiles 352), the
structure and/or organization of the cluster entities (e.g.,
stored 1n node topology 3354), the configuration of the
virtualized entities of the cluster (e.g., stored 1n entity
metadata 134), the rules for determined entity-specific
operations from batch actions (e.g., store 1n action rules
132), and/or data pertaining to other aspects of the herein
disclosed techniques.

Further details of the data structures associated with the
foregoing storage facilities and/or other data objects access
by the herein disclosed techniques are disclosed as follows.

FIG. 3B depicts a set of specialized data structures 3B00
that improve the way a computer uses data in memory when
performing steps pertaining to batch management of virtu-
alized entities 1n virtualization environments. As an option,
one or more variations of specialized data structures 3B00 or
any aspect thereof may be implemented 1n the context of the
architecture and functionality of the embodiments described
herein. The specialized data structures 3B00 or any aspect
thereol may be implemented 1n any environment.

FI1G. 3B 1illustrates one aspect pertaining to applying a rule
base to the then-current state attributes of a selected batch of
virtualized entities to determine the operations to be
executed so as to achieve a desired outcome at the virtual-
1zed enfities. Specifically, the figure 1s being presented to
illustrate one embodiment of data structures that can be
implemented to organize certain data used when implement-
ing the herein disclosed techniques. The figure furthers
illustrates a logical depiction of data flows of such data in an
example scenario as performed 1n accordance with the
herein disclosed techniques.

As shown 1 FIG. 3B, various views are presented to
admin 112 via a user interface 222 to facilitate mitiation of
certain batch operations over a set of selected virtualized
entities. Specifically, a VM selection view 362 1s presented
to facilitate selection of a set of selected VMs (e.g., VM
“vm-01%£", VM “vm-0m1”, and VM “vm-0m£”) by admin
112. An action selection view 364 1s also presented to
facilitate selection of the batch actions (e.g., “Install VM
guest tools”) to perform over the selected VMs. As used
herein, “VM guest tools™ 1s a representative codebase (e.g.,
library) that can be installed on a particular VM. The VM
guest tools might include applications that can be operated
by the VMs. Strictly as examples, one such application
might correspond to a volume snapshot service (VSS) and/or
another such application might correspond to a self-service
restore (SSR) capability. The foregoing examples are merely
representative applications.

In such applications, a portion of the application 1s
included 1n the VM guest tools and a portion of the appli-
cation 1s included 1n a VM that avails itself of the capabilities
of the application. In some cases, use of an application
and/or set-up of an application uses user credentials to
authenticate and authorize the user. As such, a set of user
credentials can be entered in a credentials entry view 366,
which user credentials are used to authenticate the user
and/or to authorize installation and/or use of applications or
certain batch actions.

The information captured 1n the views presented the user
interface 1s used to form one or more batch requests that are
received at batch processor 124. As shown, the information
constituting a batch request might be codified according to
batch request object 3680. The batch request object indicates
that an object associated with a particular batch request
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might describe a request identifier (e.g., stored 1n a “reqlD”
property), a list of selected VMs (e.g., stored 1n a “vms| |7
attributes object), a list of batch actions (e.g., stored 1n an
“actions [ |” attributes object), a set of user credentials (e.g.,
stored 1n an “auth| |” attributes object), and/or other data
pertaining to the batch request. As can be observed, the batch
processor 124 might access a set of user profiles 352 to, for
example, verily any user credentials provided in the batch
requests.

To facilitate the herein disclosed techniques, the batch
processor 124 accesses the entity metadata 134 to determine
the then-current state of the selected VMs associated with a
particular batch request. The data comprising entity meta-
data 134 and/or any other data described herein can be
organized and/or stored using various techniques. For
example, the entity metadata 134 might be organized and/or
stored 1n a tabular structure (e.g., relational database table)
that has rows that relate various enfity attributes with a
particular virtualized entity. As another example, the nfor-
mation might be organized and/or stored 1n a programming
code object that has mstances corresponding to a particular
virtualized entity and properties corresponding to the vari-
ous attributes associated with the virtualized entity.

As depicted 1n a set of select entity metadata 374, a data
record (e.g., table row or object instance) for a particular VM
might describe a VM 1identifier (e.g., stored mn a “vmlID”
field), an indication of whether the VM guest tools are
installed at the VM (e.g., stored 1n a “VMitools™ field), an
indication of whether the VSS app 1s enabled at the VM
(e.g., stored 1 a “vss” field), an indication of whether the
SSR app 1s enabled at the VM (e.g., stored 1n a “SSR” field),
and/or other entity attributes. As can be observed, the data 1n
the “VMtools”, “VSS”, and “SSR” fields can represent the
state attributes 136 that characterize the state of a particular
VM. As shown, a particular state can be codified into a string
(e.g., “installed”, “enabled”, “disabled”, etc.). In other cases
(e.g., to conserve memory consumption), a state might be
assigned a numerical value or one or more memory bits
representing a numerical value (e.g., “17 represents
“enabled”, “0” represents “disabled”, etc.). In some cases, a
particular characteristic can have multiple states. For
example, a user access characteristic might have the states
“admin only”, “owner only™, “read only”, or “unlimited”. As
depicted, a “null” field serves to indicate that no state has
been yet established (e.g., when the VM guest tools have yet
to be installed).

The batch processor 124 also accesses a set of action rules
132 to facilitate processing of recerved batch requests. A set
of rules (e.g., rule base), such as action rules 132 or any other
rules described herein, comprise data records storing various
information that can be used to form one or more constraints
to apply to certain functions and/or operations. For example,
information pertaining to a rule i the rule base might
comprise the conditional logic operands (e.g., input vari-
ables, conditions, constraints, etc.) and/or operators (e.g.,
“1, “then”, “and”, “or”, “greater than”, “less than”, etc.) for
forming a conditional logic statement that returns one or
more results.

As depicted 1n a representative set of select action rules
372 from action rules 132, a data record (e.g., table row or
object mstance) for a particular action rule might describe a
rule identifier (e.g., stored 1 a “rulelD” field), a subject
action (e.g., stored 1n an “action” field), an execution priority
associated with the action (e.g., stored 1n a “prionty” field),
a VM guest tools status condition associated with the rule
(e.g., stored 1n a “VMtools” field), a VSS application status
condition associated with the rule (e.g., stored 1n a “VSS”
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field), an SSR application status condition associated with
the rule (e.g., stored 1n a “SSR” field), a set of operations to
be executed when the rule conditions are satisfied (e.g.,
stored 1n an “operations” field), and/or other rule attributes.
An “*” 1n a field indicates any value 1s acceptable for that
condition.

As 1ndicated in FIG. 3B, the state attributes 136 are
applied (e.g., by batch processor 124) as rule conditions 376
to select action rules 372 to determine the operations as
specified by the rules (e.g., in the “operations” field) to
assign as entity-specific operations for a particular VM. For
example, the state attributes of VM “vm-0m1” match the
conditions of rule “r02” indicating that an “install (VM-
tools)” operation 1s to be performed at VM “vm-0m1”. Since
the foregoing operation has a “priority=1", the results of the
operation (e.g., VM guest tools are “installed”) are applied
to rules associated with lower priority actions. As such, rule
“r12” also applies to VM “vm-0m1” indicating that an
“enable (VSS)” operation 1s to be performed at VM “vm-
0ml”.

The sets of operations derived from the action rules for
cach of the selected VMs constitute the entity-specific
operations 148, produced by the batch processor 124. As
carlier mentioned, such entity-specific operations are dis-
tributed to the nodes comprising the selected VMs for
execution over the VMs. The entity-specific operations
might be 1ssued to the nodes 1n one or more messages. As
shown in a message object 380,, such messages might
describe a node identifier (e.g., stored 1n a “nodelD” prop-
erty), a VM 1dentifier (e.g., stored 1n a “vmlID” property), a
set of entity-specific operations (e.g., stored in an “ops| |”
object), and/or other data pertaining to the message.

The foregoing discussions include techniques for gener-
ating batch requests to perform batch operations over
selected VMs (e.g., step 240 of FIG. 2), which techmiques
are disclosed in further detail as follows.

FI1G. 4 depicts a batch request generation technique 400 as
implemented 1n systems that facilitate batch management of
virtualized entities 1 virtualization environments. As an
option, one or more variations of batch request generation
technique 400 or any aspect thereof may be implemented in
the context of the architecture and functionality of the
embodiments described herein. The batch request generation
technique 400 or any aspect thereof may be implemented in
any environment.

FI1G. 4 illustrates one aspect pertaiming to applying a rule
base to the then-current state attributes of a selected batch of
virtualized entities to determine the operations to be
executed so as to achieve a desired outcome at the virtual-
1zed entities. Specifically, the figure 1s presented to 1llustrate
one embodiment of certain steps and/or operations for
generating batch requests to perform batch operations over
selected VMs. A representative scenario 1s also shown 1n the
figure to illustrate an example application of the batch
request generation technique 400.

The batch request generation technique 400 can com-
mence by invoking a user interface 222 for managing a set
of VMSs that are implemented in a computing cluster (step
402). As shown, user interface processor 122 might be
invoked for access by admin 112 to manage various VMSs 1n
a cluster. Certain information that describes the VMs 1s
presented at the user interface to facilitate selection of
specific VMs from the VMs (step 404). As an example, the
VM selection view 362 might present certain information
(e.g., a VM 1dentifier, a hypervisor type, etc.) as derived
from a set of node topology data stored 1n node topology
354. The VM selection view 362 can further comprise
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selection elements (e.g., checkboxes) to facilitate 1dentifi-
cation of a set of selected VMs 462. All possible batch
actions for the VMs are presented in the user interface to
facilitate selection of the batch actions to perform over the
selected VMs (step 406). As can be observed, a list of batch
actions with corresponding selection elements (e.g., check-
boxes) can be presented 1n action selection view 364 to
facilitate selection of a set of batch actions 464. In some
cases, certamn data entry elements (e.g., text boxes) are
presented 1n the user interface 222 to capture user authen-
tication and/or authorization credentials (step 408). As
shown 1n credentials entry view 366, admin 112 might enter
a set of user credentials 466 that comprise a “Username’ and
a “Password”.

Once the batch actions to perform over the selected VMs
and any other information (e.g., credentials) needed to
perform the batch actions have been collected, then the user
interface processor 122 1s employed (at step 410) to form
one or more batch request objects (e.g., batch request object
368,).

The foregoing discussions include techmiques for deter-
mining entity-specific operations to carry out batch requests
at a set of selected VMs (e.g., step 250 of FIG. 2), which
techniques are disclosed 1n further detail as follows.

FIG. 5 presents a rule-based operations selection tech-
nique 500 as implemented 1n systems that facilitate batch
selection of virtualized entities. As an option, one or more
variations of rule-based operations selection technique 500
or any aspect thereol may be implemented 1n the context of
the architecture and functionality of the embodiments
described herein. The rule-based operations selection tech-
nique 300 or any aspect thereol may be implemented 1n any
environment.

FIG. 5 1llustrates one aspect pertaining to applying a rule
base to the then-current state attributes of a selected batch of
virtualized entities to determine the operations to be
executed so as to achieve a desired outcome at the virtual-
1zed entities. Specifically, the figure 1s presented to 1llustrate
one embodiment of certain steps and/or operations for
accessing action rules to determine entity-specific opera-
tions to carry out batch requests at a set of selected VMs. A
representative scenario 1s also shown in the figure to 1llus-
trate an example application of the rule-based operations
selection technique 500.

The rule-based operations selection technique 500 can
commence by processing incoming batch request objects
(e.g., batch request object 368, from FIG. 4, or another
incoming instance of batch request object 368,). The con-
tents of the batch request objects serve to 1dentily a set of
selected VMs and batch actions to execute over the selected
VMs (step 502). As illustrated, one or more batch request
objects from batch requests 144 can be processed to 1dentily
the selected VMs 462 and the batch actions 464. At least
inasmuch as a batch request object codifies the batch actions
to perform over the selected VMs, plus other information
(e.g., credentials) needed to perform the batch actions,
successive imcoming batch request objects can be processed
In any sequence.

Each incoming batch request object can then be processed
to determine the set of selected VMs such that, for each
subject VM 1n the set of selected VMs (e.g., selected VMs

462), a set of entity metadata 1s accessed to acquire certain
state attributes that characterize the then-current state of the

subject VM (step 504). For example, a set of state attributes

136 that correspond to each VM from selected VMs 462 can
be collected from entity metadata 134. The batch actions and
state attributes for the subject VM are applied as inputs (e.g.,
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conditions) to a set of action rules (e.g., action rules 132) to
identily one or more entity-specific operations (e.g., entity-
specific operations 148,) for the VM (step 506).

The node that hosts the subject VM 1s 1dentified (step 508)
to facilitate construction of a message object to codily
information that describes the subject VM as well as the
entity-specific operations and node associated with the sub-
ject VM (step 510). The node i1dentifiers 520 of the nodes
hosting the selected VMs 462 might be stored in node
topology 354. The node identifiers 3520, enftity-specific
operations 148,, certain information pertaining to the
selected VMs 462, and/or other information can be codified
into a set of message objects 380 that are routed to the
respective nodes of the selected VMs 462 (step 512). As
merely one example, the message objects might be routed to
node 104, and node 104, , of cluster 102 through a hyper-
visor, possibly through a hypervisor-agnostic layer. Any
technique for routing message objects can be used. In some
embodiments, message objects are communicated using
application programming interfaces (APIs) such as hyper-
visor-provided APIs. In other embodiments, message
objects are commumnicated securely using transport layer
security (TLS) through a hypervisor-agnostic layer. In some
cases, an updated codebase of the VM guest tools 1s pro-
vided to the hypervisor, and/or to the hypervisor-agnostic
layer. Such a codebase can be packaged as a bootable image
(e.g., an ISO 1mage) that can be mounted by a VM with
support of the VM’s underlying operating system.

A set of scenarios that depict certain batch management
actions performed over a plurality of virtualized entities
according to the herein disclosed techniques are disclosed as
follows.

FIG. 6 illustrates various example virtualized entity batch
management scenarios 600 as occur 1n systems that facilitate
batch management of virtualized entities. As an option, one
or more variations of virtualized entity batch management
scenarios 600 or any aspect thereof may be implemented 1n
the context of the architecture and functionality of the
embodiments described herein. The virtualized entity batch
management scenarios 600 or any aspect thereol may be
implemented 1n any environment.

FIG. 6 1llustrates one aspect pertaining to applying a rule

base to the then-current state attributes of a selected batch of

virtualized entities to determine the operations to be
executed so as to achieve a desired outcome at the virtual-
1zed entities. Specifically, the figure 1s being presented to
depict a set of high order interactions (e.g., operations,
messages, etc.) exhibited by various computing components
carlier described that 1n part comprise one embodiment of a
protocol for executing entity-specific operations that carry
out batch requests 1ssued in accordance with the herein
disclosed techniques. The particular computing components
shown 1 FIG. 6 include the batch processor 124 the
controller VM 306, ,, the hypervisor-agnostic layer 310, VM
108,,, and VM 108, of node 104,, The hypervisor-
agnostic layer 310 serves at least in part to translate mes-
sages between controller VM 306, . and the VMs.

As shown, a batch request recerved at batch processor 124

1s processed (operation 602). For the example scenarios of

FIG. 6, the batch request processed by batch processor 124
indicates that a set of VM guest tools are to be installed at
VM 108, ,, and VM 108, .- and that a VSS application 1s to
be enabled at both VMs. Respective sets of entity-specific
operations to execute over each of the VMs are determined
(operation 604) and one or more message objects indicating
the entity-specific operations are 1ssued to controller VM

306,, (message 606).
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Since VM guest tools are currently operating at VM
108, . (operation 608,.), no entity-specific operations per-
taining to the VM guest tools 1nstallation batch action were
assigned to VM 108, .- by batch processor 124. In contrast,
for VM 108, ,,, a protocol 1s invoked to perform a set of VM
guest tools 1mstallation operations 610 so as to 1nstall the VM
guest tools on VM 108, ,,. The VM guest tools installation
operations 610 can commence by mounting media compris-
ing the VM guest tools codebase at VM 108,,, (message
612). A login to the VM 1s performed using the user
credentials received, for example, 1n the message object
from the batch processor 124 (message 614). Once VM
108, ,, authenticates and/or authorizes the user credentials
(message 616), mstallation of the VM guest tools can be
invoked (message 618). After installation of the VM guest
tools at VM 108, ., 1s performed (operation 620), the 1nstal-
lation completion 1s confirmed (message 622). The control-
ler VM 306, , can then logout of VM 108, ,, (imessage 624)
and the VM guest tools can commence operation (operation
608,).

As 1llustrated i FIG. 6, a set of application enable

operations 630 are then performed to enable a particular
application such as VSS at VM 108, , and VM 108, ... In
this example neither VM has the VSS application enabled,
thereby requiring the application to be enabled at both VMs.
To enable the particular application at both VM 108, ,, and
VM 108, .., the shown application enable operations 630 are
invoked. A flag to enable the application for the selected
VMs 1s set at controller VM 306, , (operation 632). In this
embodiment, the application access provisioning 1s managed
at controller VM 306, .. In other embodiments, other provi-
sioning approaches are possible. When VM 108, ,, and VM
108, . each detect the enabled flag (message 634, and
message 634 ., respectively), the particular application-spe-
cific operations can commence at each VM (operation 636,
and operation 636, respectively).

Additional Embodiments of the Disclosure

Additional Practical Application Examples

FIG. 7 depicts system 700 as an arrangement of comput-
ing modules that are interconnected so as to operate coop-
cratively to 1mplement certain of the herein-disclosed
embodiments. This and other embodiments present particu-
lar arrangements of elements that, individually and/or as
combined, serve to form 1mproved technological processes
that address how to perform batch operations over a group
of virtualized entities that are 1n varying states. The parti-
tioning of system 700 1s merely 1llustrative and other par-
titions are possible. As an option, the system 700 may be
implemented in the context of the architecture and function-
ality of the embodiments described herein. Of course, how-
ever, the system 700 or any operation therein may be carried
out 1n any desired environment.

The system 700 comprises at least one processor and at
least one memory, the memory serving to store program
instructions corresponding to the operations of the system.
As shown, an operation can be implemented 1n whole or in
part using program instructions accessible by a module. The
modules are connected to a communication path 705, and
any operation can communicate with any other operations
over communication path 705. The modules of the system
can, individually or 1n combination, perform method opera-
tions within system 700. Any operations performed within
system 700 may be performed 1n any order unless as may be
specified 1n the claims.
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The shown embodiment implements a portion of a com-
puter system, presented as system 700, comprising one or
more computer processors to execute a set of program code
instructions (module 710) and modules for accessing
memory to hold program code structions to perform:
instantiating a plurality of virtual machines 1n a virtualiza-
tion environment (module 720); establishing one or more
batch actions to perform on the plurality of virtual machines
(module 730); generating at least one batch request to
perform at least one of the one or more batch actions at two
or more selected virtual machines, the two or more selected
virtual machines being selected from the plurality of virtual
machines (module 740); determining one or more enfity-
specific operations that correspond to individual ones of the
two or more selected virtual machines, the one or more
entity-specific operations to carry out the one or more batch
actions at the individual ones of the two or more selected
virtual machines (module 750); and executing the one or
more entity-specific operations over the individual ones of
the two or more selected virtual machines (module 760).

Variations of the foregoing may include more or fewer of
the shown modules. Certain variations may perform more or
tewer (or different) steps and/or certain variations may use
data elements in more or in fewer (or different) operations.
Still further, some embodiments include variations in the
operations performed, and some embodiments include varia-
tions of aspects of the data elements used 1n the operations.
System Architecture Overview
Additional System Architecture Examples

FIG. 8A depicts a virtualized controller as implemented
by the shown virtual machine architecture 8 A00. The here-
tofore-disclosed embodiments, including variations of any
virtualized controllers, can be implemented 1n distributed
systems where a plurality of networked-connected devices
communicate and coordinate actions using inter-component
messaging. Distributed systems are systems ol intercon-
nected components that are designed for, or dedicated to,
storage operations as well as being designed for, or dedi-
cated to, computing and/or networking operations. Intercon-
nected components in a distributed system can operate
cooperatively to achieve a particular objective, such as to
provide high performance computing, high performance
networking capabilities, and/or high performance storage
and/or high capacity storage capabilities. For example, a first
set of components of a distributed computing system can
coordinate to efliciently use a set of computational or
compute resources, while a second set of components of the
same distributed storage system can coordinate to efliciently
use a set of data storage facilities.

A hyperconverged system coordinates the eflicient use of
compute and storage resources by and between the compo-
nents of the distributed system. Adding a hyperconverged
unit to a hyperconverged system expands the system in
multiple dimensions. As an example, adding a hypercon-
verged unit to a hyperconverged system can expand the
system 1n the dimension of storage capacity while concur-
rently expanding the system in the dimension of computing
capacity and also in the dimension of networking band-
width. Components of any of the foregoing distributed
systems can comprise physically and/or logically distributed
autonomous entities.

Physical and/or logical collections of such autonomous
entities can sometimes be referred to as nodes. In some
hyperconverged systems, compute and storage resources can
be integrated into a unit of a node. Multiple nodes can be
interrelated into an array of nodes, which nodes can be
grouped into physical groupings (e.g., arrays) and/or into
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logical groupings or topologies of nodes (e.g., spoke-and-
wheel topologies, rings, etc.). Some hyperconverged sys-
tems 1mplement certain aspects of wvirtualization. For
example, 1n a hypervisor-assisted virtualization environ-
ment, certain of the autonomous entities of a distributed
system can be implemented as virtual machines. As another
example, 1n some virtualization environments, autonomous
entities of a distributed system can be implemented as
executable containers. In some systems and/or environ-
ments, hypervisor-assisted virtualization techniques and
operating system virtualization techniques are combined.

As shown, virtual machine architecture 8 A00 comprises a
collection of interconnected components suitable for imple-
menting embodiments of the present disclosure and/or for
use 1n the herein-described environments. Moreover, virtual
machine architecture 8A00 includes a virtual machine
instance 1n configuration 851 that 1s further described as
pertaining to controller virtual machine istance 830. Con-
figuration 851 supports virtual machine instances that are
deployed as user virtual machines, or controller virtual
machines or both. Such virtual machines interface with a
hypervisor (as shown). Some virtual machines include pro-
cessing of storage I/O (anput/output or 10) as recerved from
any or every source within the computing platform. An
example implementation of such a virtual machine that
processes storage 1/0 1s depicted as 830.

In this and other configurations, a controller virtual
machine instance receives block /O (input/output or 10)
storage requests as network file system (NFS) requests in the
form of NFS requests 802, and/or internet small computer
storage interface (1SCSI) block 10 requests in the form of
1ISCSI requests 803, and/or Samba file system (SMB)
requests 1 the form of SMB requests 804. The controller
virtual machine (CVM) instance publishes and responds to
an mternet protocol (IP) address (e.g., CVM IP address 810).
Various forms of mput and output (I/O or 10) can be handled
by one or more 10 control handler functions (e.g., IOCTL
handler functions 808) that interface to other functions such
as data IO manager functions 814 and/or metadata manager
functions 822. As shown, the data IO manager functions can
include communication with virtual disk configuration man-
ager 812 and/or can include direct or indirect communica-
tion with any of various block 10 functions (e.g., NFS 10,
1ISCSI 10, SMB 10, etc.).

In addition to block 10 functions, configuration 851

supports 10 of any form (e.g., block 10, streaming IO,
packet-based 10, HTTP traflic, etc.) through either or both of

a user imterface (UI) handler such as Ul 10 handler 840
and/or through any of a range of application programming
interfaces (APIs), possibly through API 10 manager 845.

Communications link 815 can be configured to transmit
(e.g., send, receive, signal, etc.) any type ol communications
packets comprising any organization of data items. The data
items can comprise a payload data, a destination address
(c.g., a destination IP address) and a source address (e.g., a
source IP address), and can 1nclude various packet process-
ing techniques (e.g., tunneling), encodings (e.g., encryp-
tion), and/or formatting of bit fields into fixed-length blocks
or into variable length fields used to populate the payload. In
some cases, packet characteristics include a version i1denti-
fier, a packet or payload length, a traflic class, a flow label,
etc. In some cases, the payload comprises a data structure
that 1s encoded and/or formatted to {it into byte or word
boundaries of the packet.

In some embodiments, hard-wired circuitry may be used
in place of, or 1n combination with, software instructions to
implement aspects of the disclosure. Thus, embodiments of
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the disclosure are not limited to any specific combination of
hardware circuitry and/or software. In embodiments, the
term “logic” shall mean any combination of soiftware or
hardware that 1s used to implement all or part of the
disclosure.

The term “‘computer readable medium” or “computer
usable medium” as used herein refers to any medium that
participates 1n providing instructions to a data processor for
execution. Such a medium may take many forms including,
but not limited to, non-volatile media and volatile media.
Non-volatile media includes any non-volatile storage
medium, for example, solid state storage devices (SSDs) or
optical or magnetic disks such as hard disk drives (HDDs)
or hybrid disk drives, or persistent random access memories
(RAPMs) or optical or magnetic media drives such as paper
tape or magnetic tape drives. Volatile media includes
dynamic memory such as random access memory. As
shown, controller virtual machine instance 830 includes
content cache manager facility 816 that accesses storage
locations, possibly including local dynamic random access
memory (DRAM) (e.g., through local memory device access
block 818) and/or possibly including accesses to local solid
state storage (e.g., through local SSD device access block
820).

Common forms of computer readable media include any
non-transitory computer readable medium, for example,
floppy disk, flexible disk, hard disk, magnetic tape, or any
other magnetic medium; CD-ROM or any other optical
medium; punch cards, paper tape, or any other physical
medium with patterns of holes; or any RAM, PROM,
EPROM, FLASH-EPROM, or any other memory chip or
cartridge. Any data can be stored, for example, 1n any form
of data repository 831, which in turn can be formatted into
any one or more storage areas, and which can comprise
parameterized storage accessible by a key (e.g., a filename,
a table name, a block address, an offset address, etc.). Data
repository 831 can store any forms of data and may comprise
a storage area dedicated to storage of metadata pertaining to
the stored forms of data. In some cases, metadata can be
divided 1nto portions. Such portions and/or cache copies can
be stored 1n the storage data repository and/or 1n a local
storage area (e.g., in local DRAM areas and/or 1n local SSID
areas). Such local storage can be accessed using functions
provided by local metadata storage access block 824. The
data repository 831 can be configured using CVM virtual
disk controller 826, which can 1n turn manage any number
or any configuration of virtual disks.

Execution of the sequences of instructions to practice
certain embodiments of the disclosure are performed by one
or more 1nstances of a soltware 1nstruction processor, or a
processing element such as a data processor, or such as a
central processing unit (e.g., CPU1, CPU2, . . . CPUN).
According to certain embodiments of the disclosure, two or
more 1instances of configuration 851 can be coupled by
communications link 815 (e.g., backplane, LAN, PSTN,
wired or wireless network, etc.) and each instance may
perform respective portions of sequences of instructions as
may be required to practice embodiments of the disclosure.

The shown computing platform 806 1s interconnected to
the Internet 848 through one or more network interface ports
(e.g., network interface port 823, and network interface port
823,). Configuration 851 can be addressed through one or
more network interface ports using an IP address. Any
operational element within computing platiorm 806 can
perform sending and receirving operations using any of a
range ol network protocols, possibly including network
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protocols that send and receive packets (e.g., network pro-
tocol packet 821, and network protocol packet 821.,,).

Computing platform 806 may transmit and receive mes-
sages that can be composed of configuration data and/or any
other forms of data and/or 1nstructions organized into a data
structure (e.g., communications packets). In some cases, the
data structure includes program code instructions (e.g.,
application code) communicated through the Internet 848
and/or through any one or more instances of communica-
tions link 815. Received program code may be processed
and/or executed by a CPU as 1t 1s received and/or program
code may be stored 1n any volatile or non-volatile storage for
later execution. Program code can be transmitted via an
upload (e.g., an upload from an access device over the
Internet 848 to computing platform 806). Further, program
code and/or the results of executing program code can be
delivered to a particular user via a download (e.g., a down-
load from computing platform 806 over the Internet 848 to
an access device).

Configuration 851 1s merely one sample configuration.
Other configurations or partitions can include further data
processors, and/or multiple communications interfaces, and/
or multiple storage devices, etc. within a partition. For
example, a partition can bound a multi-core processor (e.g.,
possibly including embedded or collocated memory), or a
partition can bound a computing cluster having a plurality of
computing elements, any of which computing elements are
connected directly or indirectly to a communications link. A
first partition can be configured to communicate to a second
partition. A particular first partition and a particular second
partition can be congruent (e.g., 1n a processing element
array) or can be different (e.g., comprising disjoint sets of
components).

A cluster 1s often embodied as a collection of computing
nodes that can communicate between each other through a
local area network (e.g., LAN or virtual LAN (VLAN)) or
a backplane. Some clusters are characterized by assignment
ol a particular set of the atorementioned computing nodes to
access a shared storage facility that i1s also configured to
communicate over the local area network or backplane. In
many cases, the physical bounds of a cluster are defined by
a mechanical structure such as a cabinet or such as a chassis
or rack that hosts a finite number of mounted-in computing
unmts. A computing unit 1n a rack can take on a role as a
server, or as a storage unit, or as a networking unit, or any
combination therefrom. In some cases, a unit in a rack 1s
dedicated to provisioning of power to other units. In some
cases, a unit 1 a rack 1s dedicated to environmental condi-
tioning functions such as filtering and movement of air
through the rack and/or temperature control for the rack.
Racks can be combined to form larger clusters. For example,
the LAN of a first rack having a quantity of 32 computing
nodes can be interfaced with the LAN of a second rack
having 16 nodes to form a two-rack cluster of 48 nodes. The
former two LANSs can be configured as subnets, or can be
configured as one VLAN. Multiple clusters can communi-
cate between one module to another over a WAN (e.g., when
geographically distal) or a LAN (e.g., when geographically
proximal).

A module as used herein can be implemented using any
mix ol any portions of memory and any extent of hard-wired
circuitry including hard-wired circuitry embodied as a data
processor. Some embodiments of a module 1include one or
more special-purpose hardware components (e.g., power
control, logic, sensors, transducers, etc.). A data processor
can be organized to execute a processing entity that is
configured to execute as a single process or configured to
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execute using multiple concurrent processes to perform
work. A processing entity can be hardware-based (e.g.,
involving one or more cores) or soltware-based, and/or can
be formed using a combination of hardware and software
that implements logic, and/or can carry out computations
and/or processing steps using one or more processes and/or
one or more tasks and/or one or more threads or any
combination thereof.

Some embodiments of a module include instructions that
are stored 1n a memory for execution so as to facilitate
operational and/or performance characteristics pertaining to
batch management of virtualized entities 1n virtualization
environments. In some embodiments, a module may 1include
one or more state machines and/or combinational logic used
to 1mplement or facilitate the operational and/or perior-
mance characteristics pertaining to batch management of
virtualized entities in virtualization environments.

Various implementations of the data repository comprise
storage media organized to hold a series of records or files
such that individual records or files are accessed using a
name or key (e.g., a primary key or a combination of keys
and/or query clauses). Such files or records can be organized
into one or more data structures (e.g., data structures used to
implement or facilitate aspects of batch management of
virtualized enfities in virtualization environments). Such
files or records can be brought into and/or stored 1n volatile
or non-volatile memory. More specifically, the occurrence
and organization ol the foregoing files, records, and data
structures 1mprove the way that the computer stores and
retrieves data in memory, for example, to improve the way

data 1s accessed when the computer 1s performing operations
pertaining to batch management of virtualized entities in
virtualization environments, and/or for improving the way
data 1s manipulated when performing computerized opera-
tions pertaining to applying a rule base to the then-current
state attributes of a selected batch of virtualized entities to
determine the operations to be executed so as to achieve a
desired outcome at the virtualized entities.

Further details regarding general approaches to managing,
data repositories are described in U.S. Pat. No. 8,601,473
titled “ARCHITECTURE FOR MANAGING /O AND
STORAGE FOR A VIRTUALIZATION ENVIRON-
MENT”, 1ssued on Dec. 3, 2013, which 1s hereby 1ncorpo-
rated by reference 1n 1ts entirety.

Further details regarding general approaches to managing
and maintaining data in data repositories are described 1n
U.S. Pat. No. 8,549,518 titled “METHOD AND SYSTEM
FOR IMPLEMENTING A MAINTENANCE SERVICE
FOR MANAGING [/O AND STORAGE FOR A VIRTU-
ALIZATION ENVIRONMENT”, 1ssued on Oct. 1, 2013,
which 1s hereby incorporated by reference in 1ts entirety.

FIG. 8B depicts a virtualized controller implemented by
containerized architecture 8B00. The containerized archi-
tecture comprises a collection of interconnected components
suitable for implementing embodiments of the present dis-
closure and/or for use 1n the herein-described environments.
Moreover, the shown containerized architecture 8BO00
includes an executable container instance in configuration
852 that 1s further described as pertaining to executable
container 1mstance 850. Configuration 852 includes an oper-
ating system layer (as shown) that performs addressing
functions such as providing access to external requestors via
an IP address (e.g., “P.Q.R.S”, as shown). Providing access
to external requestors can include implementing all or
portions of a protocol specification (e.g., “http:”’) and pos-
sibly handling port-specific functions.
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The operating system layer can perform port forwarding
to any executable contamner (e.g., executable container
instance 850). An executable container instance can be
executed by a processor. Runnable portions of an executable
container instance sometimes derive from an executable
container image, which i turn might include all, or portions
of any of, a Java archive repository (JAR) and/or 1ts con-
tents, and/or a script or scripts and/or a directory of scripts,
and/or a virtual machine configuration, and may include any
dependencies therefrom. In some cases, a configuration
within an executable container might include an i1mage
comprising a minimum set of runnable code. Contents of
larger libraries and/or code or data that would not be
accessed during runtime of the executable container instance
can be omitted from the larger library to form a smaller
library composed of only the code or data that would be
accessed during runtime of the executable container
instance. In some cases, start-up time for an executable
container istance can be much faster than start-up time for
a virtual machine instance, at least inasmuch as the execut-
able container 1mage might be much smaller than a respec-
tive virtual machine instance. Furthermore, start-up time for
an executable container instance can be much faster than
start-up time for a virtual machine instance, at least inas-
much as the executable container 1mage might have many
tewer code and/or data 1nitialization steps to perform than a
respective virtual machine instance.

An executable container instance (e.g., a Docker con-
tainer instance) can serve as an instance of an application
container or as a controller executable container. Any
executable container of any sort can be rooted 1n a directory
system and can be configured to be accessed by {file system
commands (e.g., “Is” or “Is-a”, etc.). The executable con-
tamner might optionally include operating system compo-
nents 878, however such a separate set of operating system
components need not be provided. As an alternative, an
executable container can include runnable instance 858,
which 1s built (e.g., through compilation and linking, or
just-in-time compilation, etc.) to include all of the library
and OS-like functions needed for execution of the runnable
instance. In some cases, a runnable instance can be built with
a virtual disk configuration manager, any of a variety of data
IO management functions, etc. In some cases, a runnable
instance includes code for, and access to, container virtual
disk controller 876. Such a container virtual disk controller
can perform any of the functions that the aforementioned
CVM virtual disk controller 826 can perform, yet such a
container virtual disk controller does not rely on a hypervi-
sor or any particular operating system so as to perform its
range of functions.

In some environments, multiple executable containers can
be collocated and/or can share one or more contexts. For
example, multiple executable containers that share access to
a virtual disk can be assembled 1nto a pod (e.g., a Kubemetes
pod). Pods provide sharing mechanisms (e.g., when multiple
executable containers are amalgamated into the scope of a
pod) as well as 1solation mechanisms (e.g., such that the
namespace scope of one pod does not share the namespace
scope of another pod).

FIG. 8C depicts a virtualized controller implemented by
a daemon-assisted containerized architecture 8C00. The
containerized architecture comprises a collection of inter-
connected components suitable for implementing embodi-
ments of the present disclosure and/or for use 1n the herein-
described environments. Moreover, the shown daemon-
assisted containerized architecture includes a user
executable container instance in configuration 833 that i1s
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turther described as pertaining to user executable container
instance 880. Configuration 853 includes a daemon layer (as
shown) that performs certain functions of an operating
system.

User executable container instance 880 comprises any
number of user containerized functions (e.g., user contain-
erized functionl, user containerized function2, . . ., user
containerized functionN). Such user containerized functions
can execute autonomously, or can be interfaced with or
wrapped 1n a runnable object to create a runnable instance
(c.g., runnable instance 838). In some cases, the shown
operating system components 878 comprise portions of an
operating system, which portions are interfaced with or
included 1n the runnable instance and/or any user contain-
erized functions. In this embodiment of a daemon-assisted
containerized architecture, the computing plattorm 806
might or might not host operating system components other
than operating system components 878. More specifically,
the shown daemon might or might not host operating system

components other than operating system components 878 of
user executable container mstance 880.

The virtual machine architecture 8 A00 of FIG. 8 A and/or
the containerized architecture 8B00 of FIG. 8B and/or the
daemon-assisted containerized architecture 8C00 of FIG. 8C
can be used 1 any combination to implement a distributed
platform that contains multiple servers and/or nodes that
manage multiple tiers of storage where the tiers of storage
might be formed using the shown data repository 831 and/or
any forms of network accessible storage. As such, the
multiple tiers of storage may include storage that 1s acces-
sible over communications link 815. Such network acces-
sible storage may include cloud storage or networked stor-
age (e.g., a SAN or “storage area network’). Unlike prior
approaches, the presently-discussed embodiments permuit
local storage that 1s within or directly attached to the server
or node to be managed as part of a storage pool. Such local
storage can include any combinations of the aforementioned
SSDs and/or HDDs and/or RAPMs and/or hybrid disk
drives. The address spaces of a plurality of storage devices,
including both local storage (e.g., using node-internal stor-
age devices) and any forms of network-accessible storage,
are collected to form a storage pool having a contiguous
address space.

Significant performance advantages can be gained by
allowing the virtualization system to access and utilize local
(e.g., node-internal) storage. This 1s because I/O perfor-
mance 1s typically much faster when performing access to
local storage as compared to performing access to net-
worked storage or cloud storage. This faster performance for
locally attached storage can be increased even further by
using certain types of optimized local storage devices, such
as SSDs or RAPMSs, or hybrid HDDs or other types of
high-performance storage devices.

In example embodiments, each storage controller exports
one or more block devices or NFS or 1SCSI targets that
appear as disks to user virtual machines or user executable
containers. These disks are virtual since they are imple-
mented by the software running inside the storage control-
lers. Thus, to the user virtual machines or user executable
containers, the storage controllers appear to be exporting a
clustered storage appliance that contains some disks. User
data (including operating system components) in the user
virtual machines resides on these virtual disks.

Any one or more of the atorementioned virtual disks (or
“vDisks™) can be structured from any one or more of the
storage devices 1n the storage pool. As used herein, the term
vDisk refers to a storage abstraction that 1s exposed by a
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controller virtual machine or container to be used by another
virtual machine or container. In some embodiments, the
vDisk 1s exposed by operation of a storage protocol such as
1SCSI or NFS or SMB. In some embodiments, a vDisk 1s
mountable. In some embodiments, a vDisk 1s mounted as a
virtual storage device.

In example embodiments, some or all of the servers or
nodes run virtualization software. Such virtualization soft-
ware might include a hypervisor (e.g., as shown in configu-
ration 851 of FIG. 8A) to manage the interactions between
the underlying hardware and user virtual machines or con-
tainers that run client software.

Distinct from user virtual machines or user executable
containers, a special controller virtual machine (e.g., as
depicted by controller virtual machine 1nstance 830) or as a
special controller executable container 1s used to manage
certain storage and I/0 activities. Such a special controller
virtual machine 1s referred to as a “CVM?”, or as a controller
executable container, or as a service virtual machine
“SVM?”, or as a service executable container, or as a “storage
controller”. In some embodiments, multiple storage control-
lers are hosted by multiple nodes. Such storage controllers
coordinate within a computing system to form a computing
cluster.

The storage controllers are not formed as part of specific
implementations of hypervisors. Instead, the storage con-
trollers run above hypervisors on the various nodes and
work together to form a distributed system that manages all
of the storage resources, including the locally attached
storage, the networked storage, and the cloud storage. In
example embodiments, the storage controllers run as special
virtual machines—above the hypervisors—thus, the
approach of using such special virtual machines can be used
and implemented within any virtual machine architecture.
Furthermore, the storage controllers can be used in conjunc-
tion with any hypervisor from any virtualization vendor
and/or implemented using any combinations or variations of
the aforementioned executable containers in conjunction
with any host operating system components.

In the foregoing specification, the disclosure has been
described with reference to specific embodiments thereof. It
will however be evident that various modifications and
changes may be made thereto without departing from the
broader spirit and scope of the disclosure. For example, the
above-described process tlows are described with reference
to a particular ordering of process actions. However, the
ordering of many of the described process actions may be
changed without aflecting the scope or operation of the
disclosure. The specification and drawings are to be
regarded 1n an illustrative sense rather than in a restrictive
sense.

What 1s claimed 1s:

1. A method comprising:

cstablishing a set of batch actions, wherein respective

batch actions can be performed over at least one virtual
machine of a plurality of virtual machines to achieve a
outcome;

receiving, 1 response to a user iput, a selection of a

batch action of the set of batch actions, the batch action
to be performed on a first and second virtual machine
of the plurality of virtual machines;

generating a batch request to achieve the outcome speci-

fied by the selected batch action at the first virtual
machine and the second virtual machine;

accessing state attributes that characterize respective

states of the first virtual machine and the second virtual
machine;
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determining a first entity-specific operation for the first
virtual machine and a second entity-specific operation
for the second virtual machine, wherein the first entity-
specific operation 1s determined based on the state
attribute of the first virtual machine and a first action
rule, and the second entity-specific operation 1s deter-
mined based on the state attribute of the second virtual
machine and a second action rule, and the first and
second entity-specific operation comprises operations
to achieve the outcome of the selected batch action,
wherein the first entity-specific operation 1s diflerent
from the second entity-specific operation; and

transmitting the first entity-specific operation to the first
virtual machine for execution over the first virtual
machine and the second entity-specific operation to the
second virtual machine for execution over the second
virtual machine to achieve the outcome corresponding
to the selected batch action, wherein the first entity-
specific operation transmitted to the first virtual
machine and the second entity-specific operation trans-
mitted to the second virtual machine are different.

2. The method of claim 1, turther comprising;:

identifying a first node that hosts the first virtual machine

and a second node that hosts the second wvirtual
machine.

3. The method of claim 1, wherein the first entity-specific
operation 1s received at a first controller virtual machine on
a first node that hosts the first virtual machine and the second
entity-specific operation 1s received at a second controller
virtual machine on a second node that hosts the second
virtual machine.

4. The method of claim 3, wherein the first controller
virtual machine executes the first entity-specific operation
on the first virtual machine through a hypervisor-agnostic
layer.

5. The method of claim 1, wherein a respective entity-
specific operation comprises installing VM guest tools on
the first virtual machine or the second virtual machine.

6. The method of claim 1, wherein at least one entity-
specific operation 1s authorized with a user credential.

7. The method of claim 1, wherein a state of the first
virtual machine 1s represented by a first state attribute and a
state of the second virtual machine 1s represented by a
respective state attribute.

8. A non-transitory computer readable medium having
stored thereon a sequence of instructions which, when
executed by a processor causes a set of acts comprising:

establishing a set of batch actions, wherein respective

batch actions can be performed over at least one virtual
machine of a plurality of virtual machines to achieve a
outcome;

receiving, in response to a user input, a selection of a

batch action of the set of batch actions, the batch action
to be performed on a first and second virtual machine
of the plurality of virtual machines;

generating a batch request to achieve the outcome speci-

fied by the selected batch action at the first virtual
machine and the second virtual machine;

accessing state attributes that characterize respective

states of the first virtual machine and the second virtual
machine;

determining a first entity-specific operation for the first

virtual machine and a second entity-specific operation
for the second virtual machine, wherein the first entity-
specific operation 1s determined based on the state
attribute of the first virtual machine and a first action
rule, and the second entity-specific operation 1s deter-
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mined based on the state attribute of the second virtual
machine and a second action rule, and the first and
second enftity-specific operation comprises operations
to achieve the outcome of the selected batch action,
wherein the {first entity-specific operation 1s diflerent
from the second entity-specific operation; and
transmitting the first entity-specific operation to the first
virtual machine for execution over the first virtual
machine and the second entity-specific operation to the
second virtual machine for execution over the second
virtual machine to achieve the outcome corresponding
to the selected batch action, wherein the first entity-
specific operation transmitted to the first wvirtual
machine and the second entity-specific operation trans-
mitted to the second virtual machine are diflerent.

9. The non-transitory computer readable medium of claim
8, wherein the set of acts further comprise:

identifying a first node that hosts the first virtual machine

and a second node that hosts the second virtual
machine.

10. The non-transitory computer readable medium of
claiam 8, wherein the first enfity-specific operation 1s
received at a first controller virtual machine on a first node
that hosts the first virtual machine and the second entity-
specific operation 1s received at a second controller virtual
machine on a second node that hosts the second virtual
machine.

11. The non-transitory computer readable medium of
claaim 10, wherein the first controller virtual machine
executes the first entity-specific operation on the first virtual
machine through a hypervisor-agnostic layer.

12. The non-transitory computer readable medium of
claiam 8, wherein at least one entity-specific operation 1s
authorized with a user credential.

13. The non-transitory computer readable medium of
claim 8, wherein a respective entity-specific operation com-
prises installing VM guest tools on the first virtual machine
or the second virtual machine.

14. The non-transitory computer readable medium of
claim 8, wherein a state of the first virtual machine 1s
represented by a first state attribute and a state of the second
virtual machine 1s represented by a respective state attribute.

15. A system comprising:

a storage medium having stored thereon a sequence of

instructions; and

a processor for executing the sequence of instructions to

cause a set ol acts comprising,

establishing a set of batch actions, wherein respective
batch actions can be performed over at least one
virtual machine of a plurality of virtual machines to
achieve a outcome;

receiving, in response to a user mput, a selection of a
batch action of the set of batch actions, the batch
action to be performed on a first and second virtual
machine of the plurality of virtual machines;

generating a batch request to achieve the outcome
specified by the selected batch action at the first
virtual machine and the second virtual machine;

accessing state attributes that characterize respective
states of the first virtual machine and the second
virtual machine;

determining a {irst entity-specific operation for the first
virtual machine and a second entity-specific opera-
tion for the second virtual machine, wherein the first
entity-specific operation 1s determined based on the
state attribute of the first virtual machine and a first
action rule, and the second entity-specific operation
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1s determined based on the state attribute of the
second virtual machine and a second action rule, and
the first and second entity-specific operation com-
prises operations to achieve the outcome of the
selected batch action, wherein the first entity-specific
operation 1s different from the second entity-specific
operation; and

transmitting the first entity-specific operation to the first
virtual machine for execution over the first virtual
machine and the second entity-specific operation to
the second virtual machine for execution over the
second virtual machine to achieve the outcome cor-

responding to the selected batch action, wherein the
first entity-specific operation transmitted to the first
virtual machine and the second entity-specific opera-
tion transmitted to the second virtual machine are
different.
16. The system of claim 15, wherein the set of acts further
comprise:
identifying a first node that hosts the first virtual machine
and a second node that hosts the second wvirtua
machine.
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17. The system of claim 15, wherein the first enfity-
specific operation 1s received at a first controller virtual
machine on a first node that hosts the first virtual machine
and the second entity-specific operation 1s received at a
second controller virtual machine on a second node that
hosts the second virtual machine.

18. The system of claim 17, wherein the first controller
virtual machine executes the first entity-specific operation
on the first virtual machine through a hypervisor-agnostic
layer.

19. The system of claim 15, wherein at least one entity-
specific operations 1s authorized with a user credential.

20. The system of claim 15, wherein a respective entity-
specific operation comprises installing VM guest tools on
the first virtual machine or the second virtual machine.

21. The system of claim 15, wherein a state of the first
virtual machine 1s represented by a {irst state attribute and a
state of the second virtual machine i1s represented by a

| 20 respective state attribute.
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