12 United States Patent

US011205282B2

(10) Patent No.:  US 11,205,282 B2

Lin et al. 45) Date of Patent: Dec. 21, 2021
(54) RELOCALIZATION METHOD AND (58) Field of Classification Search
APPARATUS IN CAMERA POSE TRACKING CPC ....... GO6T 19/006; GO6T 13/20; GO6T 7/564;
PROCESS AND STORAGE MEDIUM GO6T 17/20; GO6T 7/74; GO6T 3/4007;
| (Continued)
(71) Applicant: Tencent Technology (Shenzhen) (56) References Cited

Company Limited, Shenzhen (CN)

(72) Inventors: Xiangkai Lin, Shenzhen (CN);
Yonggen Ling, Shenzhen (CN);
Linchao Bao, Shenzhen (CN); Wei
Liu, Shenzhen (CN)

(73) Assignee: TENCENT TECHNOLOGY
(SHENZHEN) COMPANY
LIMITED, Shenzhen (CN)

( *) Notice: Subject to any disclaimer, the term of this

patent 1s extended or adjusted under 35
U.S.C. 154(b) by 8 days.

(21) Appl. No.: 16/915,798
(22) Filed: Jun. 29, 2020

(65) Prior Publication Data
US 2020/0327694 Al Oct. 15, 2020

Related U.S. Application Data

(63) Continuation of application No.
PCT/CN2019/078928, filed on Mar. 20, 2019.

(30) Foreign Application Priority Data
Apr. 27, 2018  (CN) oo, 201810391550.9
(51) Imt. CL
GO6T 1/00 (2006.01)
GO6T 7/73 (2017.01)
(Continued)

(52) U.S. CL
CPC oo, GO6T 7/74 (2017.01); GOGF 17/16
(2013.01); GO6T 3/0006 (2013.01); GO6T
2207/20016 (2013.01); GO6T 2207/30244
(2013.01)

. . . ! . .
Obtain a current image acquired after an i anchor image ina
plurality of anchor images

____________________________________________ o

i
Obtain an inittal feature pomt and an initial pose parameter m the first |
anchor image 1 the plurality oF anchor images m a case that the

U.S. PATENT DOCUMENTS

10,860,683 B2* 12/2020 XU ..coovvivviniininnnnnn, GO6F 17/18
2016/0327395 Al 11/2016 Roumeliotis et al.
2017/0109930 Al1* 4/2017 Holzer ........ccovn..... GO6T 13/20

FOREIGN PATENT DOCUMENTS

CN 105953796 A 9/2016
CN 106446815 A 2/2017
(Continued)

OTHER PUBLICATIONS

Tencent Technology, WO, PCT/CN2019/078928, Jun. 20, 2019, 5

pgs.
Tencent Technology, IPRP, PCT/CN2019/078928, Oct. 27, 2020, 6

PES.
(Continued)

Primary Examiner — Phuoc H Doan
(74) Attorney, Agent, or Firm — Morgan, Lewis &
Bockius LLP

(57) ABSTRACT

This application discloses a repositioming method performed
by an electronic device in a camera pose tracking process,
belonging to the field of augmented reality (AR). The
method includes: obtaining a current image acquired by the
camera after an i” anchor image in a plurality of anchor
images; obtaining an initial feature point and an initial pose
parameter 1n a {irst anchor 1image 1n the plurality of anchor
images 1n a case that the current image satisfies a reposi-
tioning condition; performing feature point tracking on the
current 1image relative to the first anchor 1image, to obtain a
target feature point; calculating a pose change amount of a
camera from a first camera pose to a target camera pose
according to the 1mitial feature point and the target feature
point; and performing repositioning according to the initial

(Continued)

____________________________________

502

____________________________________

04
T

current 1image salishies a repositionng conditon, the intial pose
parameter being used 1o indicate a camera pose of the camera during |
acquisition ot the first anchor image |

I

Perform feature point tracking on the current image relative to the |

rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr

500

first anchor image, to obtain a targel feature point matching the mital T

feature pomt

___________________________________________ =

| 308

Calculate a posc change amount of the camera from a first camera i;/x"
pose to a target camera pose according to the inal feature point and |
the target feature point, the target camera pose being a camera pose of |
the camera during acquisition of the current image |

Pecform repostiomng according to the initial pose parameter and the
pose change amount to abtain a target pose parameter corresponding /\'/
to the target camera pose i

______________________________________________________________________________________

510



US 11,205,282 B2

Page 2
pose parameter and the pose change amount to obtain a (56) References Cited
target pose parameter.
FOREIGN PATENT DOCUMENTS
20 Claims, 8 Drawing Sheets
CN 106885574 A 6/2017
CN 106996769 A 8/2017
CN 107193279 A 9/2017
CN 107808395 A 3/2018
(51) Int. CL CN 107888828 A 4/2018
GOGF 17/16 (2006.01) CN 108615248 A 10/2018
CN 108648235 A 10/2018
GO61 3/00 (2006'01) WO WO 2011048497 A2 4/2011

(58) Field of Classification Search
CPC ..... GO6T 7/50; GO6T 3/0006; GO6K 9/00798; OTHER PURI ICATIONS

GO6K 9/6232; GO1C 21/32; HOAN o cont Technology, ISR, PCT/CN2019/078928, Jun. 20, 2019, 2
5/2253; GO7T 7/248; GO6F 17/18; GO6N pes.

3/08
See application file for complete search history. * cited by examiner



US 11,205,282 B2

Sheet 1 of 8

Dec. 21, 2021

U.S. Patent

| LI R R R S R T I I A I T .
= .4H4”...H...”...H..._-_....-_”...”.._.H...H..1H.._.H.rH...H.._.H...H.._.H...H...H...H.._.H...H...”....H...H...”....H...”...”...H...”...”...H...H...H.......q...r.q.-l- A A KK W
E e A L Al L)
ar T U T Ty A T A T i o T ar g T T e T T T T T g T T e T
L o el Y
I o L el
A a3
A e T i e T e A T o T T e Yo T T i Yo T e T T e i Y e e e e A
L P o o o e Al "
i T e i T i o Ty i i Ty T ag g Yo o T e YT i T Ty i T Y i T T T T T x
B A i a  a  a  a  al a a  a a aralala at a el "
I Y ®
B A e e el s el sl el s R
L I L o A e e el s ®
E N e o o L R N
L T R A e el i i a s R AR A -
o T o o a a a  a a a a a  aala aalaar el aar R R )
L A o L O  a a A N L L )
w e B e e e o o W e e o e e e e e e e ae "R a0
o ) L I I T I o e e S A N N L L Ny R Pl
N R R N e R o o A L A | P
T N T e e e ol L )
w Ty L P o I a  a e ol a  a a a a a a  a a a al At el sy " e Pl
ok e L I a9 S L o L L
- A N il e a e a a a ol el sl sl ol s a3 al 2l ol A A oA
S LN T e o e T T e T o i T e T T T T I A
* _.u.q...m.........a P A A s 2w Al a2t
- . P ] N R o a aad e U s W L A i aay
x g N L AT L P Ll sl X dr i T e
* Bk e bk ki F O T a al A a a  a A a NY i P N A A )
* NN P A ol e sl O a0 0 X o L s el ol ol
By Hlv.q-k.r% P’y L N e s e et 2 xR W o L
x x x T E I o L A ) A d e T e T e T e T e T T e e e
: ot Pt ol L A N W e A o el N e o ey
g e X L N el N Sl A / ; wa e T e T T e e T T P T T T T T Ty
) N iwk##n%...k...kk#tkﬂk e, e e e e e e e e e i ; ) . .-..4;*kk#kk#kk#kk!&k#kfﬂh
- P N N L el e )
Vol PN L N F e L L L
i o B A e T a o T T A A B At o o ol sl 2l s el Ny
A NN i M A A F N A L et el
XX xoa A " ¥ ___..._..__L-_.......k......tt.........._. P N A N i i a  a a a
XA AR A A T T e e P e i a al el s el sl M}
U A Wb e e  a T T Ao o e T T e T T o i T i e T e e I
Y BT e T e T e e T T e e e e e e e e e e e W e e
I L e L S N L N A oL Ll
FOE T e T e T e e Ty o L L A o o
A e e e e A .4...__.._,..q.._...q&...&*&&*...k.-n...&&...&&...-;...#;...
A R A e e T T e T e L A A e ol il ol
xR KR K K N I o e e e o e o o T
FYE I e e e e e A A AL A N L NEAE NN LAl it
XA A AR A KA oot T A A AL N W b N AN LN )
FOE I ) b e T e A o A  aal W al atalaaL »
R P LA LA L e S S iy o Sy Mo g e x AN
R R AR A AR A A Ay W e Y T T P Aol sl ol al alalal ol ' 1:.!. waly
A Pt L L el o ey X kN
YR NN N NN Al L A a al  a aaaal o a e e
XA A A KA AR A A o T e R e N A e e Al sl o sl ) T
O I P N N x L B s e T e T e
A e W L e a la P g
oo o o e o o o o L A I el e x ._,...q..q..q.._...q._,..._.._....q.._...q._,..._...q..q..q__,..q.._.._,...q.._...q._...__...q..q..m”._q......q._q._....q._q.__.._q 1 " kkﬂkkkk.q...kk.rt.r....qk..rk....f x e
o e A A A e F A e e e o L N A L F e o S N A e e e )
WA A A A A A R L A A A N N sl e A A L e ol el el ar A T e ar g T R X
i A o P A o A e el N o i i e e T e T a T T T o T T T T Pl
FAE o kk..qk#*k##t#tk&tﬁtkkkﬁiﬁkrwk&#& P L o N S S el Sl o T X e T
o N e  a N aa aa aa  aatay T N e ol e e al 'y oo T o T e e T T o o T e o e P L el
A A o N L ol N A e Rl T N N ) A A
Al F O Al R L e e N T N g L el F e S S A A L) P NN
WA A, W o e o e e e _—n....qunx......&...l......-....*........_ e P oy e
e e e L e N A o N A o L et L o A A P bW
O NN NN NN M At o O e A ) N N A L o I e e
A o el el ol s e e e A A el ol al ool B P sl s el sl sl ol s AL A R
PN L N N o A e A ) T T e T T e e T e T e e T e e Yo e o T T e T o
BN a3 A st A A AL A NN L A A A il al i Pl N ol
ar i e R A A At s A A N Ay A A Ty T ag o Y T e T AN
T T e L A L Al A o o e T e o T T o e T o T T e ww e e e ey
P P e N oo e NN NN M G e e iy g S B Ry g Sl e i n
oA N A A e N AL ML MLt P e e el sl el ool s
e I L L L R S AT e d e ae T ae e T e Yo T T
NN A _-...._,.....-.-_t.-.r._.k“-.k...kk...k*... P A I S F A
F o WA e, X L T A A ) N s s
e FL A R e e e AT e e e o A N P
BRI I I R e . P N N L o 'y
Pl B e W e e e e s et P i al s o
T X N P ) ol A ae i T i T T e T e i T e T e T Yy
. L N T T A ] W e o ..quuu
X R N A A W o o i Yo g Yo T g Yo oy e o T T T T T "
I L e e PN} A w
¥ o N N AL N NN NN - W, i e i Ty i T e i il i Ty e i Ty i e e
y R N e A A ) I A A A A M A
I N L e e Pl e I I A a aaal a aa aa ay "
O L A e AL e ) A o i
ol e e e o a a - A B L Al s i a ary ol
2 g I e g el ) » - A W
T T a > S L A Ll e o)
N e e am - _ H P e sl Y
o I N N L L P P S A Ny o x
o R N S S g e dr i E kAN
x n...-.q.q....qunn... P N ) W PN ®
F e e e T e i e i e B P e A iy
o A TR e gt g ) AR X W
TR T ay T e A o H a; W .
2] ; e i Y e T - - "k
/ y ¥ » b e i e e e e S e e R e ] . w a
X R I ow ¥ XX R ._._.ul.....q#.q.___a....q u - o
ol L A L e e e ] e T A n * Ty
R o L i L A P L ) N ® » Xk i
XK ; e e e e e e "X A A ol x * A
i ] : I L el T T e P | Pl ol x » Xy
Sx " ) ] F o L L e P A A R x Ty
lxna"__. R & .q...H#H#H#”._,.H#H...”#H#H#H&H#Htuint”...”&”-i-_ #H#”&H#“i"tnt"#”# » ...HJH#H-:;&#&#&J..#&... N NN x ”...tht
xR "R A ¥ ot P N NS ® aETR Pl ¥ el
% x e K T e P N P N Pl "
xR "R N P N N de i i P Py Plaft
&
an“__." a":“..“x” #H&H#Htﬂ;..#ﬂ#“&”#”t”&i P NN ....q“.4”.....-..4”...”.-H#”_wH###"..H-H#Hrntnku..”&”#”#” * ....”.4”#“4“& . e
e A Tl ..q.._..._.._.-_.q._,..._...q.-.__...q..q.._.h.-n5_.h__.qh..___.__.##.....q..q......uq.-..._...uq.-__._”hq i e N o A
e R K i e i R A M A ot N N i e s a0 P A ) ]
xR / N L e N R o o e N o oy N A R
xR iy e i LW P L Nl P A Pttt oy L
rax e e PN T AT i T o A P Lt X, .
xR R el LN L N el s Pl al ol s sl alaly
N e e L NN O e A )
o R i T T n e e B e e e e i e d i e e e
R REE ar i Ve i P A e e e T T
o R E L ey PO L g o Al
XA R E R A i T e e X el L O A N L L L L e x
A R R R A A A L Al L e el e s el alal o sl ;
A R R e P N P L e R A A e
R R R A A i A &..................... s
B T e T T -_H_._».q._,. e el WG >R
L B e iy P .._.___mu Pl A Tt
A N I, % e i T e AN » T Py
O T, i A iy e i P e
N T P ) Pl %
T R X e iy e Ll LN
FE A I T Uy i T T T R L N A A X A x P NN
I A g e e e P AL e A x e Ty
L 0 B R T T dr i Ve WA e AN P N
S Pl alal sl Pl alalals N e XA Pl il
o ol Pl PN M AL x X AN X T
ol - P dr e o AT T X A e T
/ KA AR TR v W Pl A x x x ol T
w o AR K S+ Pl e Ty
A e ) PN 2 ey
XA A K . x Al xR o T
e . aa ' x Em PN
ol i Car i i 2 P
o by At ol i T
XN P xR T ek
Ay i Mty tat Pl AN At M ._1._-”.._._-.:._.. .
L K 5 > M L
2o T LN Wl llulun " P I ity
o i w o e e N R At .
e "t o e e e e e e B W N » A . R

F1G. 2



U.S. Patent

Dec. 21, 2021

Sheet 2 of 8

2 4 5
FIG. 3

440

Memory -~

460 *

) | 120

| _/

Camera S Processor

| 430

MU o

F1G. 4

US 11,205,282 B2




U.S. Patent Dec. 21, 2021 Sheet 3 of 8 US 11,205,282 B2

Obtain a current image acquired after an i anchor image in a /\_/5 02

plurality of anchor images

________ e

Obtain an itial feature point and an initial pose parameter i the hrst S04
anchor tmage 1n the plurality of anchor tmages in a case that the /\/
current image satisfies a repositioning condition, the initial pose

parameter being used to indicate a camera pose of the camera dm'mg
acquisition of the first anchor image

--------------------------------------------------------------------------------- ;

Perform feature point tracking on the current image relative to the |
first anchor image, to obtain a target feature point matching the initial /\/
teature pont =

"""""""""""""""""""""""""""""""""""""""""""""""" [

Calculate a pose change amount of the camera from a first camera /\/
pose to a target camera pose according to the initial feature point and |
the target feature point, the target camera pose being a camera pose of
the camera during acquisition of the current ima o |

Perform repositioning according to the mitial pose parameter and the 510

pose change amount to obtain a target pose parameter corrcspondmg /\/
to the target camera pose

| oL . 501a
Record the mitial pose parameter corresponding to the
pose p p £ |~

first anchor image

S01b
Obtain n pyramid images with different scales corresponding to |77 ~—
the first anchor image, n being an mteger greater than 1

!

Extract an 1nitial feature point from each pyramid image, S0lc
and record two-dimensional coordinates of the initial feature pomt T
in a case that the pyranmd 1mage 1s scaled to the original size

FIG. 6




US 11,205,282 B2

Sheet 4 of 8

Dec. 21, 2021

U.S. Patent

r L
P Ot e e Py
[ il.rb.:..;.}.l..r.r......}....}.b.}.b.t.t
N

s
PN
LA e
e de U e e dr Ui
X i

»
i

B iy iy iy iy iy e e
PR ol r ;
[ I I U o
e l":. A N MM N A
S e T e e e e iy e iy L) ot S e )
e e U U U e e e e e e e ..1k._..t.4k....r.f..........._....._-_..._-..._.r......&..._...-_..“.
N N N  a a  a s N  aa a)
e e e e i i iy O W e i i
e e e s i a a a ala)
e e e e e e i e i iy I e
x i
i

L )
T MM

¥
)

F3

"
X
X
)
X
i
X

r
X
F
F
¥
F
X
¥

4-:4-

o
F

¥
F

x
Fy
el ol

i

¥
X
F3
F3
X
F3
F3
X

X %

L

ar o L)
H&.._..q.q.___.... -_”.__.___
*

oKk

A )

e

FoE

FIG. 7

2aTe T e e
.TJ.I.J-T.J..T.J..II.T.J‘E. ' 1111-
X R e

506b

An IMU obtains a reference pose change

{ 1mage

f the curren

by the camera

uring acquisition o

¥

r

¥

amount d

506a

¢
O
-
Yo
- b
O Ehs S
= B~
ﬂuoa.ln
255 &2
¥, © —
O S o w.S
: s U
= SMO
=7 £
Q= &g g
- 0l 3
S22 ST 8
.mem..uee
S o5 oY o
O S O
-..llte-__.llr_—..m;l-_
=St RS e B~ W
mmemmm \D O
) .
Mphtamm F e
L _
ﬁmm.m,mw
ﬂ.,,.mmvmm v W o4
L8350 & = 53¢
mirg.m = O oo W
588 T © QO L
s _ L |
m.l = S dmm L of 4
OGWme% Qg O o =
CEH S E b 5.0 & B 82
S BTG s D -
S L == =
o & W =& 8
=3 5.5
> = 2B NG
o . = e
Zz S 5 S o S5
<O WO - ﬁ&e.m
L= oh = o e
..T._ru..._ D = anm
S o P - Q.8 2 o oo
o &) po-ges il o O
e 2 SR o o L5
nom - e U o) O
Rl 8 8 -
o 2 5.5 =3 E
Q ~ en i oo
R jar, & e
< & /i
¥ 2o 3 L B
] R SIR ST

that a quantity of found target feature points 1s

less than a preset threshold

FI1G. 8



U.S. Patent

Image
coordinate
system C of
the current

image

Hcl

@ system L ofa

Dec. 21, 2021

Image
coordinate

Previous
frame of
image

Hia

Sheet 5 of 8

v

-

Image
coordinate
system A of
the i" anchor
image

Rotation matrix R relocalize
Translation vector T relocalize

FIG. 9

US 11,205,282 B2

R old, T old
Haf Image
coordinate
i 7 system F of
the first

anchor image




U.S. Patent Dec. 21, 2021 Sheet 6 of 8 US 11,205,282 B2

/\‘-1/00 i
. Record an initial pose parameter corresponding to the first
anchor image
- Obtaimm n pyramid images with different scales LOITprOHdHlU
; to thf: first anchor timage
. Jv /\_}003

Extract an initial feature point from each pyramid image, and |
record two-dimensional coordinates of the initial feature
point in a case that the pyramid 1mage 1s scaled to the
original size

Obtain an imtial feature point and the mitial pose parameter
in the first anchor image in the plurality of anchor 1mages 1n

in a plurahty of

~ An IMU obtains a referen se chan mount
anchor images U obtains a reference pose change amou

during acquisition of the current image by the

1004 a case that the current image satisties a repositioning
: ~ - condition, the 1in1tial pose pammutez being used to indicate a
 Obtain a current | ». camera pose of the camera during acquisition of the first
image acquired after | anchor image
- ant anchor image 1007

"""""""""""""""""""""""" 1006 camera

_____ R 2 v  ~—1008

FExtract candidate Perform rotation, translation, and projection on the
feature points from inttial feature point in the first anchor image

the carrent image according to the reterence pose change amount, to

obtain a projected teature point corresponding to the
inttial feature point in the current image
————————————————————————————————————————————————————————————————————————————————————————————————————————————————— 1309
v ~J

Secarch a first range with the projected feature poimnt being the center for a
target feature point matching the mitial feature point

Search a second range with the projected teature point being the center agan
for the target feature pomt matching the mtial feature point in a case that a

quantity of found target feature points is less than a preset threshold

Calculate a pose change amount of a change of the camera from a first camera
pose to a target camera pose according to the initial feature point and the |
target feature p()i_nt, the target camera pose being a camera pose of the camera |
during acquisition of the current image :

Perform repositioning according to the initial pose parameter and the pose
change amount to obtain a target pose parameter corresponding to the target
camera pose




U.S. Patent Dec. 21, 2021 Sheet 7 of 8 US 11,205,282 B2

: 1110
Image obtaining
module 5
- _J :1120
Information —/

Extraction module ’/ N
obtaining module

Feature point ./
tracking module |

l 1 140
Change amount |/
calculation module

“I E 1 1 5 0
Repositioning |/
module E

“““““““““““““““““““““““““““““““““““



sensor 1211

sensor 1212

U.S. Patent Dec. 21, 2021 Sheet 8 of 8 US 11,205,282 B2
v 1204
1203 s
1200 4 Y .
<+ R} circuit
1205
Touch displ 1
<« Touch displa
1201 P
L 1206
Processor  je—» Canmera 7
- >
component
Peripheral 1207
1202 “™! interface "
i
| i e »| Audio circuit
Memory  |e—»
N 1208
.| losttioning
component
1209
-
< Power supply"j
NS '
A
Y
Acceleration (yyroscope Pressure

sensor 1213

Fingerprint
sensor 1214

Optical
sensor 1215

Proximity
sensor 1216

Sensor 1210

FlG. 12




US 11,205,282 B2

1

RELOCALIZATION METHOD AND
APPARATUS IN CAMERA POSE TRACKING
PROCESS AND STORAGE MEDIUM

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation application of PCT
Patent Application No. PCT/CN2019/078928, entitled
“METHOD AND DEVICE FOR REPOSITIONING IN
CAMERA ORIENTATION TRACKING PROCESS, AND
STORAGE MEDIUM?” filed on Mar. 20, 2019, which claims
priority to Chinese Patent Application No. 2018103913550.9,
entitled “REPOSITIONING METHOD AND APPARATUS
IN CAMERA POSE TRACKING PROCESS, DEVICE,
AND STORAGE MEDIUM” filed Apr. 27, 2018, all of

which are incorporated by reference 1n their entirety.

This application i1s related to U.S. application Ser. No.
16/900,634, entitled “REPOSITIONING METHOD AND
APPARATUS IN CAMERA POSE TRACKING PRO-
CESS, DEVICE, AND STORAGE MEDIUM” filed on Jun.
12, 2020, which 1s incorporated by reference 1n 1ts entirety.

This application 1s related to U.S. application Ser. No.
16,915,823, entitled “RELOCALIZATION METHOD AND
APPARATUS IN CAMERA POSE TRACKING PRO-
CESS, DEVICE, AND STORAGE MEDIUM” filed on Jun.

29, 2020, which 1s incorporated by reference 1n its entirety.

FIELD OF THE TECHNOLOGY

Embodiments of this application relate to the field of
augmented reality (AR), and 1n particular, to a repositioning
method and apparatus 1n a camera pose tracking process and
a storage medium.

BACKGROUND OF THE DISCLOSURE

Visual simultaneous localization and mapping (SLAM) 1s
a technology 1n which a subject equipped with a camera
establishes a model of an environment during movement
without priori information of the environment and at the
same time estimates the movement therecof. The SLAM 1s
applicable to the field of AR, the field of robots, and the field
ol autopilot.

Monocular vision SLAM 1s used as an example. The first
frame of 1image acquired by a camera 1s usually used as an
anchor 1mage. In a case that the camera subsequently
acquires a current 1mage, a device tracks a common feature
point between the current 1mage and the anchor 1image, and
performs calculation according to a position change of the
feature point between the current image and the anchor
image to obtain a pose change of the camera in the real
world. However, 1n some scenarios, a feature point in the
current 1image may be lost and can no longer be tracked. In
this case, an SLAM repositioning method needs to be used
to perform repositioning in the current image.

SUMMARY

Embodiments of this application provide a repositioning,
method and apparatus 1n a camera pose tracking process and
a storage medium. The technical solutions are as follows:

According to an aspect of the embodiments of this appli-
cation, a repositioning method 1n a camera pose tracking
process 1s provided, applied to a device having a camera, the
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2

device being configured to sequentially perform camera
pose tracking on a plurality of anchor 1mages, the method
including:

obtaining a current 1mage acquired by the camera atfter an
i”” anchor image in the plurality of anchor images, i being an
integer greater than 1;

obtaining an initial feature pomnt and an initial pose
parameter 1n a first anchor 1image 1n the plurality of anchor
images 1n a case that the current image satisfies a reposi-
tioning condition, the i1nitial pose parameter being used to
indicate a camera pose of the camera during acquisition of
the first anchor 1image;

performing feature point tracking on the current image
relative to the first anchor 1mage, to obtain a target feature
point matching the mitial feature point;

calculating a pose change amount of the camera from a
first camera pose to a target camera pose according to the
initial feature point and the target feature point, the target
camera pose being a camera pose ol the camera during
acquisition of the current image; and

performing repositioning according to the initial pose
parameter and the pose change amount to obtain a target
pose parameter corresponding to the target camera pose.

According to another aspect of the embodiments of this
application, a repositioning apparatus 1n a camera pose
tracking process 1s provided, configured to sequentially
perform camera pose tracking on a plurality of anchor
images, the apparatus including:

an 1mage obtaining module, configured to obtain a current
image acquired after an i’ anchor image in the plurality of
anchor 1mages, 1 being an integer greater than 1;

an information obtaining module, configured to obtain an
initial feature point and an 1nitial pose parameter 1n the first
anchor 1image 1n the plurality of anchor images 1n a case that
the current image satisfies a repositioning condition, the
initial pose parameter being used to indicate a camera pose
of a camera during acquisition of the first anchor 1image;

a feature point tracking module, configured to perform
feature point tracking on the current image relative to the
first anchor 1mage, to obtain a target feature point matching
the mitial feature point;

a change amount calculation module, configured to cal-
culate a pose change amount of the camera from a first
camera pose to a target camera pose according to the initial
feature point and the target feature point, the target camera
pose being a camera pose of the camera during acquisition
of the current 1image; and

a repositioning module, configured to perform reposition-
ing according to the initial pose parameter and the pose
change amount to obtain a target pose parameter corre-
sponding to the target camera pose.

According to another aspect of the embodiments of this
application, an electronic device 1s provided, the electronic
device including a memory, a camera and a processor,

the memory storing at least one instruction, the at least
one mstruction being loaded and executed by the processor
to 1mplement the foregoing repositioning method 1 a cam-
era pose tracking process.

According to another aspect of the embodiments of this
application, a non-transitory computer-readable storage
medium 1s provided, storing at least one instruction, the at
least one 1nstruction being loaded and executed by a pro-
cessor of an electronic device having a camera to implement
the foregoing repositioning method in a camera pose track-
INg Process.
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The beneficial effects produced by the technical solutions
provided 1in the embodiments of this application at least
include:

Repositioning 1s performed on a current image and the
first anchor 1mage 1n a case that the current image satisfies
a repositioning condition, repositioning can be implemented
in an anchor-SLAM algorithm for tracking a plurality of
consecutive anchor images, and a tracking process 1s less
prone to iterruption. Because repositioning 1s performed on
the current 1mage relative to the first anchor image 1n a
repositioning process, an accumulated error generated 1n a
tracking process of a plurality of anchor 1mages can further
be eliminated, thereby resolving a problem that an SLAM
repositioning method 1n the related art has a relatively poor
repositioning eflect 1n the field of AR.

BRIEF DESCRIPTION OF THE DRAWINGS

To describe the technical solutions 1n the embodiments of
this application more clearly, the following briefly describes
the accompanying drawings required for describing the
embodiments. Apparently, the accompanying drawings 1n
the following description show merely some embodiments
of this application, and a person of ordinary skill 1n the art
may still dertve other drawings from these accompanying,
drawings without creative eflorts.

FIG. 1 1s a schematic scenario diagram of an AR appli-
cation scenario according to an exemplary embodiment of
this application.

FIG. 2 1s a schematic scenario diagram of an AR appli-
cation scenario according to an exemplary embodiment of
this application.

FIG. 3 1s a schematic diagram of the principle of an
anchor-switching AR system algorithm according to an
exemplary embodiment of this application.

FIG. 4 1s a structural block diagram of an electronic
device according to an exemplary embodiment of this appli-
cation.

FIG. 5§ 1s a flowchart of a repositioning method 1 a
camera pose tracking process according to an exemplary
embodiment of this application.

FIG. 6 1s a flowchart of a repositioning method 1 a
camera pose tracking process according to an exemplary
embodiment of this application.

FIG. 7 1s a schematic diagram of a pyramid image
according to an exemplary embodiment of this application.

FIG. 8 1s a flowchart of a repositioning method 1 a
camera pose tracking process according to an exemplary
embodiment of this application.

FIG. 9 1s a schematic diagram of the principle of a
repositioning method according to an exemplary embodi-
ment of this application.

FIG. 10 1s a flowchart of a repositioning method accord-
ing to an exemplary embodiment of this application.

FIG. 11 1s a block diagram of a repositioning apparatus in
a camera pose tracking process according to an exemplary
embodiment of this application.

FIG. 12 1s a block diagram of an electronic device
according to an exemplary embodiment of this application.

DESCRIPTION OF EMBODIMENTS

To make objectives, technical solutions, and advantages
of this application clearer, the following turther describes 1n
detail implementations of this application with reference to
the accompanying drawings.
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Several nouns used 1n this application are brietly
described first:

AR 1s a technology that as a camera acquires an 1mage, a
camera pose parameter of the camera 1n the real world (or
referred to as the three-dimensional world or the actual
world) 1s calculated 1n real time, and a virtual element 1s
added according to the camera pose parameter to the image
acquired by the camera. The virtual element includes, but 1s
not limited to, an 1mage, a video, and a three-dimensional
model. The objective of the AR technology 1s to overlay the
virtual world on a screen onto the real world to perform
interaction. The camera pose parameter includes a displace-
ment vector and a rotation matrix. The displacement vector
1s used to represent a displacement distance of the camera 1n
the real world. The rotation matrix 1s used to represent a
rotation angle of the camera 1n the real world.

For example, referring to FIG. 1 and FIG. 2, a device adds
a figure of a virtual human to an 1image photographed by the
camera. As the camera moves 1n the real world, the image
photographed by the camera changes, and a photographing
position of the virtual human also changes, thereby simu-
lating an effect that the virtual human 1s still 1n the image and
the camera photographs the image and the virtual human
while the position and pose are changing, so as to present a
realistic three-dimensional picture to a user.

Optionally, the camera disposed in the device in this
application 1s a monocular camera.

An anchor-switching AR system 1s an AR system that
determines a camera pose parameter in a natural scene based
on camera pose tracking of a plurality of consecutive anchor
images and overlays the virtual world according to the
camera pose parameter onto an i1mage acquired by the
camera.

An inertial measurement umit (IMU) 1s an apparatus
configured to measure tri-axial attitude angles (or angular
velocities) and accelerations of an object. Generally, the
IMU 1ncludes three uniaxial accelerometers and three uni-
axial gyroscopes. The accelerometer 1s configured to detect
an acceleration signal of an object on each coordinate axis
of a three-dimensional coordinate system, to calculate the
displacement vector. The gyroscopes are configured to
detect a rotation matrix of the object in the three-dimen-
sional coordinate system. Optionally, the IMU includes a
gyroscope, an accelerometer, and a geomagnetic sensor.

Schematically, a manner of establishing a three-dimen-
sional coordinate system 1s as follows: 1. The X axis 1s
defined by a vector product Y*Z, and a direction tangential
to the ground at a current position of the device on the X axis
points to the east. 2. A direction tangential to the ground at
the current position of the device on the Y axis points to the
north pole of the geomagnetic field. 3. The Z axis points to
the sky and 1s perpendicular to the ground.

During camera pose tracking in the field of AR, for
example, 1n a scenario of using a mobile phone to photo-
graph a desktop to play an AR game, due to a special use
scenario of AR, a fixed plane (for example, a desktop or a
wall surface) in the real world 1s usually continuously
photographed, the eflect of directly using an SLAM repo-
sitioning method 1n the related art 1s relatively poor, and it
1s still necessary to provide a repositioning solution appli-
cable to the field of AR.

This application provides a repositioning method appli-
cable to an anchor-switching AR system algorithm. In the
anchor-switching AR system algorithm, in a process of
determining a camera pose, a movement process of a camera
1s divided into at least two tracking processes to perform
tracking, and each tracking process corresponds to a respec-
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tive anchor image. Schematically, 1n a tracking process
corresponding to an i”” anchor image, in a case that a
tracking effect of a current image relative to the i”” anchor
image 1s poorer than a preset condition (for example, a
quantity of feature points that can be obtained through
matching 1s less than a preset threshold), a previous 1mage
of the current image is determined as an (i+1)” anchor
image, and an (i+1)” tracking process is started, i being a
positive mteger. Schematically, FIG. 3 1s a schematic dia-
gram of the principle of the anchor-switching AR system
algorithm according to an exemplary embodiment of this
application. An object 320 exists in the real world, a device
340 provided with a camera 1s held by a user to move, and
a plurality of frames of image 1 to 6 including the object 320
are photographed during movement. The device determines
the 1mage 1 as the first anchor image (born-anchor or
born-image) and records an initial camera pose parameter.
The 1mitial camera pose parameter may be acquired by an
IMU. Feature point tracking 1s then performed on the image
2 relative to the image 1, and a camera pose parameter of the
camera during the photographing of the image 2 i1s calcu-
lated according to the initial camera pose parameter and a
feature point tracking result. Feature point tracking is per-
tformed on the image 3 relative to the image 1, and a camera
pose parameter of the camera during the photographing of
the 1mage 3 1s calculated according to the 1nitial camera pose
parameter and a feature point tracking result. Feature point
tracking 1s performed on the image 4 relative to the image
1, and a camera pose parameter of the camera during the
photographing of the image 4 1s calculated according to the
initial camera pose parameter and a feature point tracking
result.

Feature point tracking is then performed on the image 5
relative to the image 1. The image 4 1s determined as the
second anchor 1mage 1n a case that the effect of feature point
tracking 1s poorer than a preset condition (for example, there
1s a relatively small quantity of matching feature points).
Feature point tracking 1s performed on the image 5 relative
to the image 4, and a displacement change amount of the
camera during the photographing of the image 4 and the
photographing of the 1image 5 1s calculated. A displacement
change amount of the camera between the photographing of
the 1image 4 and the photographing of the image 1 and the
initial camera pose parameter are then combined to calculate
a camera pose parameter ol the camera during the photo-
graphing of the image 5. Feature point tracking 1s then
performed on the image 6 relative to the image 4. The rest
1s deduced by analogy. A previous frame of 1mage of the
current image may be determined as a new anchor image 1n
a case that the effect of feature point tracking of the current
image deteriorates, and feature point tracking 1s performed
again aiter switching to the new anchor image.

Optionally, an algorithm based on a visual odometry
principle such as optical flow tracking and a direct method
may be used for feature point tracking. In various abnormal
scenar10s such as that the camera moves relatively intensely,
moves toward an intense light source, and moves toward a
white wall 1n a tracking process, a loss phenomenon may
occur 1n the foregoing tracking process of an anchor-switch-
ing AR system. The loss phenomenon means that suthcient
feature points cannot be obtained from a current image
through matching, resulting 1n a tracking failure.

FIG. 4 1s a structural block diagram of an electronic
device according to an exemplary embodiment of this appli-
cation. The device includes a processor 420, a memory 440,

a camera 460, and an IMU 480.
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The processor 420 includes one or more processing cores,
for example, a 4-core processor, an 8-core processor, and the
like. The processor 420 1s configured to execute at least one
of an instruction, a code, a code segment, and a program
stored 1n the memory 440.

The processor 420 1s electrically connected to the memory
440. Optionally, the processor 420 1s connected to the
memory 440 by a bus. The memory 440 stores one or more
istructions, codes, code segments and/or programs. The
istruction, code, code segment and/or program 1s executed
by the processor 420 to implement an SLAM repositioning
method provided in the following embodiments.

The processor 420 1s further electrically connected to the

camera 460. Optionally, the processor 420 1s connected to
the camera 460 by a bus. The camera 460 1s a sensing device
having an 1image acquisition capability. The camera 460 may
also be referred to as a photosensitive device, among other
names. The camera 460 has a capability of consecutively
acquiring 1mages or repeatedly acquiring images. Option-
ally, the camera 460 1s disposed 1nside or outside the device.
Optionally, the camera 460 1s a monocular camera.
The processor 420 1s further electrically connected to the
IMU 480. Optionally, the IMU 480 1s configured to: acquire
a pose parameter of the camera at an 1nterval of a predeter-
mined time, and record a time stamp of each group of pose
parameters during acquisition. The pose parameter of the
camera includes a displacement vector and a rotation matrix.
The rotation matrix acquired by the IMU 480 1s relatively
accurate, and the acquired displacement vector may have a
relatively large error due to an actual environment.

FIG. 5 1s a flowchart of a repositioming method 1n a
camera pose tracking process according to an exemplary
embodiment of this application. This embodiment 1is
described by using an example in which the repositioning
method 1s applied to the device shown 1n FIG. 4. The device
1s configured to sequentially perform camera pose tracking
on a plurality of anchor images. The method includes the
following steps:

Step 502: Obtain a current image acquired after an i
anchor 1mage in the plurality of anchor 1mages.

A camera 1n the device acquires frames of 1mage at an
interval of a preset time to form an 1mage sequence. Option-
ally, the camera acquires frames of 1image at an 1nterval of a
preset time 1 a movement (translation and/or rotation)
process to form an 1mage sequence.

Optionally, the device determines the first frame of 1mage
in the 1mage sequence (or one frame of 1image satisfying a
predetermined condition 1n several frames of 1image 1n the
front) as the first anchor image, performs feature point
tracking on a subsequently acquired image relative to the
first anchor 1mage, and calculates a camera pose parameter
of the camera according to a feature point tracking result. In
a case that the eflect of feature point tracking of a current
frame of 1mage 1s poorer than a preset condition, a previous
frame of 1mage of the current frame of 1image 1s determined
as the second anchor 1mage, feature point tracking 1s per-
formed on a subsequently acquired image relative to the
second anchor 1mage, and the camera pose parameter of the
camera 1s calculated according to a feature point tracking
result. The rest 1s deduced by analogy. The device may
sequentially perform camera pose tracking on a plurality of
consecutive anchor images.

During an i tracking process corresponding to the i
anchor 1mage, the camera acquires a current image. The
current image is a frame of image acquired after the i”
anchor 1mage, 1 being an integer greater than 1.
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The current 1mage 1s an 1mage that 1s being processed
currently, but 1s not necessarily an image acquired at a
current moment.

Step 504: Obtain an 1nitial feature point and an 1nitial pose
parameter in the first anchor image 1n the plurality of anchor
images 1in a case that the current image satisfies a reposi-
tioming condition, the initial pose parameter being used to
indicate a camera pose of the camera during acquisition of
the first anchor 1mage.

The device determines whether the current image satisfies
the repositioning condition. The repositioning condition 1s
used to indicate that a tracking process of the current image
relative to the i” anchor image fails, or, the repositioning
condition 1s used to indicate that an accumulated error 1n
historical tracking processes i1s already greater than the
preset condition.

In an optional embodiment, the device tracks the current
image relative to the i”” anchor image, and determines that a
tracking process of the current image relative to the i”
anchor i1mage fails, and the current image satisfies the
repositioning condition in a case that a feature point match-
ing the i”” anchor image does not exist in the current image
or a quantity of feature points in the current image that
match the i” anchor image is less than a first quantity.

In another optional embodiment, the device determines
that an accumulated error in historical tracking processes 1s
already greater than the preset condition 1n a case that the
device determines that a quantity of frames between the
current 1mage and an 1mage 1n previous repositioning 1s
greater than a second quantity, or the device determines that
an accumulated error in historical tracking processes 1s
already greater than the preset condition 1n a case that the
device determines that a quantity of anchor images between
the i” anchor image and the first anchor image is greater than
a third quantity.

Specific condition content of the repositioning condition
1s not limited in this embodiment.

The device attempts to perform feature point tracking on
the current 1image relative to the first anchor image 1n a case
that the current 1mage satisfies the repositioning condition.
In this case, the device obtains a cached 1nitial feature point
and 1nitial pose parameter 1n the first anchor image, and the
initial pose parameter 1s used to 1indicate the camera pose of
the camera during acquisition of the first anchor 1mage.

The 1nitial feature point 1s a feature point extracted from
the first anchor 1mage. There may be a plurality of initial
teature points, for example, 10 to 500 1nitial feature points.
The mnitial pose parameter 1s used to indicate the camera
pose of the camera during acquisition of the first anchor
image. Optionally, the iitial pose parameter includes a
rotation matrix R and a displacement vector T. The initial
pose parameter may be acquired by an IMU.

Step 306: Perform feature point tracking on the current
image relative to the first anchor 1image, to obtain a target
feature point matching the initial feature point.

A tracking algornithm based on visual odometry may be
used for feature point tracking. This 1s not limited in this
application. In an embodiment, a Kanade-Lucas (KLT)
optical flow tracking algorithm 1s used for feature point
tracking. In another embodiment, for feature point tracking,
an oriented FAST and rotated BRIEF (ORB, fast feature
point extraction and description) feature descriptor extracted
based on an ORB algorithm 1s used to perform feature point
tracking. In this application, a specific algorithm for feature
point tracking 1s not limited, and a feature point method or
a direct method may be used for a feature point tracking
process.
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In an embodiment, the device performs feature point
extraction on the first anchor image, to obtain N itial
feature points. The device further performs feature point
extraction on the current image, to obtain M candidate
feature points. The device then matches the M candidate
feature points one by one against the N 1nitial feature points,
to determine at least one matching feature point pair. Each
matching feature point pair includes an 1nitial feature point
and a target feature point. The 1mitial feature point 1s a
feature point 1n the first anchor 1image, and the target feature
point 1s a candidate feature point that 1s 1n the current image
and has the highest matching degree with an i initial feature
point.

Optionally, a quantity of initial feature points 1s greater
than or equal to a quantity of target feature points. For
example, there are 450 1nitial feature points, and there are
320 target feature points.

Step 508: Calculate a pose change amount of the camera
from a first camera pose to a target camera pose according
to the mitial feature point and the target feature point, the
target camera pose being a camera pose of the camera during
acquisition of the current image.

Optionally, the device calculates a homography matrix
between two frames of image according to the 1mitial feature
poimnt and the target feature point; and decomposes the
homography matrix to obtain the pose change amount
including R, .. and T, . . ol the change of the
camera from the first camera pose to the target camera pose.

The homography matrix describes a mapping relationship
between two planes. The homography matrix may be used to
perform movement estimation 1n a case that feature points in
the natural scenario (the real environment) all fall 1n a same
physical plane. The device uses RANdom SAmple Consen-
sus (RANSAC) to decompose the homography matrix 1n a
case that there are at least four pairs of matching initial
feature points and target feature points, to obtain a rotation
matrix R, _, .. _ and a translation vector T,_, _ .. .

R, . ... 1s the rotation matrix of the change of the
camera from the first camera pose to the target camera pose,
and T, , . _1s a displacement vector of the change of the
camera from the first camera pose to the target camera pose.

Step 510: Perform repositioning according to the initial
pose parameter and the pose change amount to obtain a
target pose parameter corresponding to the target camera
pose.

After performing conversion on the 1nitial pose parameter
by using the pose change amount, the device performs
repositioning to obtain the target pose parameter corre-
sponding to the target camera pose, so as to calculate the
camera pose of the camera during acquisition of the current
image.

Optionally, in a case that repositioming of the current
image succeeds, the terminal determines the current image
as an (i+1)” anchor image.

The terminal continues to perform feature point tracking
based on the (i+1)” anchor image. The terminal may further
continue to generate an (i4+2)” anchor image, an (i+3)”
anchor image, an (i+4)” anchor image, and the like accord-
ing to subsequent feature point tracking. The rest 1s deduced
by analogy. Details are not described herein again. For a
related process, reference may be made to the foregoing
tracking content shown in FIG. 3.

In conclusion, 1 the repositioning method provided in
this embodiment, repositioning 1s performed on a current
image and the first anchor 1image 1n a case that the current
image satisfies a repositioning condition, repositioning can
be implemented 1n an anchor-SLAM algorithm for tracking
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a plurality of consecutive anchor images, and a tracking
process 1s less prone to interruption, thereby resolving a
problem that an SLAM repositioning method 1n the related
art has a relatively poor repositioning eflfect in the field of
AR.

In addition, because repositioning i1s performed on the
current 1image relative to the first anchor 1mage in a reposi-
tiomng process, 1t may be considered that the first anchor
image has no accumulated error. Therefore, 1in this embodi-
ment, an accumulated error generated in a tracking process
of a plurality of anchor 1mages can further be eliminated.

Several stages of the foregoing repositioning method are
described below.

Preprocessing Stage

In an optional embodiment shown 1n FIG. §, because the
first anchor 1mage 1s usually the first frame of 1mage
photographed by the camera and 1s also a current image used
In a repositioning process, to increase the success rate of
feature point matchuing, the first anchor 1mage needs to be
preprocessed. As shown in FIG. 6, before step 502, the
method further includes the following steps:

Step 501a: Record the initial pose parameter correspond-
ing to the first anchor image.

An IMU 1s disposed 1n the device, and the IMU periodi-
cally acquires a pose parameter of the camera and a time
stamp. The pose parameter includes a rotation matrix and a
displacement vector, and the time stamp 1s used to represent
an acquisition time of the pose parameter. Optionally, the
rotation matrix acquired by the IMU 1s relatively accurate.

As soon as the camera 1n the device acquires each frame
of 1mage, a photographing time of the frame of image is
simultaneously recorded. The device searches for and
records the mitial pose parameter of the camera during the
photographing of the first anchor image according to a
photographing time of the first anchor image.

Step 5015: Obtain n pyramid images with different scales
corresponding to the first anchor 1mage, n being an integer
greater than 1.

The device further extracts an initial feature point from
the first anchor image. Optionally, a feature extraction
algorithm used by the device to extract a feature point may
be a features from accelerated segment test (FAST) detec-
tion algorithm, a Shi-Tomasi corner detection algorithm, a
Harris corner detection algorithm, a scale-invariant feature
transform (SIFT) algorithm, an ORB (fast feature point
extraction and description) algorithm or the like.

Because it 1s relatively diflicult to calculate a SIFT feature
in real time, to ensure real-time performance, the device may
extract an ORB feature point from the first anchor image.
One ORB {feature point includes one FAST corner (key-
point) and one binary robust independent elementary feature
(BRIER) descriptor.

The FAST corner 1s the position of the ORB feature point
in the 1image. The FAST corner mainly detects the position
of a local pixel with obviously changing grayscale and 1s
well known for high speed. The concept of the FAST corner
1s that 1n a case that a pixel 1s distinctly different from a pixel
in a neighboring area (1s excessively bright or excessively
dark), the pixel may be a corner.

The BRIEF descriptor 1s a binary vector. The vector
describes information about pixels around the key point in a
manual design manner. A description vector of the BRIEF
descriptor 1s formed by a plurality of Os and 1s. The Os and
1s herein have encoded a value relationship between two
pixels near the FAST comer.

It 1s relatively fast to calculate an ORB feature, which 1s
therefore suitable for implementation on a mobile device.
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However, because an ORB {feature descriptor does not have
scale-invariance, and a scale change amount 1s obvious 1n a
case that a user holds the camera to acquire an 1mage, the
user may very likely observe a picture corresponding to the
first anchor 1mage 1n a very far or very near scale. In an
optional implementation, the device generates the n pyramid
images with different scales for the first anchor image.

The pyramid image 1s an 1image obtained after the first
anchor 1mage 1s scaled according to a preset ratio. For
example, the pyramid image includes four layers of image.
The first anchor 1mage 1s scaled according to scaling ratios
1.0, 0.8, 0.6, and 0.4, to obtain four images with different
scales.

Step 501¢: Extract an initial feature point from each
pyramid image, and record two-dimensional coordinates of
the 1nitial feature point 1n a case that the pyramid image 1s
scaled to the original size.

The device extracts a feature point from each layer of the
pyramid image and calculates an ORB feature descriptor.
For a feature point extracted from the pyramid image that 1s
not in the original scale (1.0), after the pyramid image 1s
scaled up to the original scale according to a scaling ratio,
two-dimensional coordinates of each feature point in the
pyramid 1mage in the original scale are recorded. These
feature points and two-dimensional coordinates in the pyra-
mid 1mage may be referred to as layer-key points. In an
example, there are 500 at most feature points 1n each layer
of the pyramid image.

For the first anchor 1mage, a feature point 1n each pyramid
image 1s determined as an imtial feature point. In a subse-
quent feature point tracking process, high-frequency details
in the current image are all clearly visible in a case that a
current 1mage 1s 1n a very large scale, so that the current
image and a relatively low layer of the pyramid 1mage (for
example, the original image) have a higher matching score.
Conversely, only blurry low-frequency information can be
seen 1n the current image 1n a case that a current image 1s 1n
a very small scale, so that the current image and a relatively
high layer of the pyramid image have a higher matching
score.

In the example shown 1n FIG. 7, the first anchor image has
three pyramid 1mages 71, 72, and 73. The pyramid image 71
1s located at the first layer of the pyramid and 1s one of the
three images that 1s in the smallest scale. The pyramid image
72 1s located at the second layer of the pyramid and 1s one
of the three images that i1s 1n the middle scale. The pyramid
image 73 1s located at the third layer of the pyramid and 1s
one of the three images that has the largest scale. In a case
that feature point tracking i1s performed on a current image
74 relative to the first anchor 1mage, the device may respec-
tively match the current image 74 against feature points
extracted from the three pyramid images. Because the pyra-
mid 1image 73 and the current 1mage 74 have closer scales,
feature points extracted from the pyramid image 73 have a
higher matching score.

In this embodiment, pyramid 1mages with a plurality of
scales are set for the first anchor 1image, and an 1nitial feature
point 1 each layer of the pyramid image 1s further extracted
and used for a subsequent feature point tracking process. By
means of joint matching of feature points 1n a plurality of
scales, the scale of the first anchor 1mage 1s automatically
adjusted, thereby implementing scale-invariance.

Feature Point Tracking Stage

In an optional embodiment shown 1 FIG. 3, for the
feature point tracking process shown in step 306, the device
extracts a feature point from a current image, and the feature
point may be an ORB feature descriptor. Different from the
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extraction of a plurality of layers of feature points from the
first anchor 1mage, the device may extract one layer of
feature points (for example, 500 at most) from the current
image. Layer-key points extracted in advance from the first
anchor 1mage and feature points extracted from the current
image are matched by using an ORB feature descriptor.

To increase a matching speed, 1n this embodiment of this
application, matching i1s further accelerated in the feature
point tracking process. As shown in FIG. 8, step 506
optionally 1ncludes the following sub-steps 506a to 506¢:

Step 306a: Extract candidate feature points from a current
image.

A feature extraction algorithm used by the device to
extract a feature point may be at least one of a FAST
detection algorithm, a Shi-Tomas1 corner detection algo-
rithm, a Harris corner detection algorithm, a SIF'T algorithm,
and an ORB algorithm. This embodiment 1s described by
using an example of using an ORB algorithm to extract an
ORB feature descriptor 1n a current image.

Step 506b: The IMU obtains a reference pose change
amount during acquisition of the current image by the
camera.

The IMU 1s disposed 1n the device, and the IMU can
obtain the reference pose change amount during acquisition
of the current image by the camera. The reference pose
change amount 1s used to represent a pose change amount of
the camera 1n a process from acquisition of the first anchor
image to acquisition of the current image. The pose change
amount includes a rotation matrix and a displacement vector.
Because of physical features of the IMU, the rotation matrix
acquired by the IMU 1s relatively accurate, and the displace-
ment vector acquired by the IMU has a particular accumu-
lated error but still approximates to an actual result to be still
significant.

Step 506c¢: Perform rotation, translation, and projection on
the mitial feature point in the first anchor image according
to the reference pose change amount, to obtain a projected
feature point corresponding to the initial feature point 1n the
current 1mage.

In an exemplary example, this step includes the following
sub-steps:

1: Obtain two-dimensional coordinates of the initial fea-
ture point 1n the first anchor 1image.

The device extracts and caches the two-dimensional coor-
dinates of the 1nitial feature point in the first anchor 1image
in advance. The two-dimensional coordinates are homoge-
neously represented.

2. Perform back projection on the two-dimensional coor-
dinates of the initial feature point, to obtain first three-
dimensional coordinates X,  of the initial feature point in
the three-dimensional space.

The device converts the two-dimensional coordinates of
the 1mtial feature point nto three-dimensional space by
using the following formula, to obtain the first three-dimen-
sional coordinates X, _ of the initial feature point in the
three-dimensional space.

1 cX
R T
Jx Jx
Xpom = d # 0 1 CY | * Xpom
oo
0 0 1
where 1, £, c,, and ¢, are built-in parameters of the
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feature point are a homogeneous representation of layer-key
points 1n the first anchor image, and the three-dimensional
pomnt X,  1s a non-homogeneous representation. It 1s
assumed that an 1nmitial depth d of the first anchor image 1s
1.

3. Perform three-dimensional rotation and translation on
the first three-dimensional coordinates X, .. by using the
following formula, to obtain second three-dimensional coor-
dinates X corresponding to the mitial feature point 1n
the current 1mage,

X, =R*X, 0t 1,

CLFY et

where R 1s the rotation matrix 1n the reference pose
change amount acquired by the IMU, and T 1s the displace-

ment vector 1n the reference pose change amount acquired
by the IMU.

4. Project the second three-dimensional coordinates
X _ .. onto the current image, to obtain two-dimensional
coordinates of the projected feature point in the current
1mage.

The device projects the second three-dimensional coor-
dmnates X _ . onto the current image by using the follow-
ing formula, to obtain two-dimensional coordinates X
of the projected feature point in the current 1mage:

CLEFFerl

Cfx 0 cx
Xcurrent = 0 fy Cy |# X current »
000 1

where 1, {, c
camera.

The positions of these projected feature points in the
current 1mage are used to predict the position of a target
teature point. The positions of these projected feature points
are usually the same as or close to the position of the target
feature point.

Step 506d: Search a first range with the projected feature
point being the center for a target feature point matching the
initial feature point.

The device extracts a plurality of ORB feature descriptors
from the current image. For a projected feature point cor-
responding to each mmitial feature point, candidate ORB
feature descriptors located in the first range with the pro-
jected feature point being the center are chosen, and the
projected feature point 1s then matched against the candidate
ORB feature descriptors. In a case that matching succeeds,
it 1s considered that a target feature point matching the 1nitial
feature point 1s found.

Optionally, the first range 1s a rectangular frame or a
rectangular frame. The form of the first range 1s not limited
in this embodiment of this application. The first range may
be alternatively a rhombic frame, a parallelogrammatic
frame, a circular frame, among other forms.

Step 506¢: Search a second range with the projected
feature point being the center again for the target feature
point matching the initial feature point in a case that a
quantity of found target feature points 1s less than a preset
threshold.

Optionally, the second range 1s larger than the first range.

Each projected feature point corresponds to a respective
initial feature point, and each target feature point corre-
sponds to a respective 1nitial feature point. However, a total
quantity of the projected feature points 1s less than or equal
to a total quantity of the mnitial feature points, and a total

and ¢, are built-in parameters of the
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quantity of the target feature points 1s less than or equal to
the total quantity of the imitial feature points.

In conclusion, by means of the repositiomng method
provided 1n this embodiment, a reference pose change
amount that 1s acquired by using an IMU and has a particular
error 1s used to project an 1nitial feature point onto a current
image through rotation and translation, to obtain a projected
feature point; and matching 1s performed within a relatively
small range according to the projected feature point to obtain
a target feature point. In one aspect, because a search range
1s reduced, a quantity of candidate ORB feature descriptors
of each 1mitial feature point 1s reduced, so that a quantity of
times of matching calculation that needs to be performed 1s
reduced, and a matching process 1s accelerated. In another
aspect, because the projected feature point 1s obtained based
on a 2D-3D-2D conversion process, 1t 1s equivalent to that
a 3D constraint condition 1s added, so that some interfering
matching points that have high feature matching degree but
do not satisiy geometric consistency can be filtered out.

Repositioning Calculation Process

In the optional embodiment shown in FIG. §, for the
process of calculating a pose change amount of a camera
pose shown 1n step 508, after obtaining a plurality of target
teature points of the current image relative to the first anchor
image, the device mputs the mnitial feature point and the
target feature point into a RANSAC algorithm, to calculate
a homography matrix of the current image relative to the first
anchor 1mage. A decomposition algorithm in an IMU may
decompose the homography matrix to obtain a rotation
matrix R _, . _and a translation vector T, _, . .. .

Errors 1n a case that repositioning 1s not performed and in
a case that repositioning 1s performed are compared below:

1. Scenario 1n which repositioning 1s not performed:

As shown 1 FIG. 9, 1t 1s assumed that an 1image coordi-
nate system of the first anchor 1mage 1s F, an 1mage coor-
dinate system of the i” anchor image is A, an image
coordinate system of a previous frame of 1mage 1s L, and an
image coordinate system of the current 1image 1s C. In a case
that a tracking process 1s relatively smooth, a homography
matrix between the first anchor image and the i”” anchor
image 1s H_, and H_ 1s decomposed to obtain a first rotation
matrix R_old and a first translation vector T_old. A homog-
raphy matrix between the i” anchor image and the previous
frame of 1mage 1s H, , a homography matrix between the
previous frame of image and the current image 1s H_,, and
H, and H_, are iteratively decomposed to obtain a second
rotation matrix R ca and a first translation vector T ca.

That 1s, 1t 1s eventually obtained that a rotation matrix R
and a displacement vector T of the current 1mage relative to
the first anchor 1mage are as follows:

Iea

R T Rc:a Rr:r.‘,’dTﬂ.‘,’d
o1l o 170 1]

2. In a repositioning scenario, because repositioning 1s
directly performed on the current image relative to the first
anchor 1mage, a continuously accumulated error i a plu-
rality of anchor 1image tracking processes 1s eliminated, to
directly obtain a result as follows:
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Because a point 1n a current image does not necessarily
satisly a planarity assumption, although a result obtained by
directly decomposing a homography 1s prone to an assump-
tion error, 1n an 1deal case of anchor-SLAM, 1n a process of
optical tlow tracking from the first anchor 1image to the
current image, there 1s no loss, no anchor 1image 1s switched,
and no accumulated error such as a motion blur occurs. That
1s, a target matching point from the first anchor image to the
current image 1s obtained, and a homography decomposition
method 1s used to calculate a result. Therefore, the reposi-
tioning in this embodiment of this application can 1n practice
climinate an accumulated error, and a result 1s equivalent to
an optimal case of anchor-SLAM.

FIG. 10 1s a flowchart of a repositioning method 1n a
camera pose tracking process according to another exem-
plary embodiment of this application. This embodiment 1s
described by using an example in which the method 1is
applied to the device shown in FIG. 4. The method 1ncludes
the following steps:

Step 1001: Record an 1nitial pose parameter correspond-

ing to the first anchor image.

An IMU 1s disposed in the device, and the IMU periodi-
cally acquires a pose parameter of a camera and a time
stamp. The pose parameter includes a rotation matrix and a
displacement vector, and the time stamp 1s used to represent
an acquisition time of the pose parameter. Optionally, a
rotation matrix acquired by the IMU 1s relatively accurate.

As soon as the camera 1n the device acquires each frame
of 1image, a photographing time of the frame of 1mage is
simultaneously recorded. The device searches for and
records the mitial pose parameter of the camera during the
photographing of the first anchor image according to a
photographing time of the first anchor image.

Optionally, the first anchor 1mage 1s the first frame of
image acquired by the device, or, the first anchor 1image 1s a
frame of image with a quantity of feature points being
greater than a preset threshold in several first frames of
image acquired by the device.

Step 1002: Obtain n pyramid images with different scales
corresponding to the first anchor 1mage, n being an integer
greater than 1.

The device extracts an 1nitial feature point from the first
anchor 1mage. In this embodiment, the device may extract an
ORB feature point from the first anchor image as an 1nitial
feature point.

In an optional implementation, the device generates the n
pyramid images with different scales for the first anchor
image, n being a positive integer.

The pyramid image 1s an 1mage obtained after the first
anchor 1mage 1s scaled according to a preset ratio. For
example, the pyramid image includes four layers of image.
The first anchor 1mage 1s scaled according to scaling ratios
1.0, 0.8, 0.6, and 0.4, to obtain four images with different
scales.

Step 1003: Extract an initial feature point from each
pyramid image, and record two-dimensional coordinates of
the 1nitial feature point 1n a case that the pyramid image 1s
scaled to the original size.

The device extracts a feature point from each layer of the
pyramid image and calculates an ORB feature descriptor.
For a feature point extracted from the pyramid image that 1s
not in the original scale (1.0), after the pyramid image 1s
scaled up to the original scale according to a scaling ratio,
two-dimensional coordinates of each feature point in the
pyramid 1mage in the original scale are recorded. These
feature points and two-dimensional coordinates in the pyra-
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mid 1mage may be referred to as layer-key points. In an
example, there are 500 at most feature points 1n each layer
of the pyramid image.

For the first anchor 1image, a feature point 1n each pyramid
image 1s determined as an initial feature point.

Step 1004: Obtain a current image acquired after an i”
anchor 1mage 1n a plurality of anchor 1mages.

The camera 1n the device acquires frames of 1image at an
interval of a preset time to form an 1mage sequence. Option-
ally, the camera acquires frames of 1mage at an interval of a
preset time 1n a movement (translation and/or rotation)
process to form an 1mage sequence.

Optionally, the device determines the first frame of 1image
in the 1mage sequence (or one frame of 1mage satisfying a
predetermined condition in several frames of 1image in the
front) as the first anchor 1mage, performs feature point
tracking on a subsequently acquired image relative to the
first anchor 1mage, and calculates a camera pose parameter
of the camera according to a feature point tracking result. In
a case that the effect of feature point tracking of a current
frame of 1mage 1s poorer than a preset condition, a previous
frame of 1mage of the current frame of 1mage 1s determined
as the second anchor image, feature point tracking 1s per-
formed on a subsequently acquired image relative to the
second anchor 1image, and the camera pose parameter of the
camera 1s calculated according to a feature point tracking
result. The rest 1s deduced by analogy. The device may
sequentially perform camera pose tracking on a plurality of
consecutive anchor 1mages.

During an i” tracking process corresponding to the i
anchor 1mage, the camera acquires a current image. The
current image is a frame of image acquired after the i”
anchor 1mage, 1 being an integer greater than 1.

Step 1005. Obtain an initial feature point and the inaitial
pose parameter in the first anchor 1mage in the plurality of
anchor 1mages in a case that the current 1image satisfies a
repositioning condition, the initial pose parameter being
used to 1ndicate a camera pose of the camera during acqui-
sition of the first anchor 1mage.

The device determines whether the current image satisties
the repositioning condition. The repositioning condition 1s
used to indicate that a tracking process of the current 1image
relative to the i”" anchor image fails, or, the repositioning
condition 1s used to indicate that an accumulated error 1n
historical tracking processes i1s already greater than the
preset condition.

In an optional embodiment, the device tracks the current
image relative to the i”” anchor image, and determines that a
tracking process of the current image relative to the i”
anchor i1mage fails, and the current image satisfies the
repositioning condition in a case that a feature point match-
ing the i”” anchor image does not exist in the current image
or a quantity of feature points in the current image that
match the i”” anchor image is less than a first quantity.

In another optional embodiment, the device determines
that an accumulated error 1n historical tracking processes 1s
already greater than the preset condition 1n a case that the
device determines that a quantity of frames between the
current 1mage and an i1mage in previous repositioning 1s
greater than a second quantity, or the device determines that
an accumulated error in historical tracking processes 1s
already greater than the preset condition 1n a case that the
device determines that a quantity of anchor images between
the i” anchor image and the first anchor image is greater than
a third quantity.

Specific condition content of the repositioning condition
1s not limited in this embodiment.
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The device attempts to perform feature point tracking on
the current image relative to the first anchor image 1n a case
that the current 1mage satisfies the repositioning condition.
In this case, the device obtains a cached 1nitial feature point
and 1itial pose parameter in the first anchor 1mage, the
initial pose parameter being used to indicate the camera pose
of the camera during acquisition of the first anchor image.

Step 1006: Extract candidate feature points from the
current 1mage.

A Teature extraction algorithm used by the device to
extract a feature point may be at least one of a FAST
detection algorithm, a Shi-Tomasi1 cormer detection algo-
rithm, a Harris corner detection algorithm, a SIFT algorithm,
and an ORB algorithm. This embodiment i1s described by
using an example of using an ORB algorithm to extract an
ORB feature descriptor from the current image as a candi-
date feature point.

Step 1007: The IMU obtains a reference pose change
amount during acquisition of the current image by the
camera.

The IMU 1s disposed 1n the device, and the IMU can
obtain the reference pose change amount during acquisition
of the current 1image by the camera. The reference pose
change amount 1s used to represent a pose change amount of
the camera 1n a process from acquisition of the first anchor
image to acquisition of the current image. The pose change
amount includes a rotation matrix and a displacement vector.
Because of physical features of the IMU, a rotation matrix
acquired by the IMU 1s relatively accurate, and the displace-
ment vector acquired by the IMU has a particular accumu-
lated error but still approximates to an actual result to be still
significant.

Step 1008: Perform rotation, translation, and projection
on the mitial feature point in the first anchor 1mage accord-
ing to the reference pose change amount, to obtain a
projected feature point corresponding to the mitial feature
point in the current 1mage.

In an exemplary example, this step includes the following
sub-steps:

1: Obtain two-dimensional coordinates of the initial fea-
ture point 1n the first anchor 1image.

The device extracts and caches the two-dimensional coor-
dinates of the 1mitial feature point 1n the first anchor image
in advance. The two-dimensional coordinates are homoge-
neously represented.

2. Perform back projection on the two-dimensional coor-
dinates of the initial feature point, to obtain first three-
dimensional coordinates X, _ of the initial feature point 1n
the three-dimensional space.

The device converts the two-dimensional coordinates of
the imitial feature point into three-dimensional space by
using the following formula, to obtain the first three-dimen-
sional coordinates X, . of the mitial feature point in the
three-dimensional space.

Ly & Ly &
Jx Jx Jx Jx
Xporn = d * . i Cy % Xporn Xbom = @ % . i  Cy | #Xpom
fy fy f}’ f}’
0 0 1 0 0 1
where 1, £, ¢, and ¢, are built-in parameters of the

camera. The two-dimensional coordinates X, of the mnitial
feature point are a homogeneous representation of layer-key
points 1n the first anchor image, and the three-dimensional
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point X, _ 1s a non-homogeneous representation. It 1s
assumed that an 1mitial depth d of the first anchor 1image 1s
1.

3. Pertform three-dimensional rotation and translation on
the first three-dimensional coordinates X, by using the
tollowing formula, to obtain second three-dimensional coor-
dinates X corresponding to the mnitial feature point 1n
the current 1image,

X

CLivrent

=K $Xbarn+ Z:

where R 1s the rotation matrix in the reference pose
change amount acquired by the IMU, and T 1s the displace-
ment vector 1n the reference pose change amount acquired
by the IMU.

4. Project the second three-dimensional coordinates
X . onto the current 1image, to obtain two-dimensional
coordinates of the projected feature point in the current
1mage.

The device projects the second three-dimensional coor-
dinates X onto the current image by using the follow-
ing formula, to obtain two-dimensional coordinates X
of the projected feature point in the current 1mage:

CLFFTeril

Cfx 0 cex]
Xcurrent = 0 ﬁ} Cy [* X ciurrent »
0 0 1

where t, 1, ¢,
camera.

The positions of these projected feature points in the
current 1mage are used to predict the position of a target
teature point. The positions of these projected feature points
are usually the same as or close to the position of the target
feature point.

Step 1009: Search a first range with the projected feature
point being the center for a target feature point matching the
initial feature point.

The device extracts a plurality of ORB feature descriptors
from the current image. For a projected feature point cor-
responding to each initial feature point, candidate ORB
teature descriptors located in the first range with the pro-
jected feature point being the center are chosen, and the
projected feature point 1s then matched against the candidate
ORB feature descriptors. In a case that matching succeeds,
it 1s considered that a target feature point matching the maitial
feature point 1s found.

Optionally, the first range i1s a rectangular frame or a
rectangular frame. The form of the first range 1s not limited
in this embodiment of this application. The first range may
be alternatively a rhombic frame, a parallelogrammatic
frame, a circular frame, among another forms.

Step 1010: Search a second range with the projected
feature point being the center again for the target feature
point matching the imitial feature point 1n a case that a
quantity of found target feature points 1s less than a preset
threshold.

Optionally, the second range 1s larger than the first range.

Each projected feature point corresponds to a respective
initial feature point, and each target feature point corre-
sponds to a respective 1nitial feature point. However, a total
quantity of the projected feature points 1s less than or equal
to a total quantity of the initial feature points, and a total
quantity of the target feature points 1s less than or equal to
a total quantity of the initial feature points.

and ¢, are built-in parameters of the
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Step 1011: Calculate a pose change amount of the camera
from a first camera pose to a target camera pose according
to the mitial feature point and the target feature point, the
target camera pose being a camera pose of the camera during
acquisition of the current image.

Optionally, the device calculates a homography matrix
between two frames of 1mage according to the 1mitial feature
point and the target feature point; and decomposes the
homography matrix to obtain the pose change amount
including R, _, .. . and T, , . . of the change of the
camera from the first camera pose to the target camera pose.

The homography matrix describes a mapping relationship
between two planes. The homography matrix may be used to
perform movement estimation 1n a case that feature points in
the natural scenario (the real environment) all fall in a same
physical plane. The device uses RANSAC to decompose the
homography matrix 1n a case that there are at least four pairs
of matching initial feature points and target feature points, to
obtain a rotation matrix R and a translation vector

1

relocalize

relocalize*

R, . . 1s the rotation matrix of the change of the
camera from the first camera pose to the target camera pose,
and T, , . _1s a displacement vector of the change of the
camera from the first camera pose to the target camera pose.

Step 1012: Perform repositioning according to the nitial
pose parameter and the pose change amount to obtain a
target pose parameter corresponding to the target camera
pose.

After performing conversion on the imitial pose parameter
by using the pose change amount, the device performs
repositioning to obtain the target pose parameter corre-
sponding to the target camera pose, so as to calculate the
camera pose of the camera during acquisition of the current
image.

The terminal determines the current image as an (i+1)”
anchor 1mage in a case that repositioning of the current
image succeeds.

The terminal continues to perform feature point tracking
based on the (i+1)” anchor image. The terminal may further
continue to generate an (i+2)” anchor image, an (i+3)”
anchor image, an (i+4)” anchor image, and the like accord-
ing to subsequent feature point tracking. The rest 1s deduced
by analogy. Details are not described herein again. For a
related process, reference may be made to the foregoing
tracking content shown in FIG. 3.

In conclusion, by means of the repositioning method
provided 1n this embodiment, repositioning 1s performed on
a current 1mage and the first anchor 1image 1n a case that the
current image satisiies a repositioning condition, reposition-
ing can be implemented 1n an anchor-SLAM algorithm for
tracking a plurality of consecutive anchor images, and a
tracking process 1s less prone to mterruption, thereby resolv-
ing a problem that an SLAM repositioning method 1n the
related art has a relatively poor repositioning effect in the
field of AR.

In addition, because repositioning 1s performed on the
current 1image relative to the first anchor 1image 1n a reposi-
tioning process, it may be considered that the first anchor
image has no accumulated error. Therefore, 1in this embodi-
ment, an accumulated error generated 1n a tracking process
of a plurality of anchor images can further be eliminated.

By means of the repositioning method provided in this
embodiment, a relerence pose change amount that is
acquired by using an IMU and has a particular error 1s used
to project an initial feature point onto a current image
through rotation and translation, to obtain a projected feature
point; and matching 1s performed within a relatively small
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range according to the projected feature point to obtain a
target feature point. In one aspect, because a search range 1s
reduced, a quantity of candidate ORB feature descriptors of
cach mitial feature point 1s reduced, so that a quantity of
times of matching calculation that needs to be performed 1s
reduced, and a matching process 1s accelerated. In another
aspect, because the projected feature point 1s obtained based
on a 2D-3D-2D conversion process, 1t 1s equivalent to that
a 3D constraint condition 1s added, so that some 1nterfering
matching points that have high feature matching degree but
do not satisty geometric consistency can be filtered out.

In a schematic example, the foregoing repositioning
method 1n a camera pose tracking process may be used in an
AR program. By means of the repositioning method, a pose
of a camera on a terminal can be tracked in real time
according to scene information in the real world, and a
display position of an AR element 1n an AR application 1s
adjusted and changed according to a tracking result. An AR
program run on the mobile phone 1n FIG. 1 or FIG. 2 1s used
as an example. In a case that a still cartoon character
standing on a book needs to be displayed, no matter how a
user moves the mobile phone, it 1s only necessary to change
a display position of the cartoon character according to a
pose change of a camera on the mobile phone, so that the
standing position of the cartoon character on the book can be
kept unchanged.

The following provides apparatus embodiments of this
application. For technical details that are not specifically
described 1n the apparatus embodiments, reference may be
made to corresponding descriptions in the foregoing method
embodiments.

FIG. 11 1s a block diagram of a repositioning apparatus in
a camera pose tracking process according to an exemplary
embodiment of this application. The repositioming apparatus
may be implemented by software, hardware or a combina-
tion of software and hardware as an entire electronic device
or mobile terminal or a part of the electronic device or
mobile terminal. The apparatus 1s provided with a camera.
The camera may be a monocular camera. The apparatus
includes an 1mage obtaining module 1110, an information
obtaining module 1120, a feature point tracking module
1130, a change amount calculation module 1140, and a
repositioning module 1150.

The 1mage obtaining module 1110 1s configured to obtain
a current image acquired after an i” anchor image in a
plurality of anchor 1mages, 1 being an mteger greater than 1.

The mformation obtaining module 1120 1s configured to
obtain an initial feature point and an 1nitial pose parameter
in the first anchor 1mage 1n the plurality of anchor 1images 1n
a case that the current 1mage satisfies a repositioning con-
dition, the 1nmitial pose parameter being used to indicate a
camera pose of the camera during acquisition of the first
anchor 1image;

The feature point tracking module 1130 1s configured to
perform feature point tracking on the current image relative
to the first anchor 1mage, to obtain a target feature point
matching the initial feature point.

The change amount calculation module 1140 1s config-
ured to calculate a pose change amount of the camera from
a {irst camera pose to a target camera pose according to the
initial feature point and the target feature point, the target
camera pose being a camera pose of the camera during
acquisition of the current image.

The repositioning module 1150 1s configured to perform
repositioning according to the initial pose parameter and the
pose change amount to obtain a target pose parameter
corresponding to the target camera pose.
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In an optional embodiment, the device 1s further provided
with an IMU, and the feature point tracking module 1130
includes:

an extraction submodule, configured to extract candidate
feature points from the current image;

an acquisition submodule, configured to obtain a refer-
ence pose change amount of the camera during acquisition
of the current image by using the IMU;

a projection submodule, configured to perform rotation,
translation, and projection on the 1nitial feature point in the
first anchor 1image according to the reference pose change
amount, to obtain a projected feature point corresponding to
the mitial feature point 1n the current 1mage; and

a search submodule, configured to search candidate fea-
ture points 1n a first range with the projected feature point
being the center for a target feature point matching the initial
feature point.

In an optional embodiment, the projection submodule 1s
configured to:

obtain two-dimensional coordinates of the initial feature
point in the first anchor image;

perform back projection on the two-dimensional coordi-
nates ol the mmitial feature point, to obtain first three-
dimensional coordinates X, _ of the initial feature point 1n
the three-dimensional space;

perform three-dimensional rotation and translation on the
first three-dimensional coordinates X, _ by using the fol-
lowing formula, to obtain second three-dimensional coordi-
nates X _ __ _corresponding to the mitial feature point in the
current 1mage,

X,

CLiVrenit

=K $Xbarn+ I:

project the second three-dimensional coordinates X .
onto the current 1image, to obtain two-dimensional coordi-
nates of the projected feature point in the current image,

R being a rotation matrix 1n the reference pose change
amount, and T being a displacement vector in the reference
pose change amount.

In an optional embodiment, the search submodule 1s
turther configured to search a second range with the pro-
jected feature point being the center again for the target
feature point matching the initial feature point 1n a case that
a quantity of the found target feature points 1s less than a
preset threshold,

the second range being larger than the first range.

In an optional embodiment, the apparatus further includes
an extraction module 1160.

The 1image obtaining module 1110 1s further configured to
obtal n pyramid 1mages with diflerent scales corresponding
to the first anchor 1mage, n being an iteger greater than 1.

The extraction module 1160 1s further configured to:
extract an 1mitial feature point from each pyramid image, and
record two-dimensional coordinates of the initial feature
point in a case that the pyramid image 1s scaled to the
original size.

In an optional embodiment, the change amount calcula-
tion module 1140 1s configured to: calculate a homography
matrix of the camera in a camera pose change process
according to the imitial feature point and the target feature
point; and decompose the homography matrix, to obtain the
pose change amount includingR _, .. andT, , . _ofthe
change of the camera from the first camera pose to the target
camera pose.

In an optional embodiment, the feature point tracking
module 1130 1s configured to determine the current image as
an (i+1)” anchor image, and perform feature point tracking
on a subsequently acquired image relative to the (i+1)”
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anchor 1mage. That 1s, the feature point tracking module
1130 1s configured to continue to perform feature point
tracking based on the (i+1)” anchor image in a case that the
current image is determined as the (i+1)” anchor image.

In a case that the repositioning apparatus 1n a camera pose
tracking process provided in the foregoing embodiments
implements repositioning, only divisions of the foregoing
functional modules are described by using an example.
During actual application, the foregoing functions may be
allocated to and completed by diflerent functional modules
according to requirements, that 1s, the internal structure of
the device 1s divided into different functional modules, to
complete all or some of the foregoing described functions.
In addition, the repositioning apparatus provided in the
foregoing embodiments belongs to the same concept as the
embodiments of the repositioning method. For a specific
implementation process of the repositioning apparatus, refer
to the method embodiments for details. Details are not
described herein again.

FIG. 12 1s a structural block diagram of an electronic
device 1200 according to an exemplary embodiment of this
application. The electronic device 1200 may be a smart
phone, a tablet computer, a Moving Picture Experts Group
Audio Layer III (MP3) player, a Moving Picture Experts
Group Audio Layer IV (MP4) player, a laptop computer or
a desktop computer. The electronic device 1200 may also be
referred to as a user terminal, a portable electronic device, a
laptop device, a desktop device, among other names.

Generally, the electronic device 1200 includes a processor
1201 and a memory 1202.

The processor 1201 may include one or more processing
cores, for example, a 4-core processor, an 8-Core processor,
and the like. The processor 1201 may be implemented 1n at
least one hardware form of a digital signal processor (DSP),
a field-programmable gate array (FPGA), and a program-
mable logic array (PLA). The processor 1201 may also
include a main processor and a co-processor. The main
processor 1s a processor configured to process data 1n a
wake-up state or 1s referred to as a central processing unit
(CPU). The co-processor 1s a low power consumption pro-
cessor configured to process data 1n a standby state. In some
embodiments, the processor 1201 may be integrated with a
graphics processing unit (GPU). The GPU 1s configured to
render and draw content that needs to be displayed on a
display. In some embodiments, the processor 1201 may
turther include an artificial intelligence (Al) processor. The
Al processor 1s configured to process a computing operation
related to machine learning.

The memory 1202 may include one or more computer-
readable storage media. The computer-readable storage
medium may be non-transient. The memory 1202 may
turther include a high-speed random access memory (RAM)
and a non-volatile memory such as one or more magnetic
disk storage devices or flash memory storage devices. In
some embodiments, the non-transient computer-readable
storage medium 1n the memory 1202 is configured to store
at least one 1instruction. The at least one 1nstruction 1is
executed by the processor 1201 to implement the reposi-
tiomng method 1n a camera pose tracking process provided
in the method embodiments of this application.

In some embodiments, the electronic device 1200 further
optionally 1ncludes a peripheral interface 1203 and at least
one peripheral. The processor 1201, the memory 1202, and
the peripheral interface 1203 may be connected by a bus or
a signal line. Peripherals may be connected to the peripheral
interface 1203 by a bus, a signal line or a circuit board.
Schematically, the peripheral includes at least one of a radio
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frequency (RF) circuit 1204, a touch display 1205, a camera
component 1206, an audio circuit 1207, a positioning com-
ponent 1208, and a power supply 1209.

The peripheral interface 1203 may be configured to
connect at least one peripheral related to an input/output
(I/0) to the processor 1201 and the memory 1202. In some
embodiments, the processor 1201, the memory 1202, and
the peripheral interface 1203 are integrated 1n one same chip
or circuit board. In some other embodiments, any one or two
of the processor 1201, the memory 1202, and the peripheral
interface 1203 may be separately implemented on a chip or
circuit board. This 1s not limited 1n this embodiment.

The RF circuit 1204 1s configured to receive and transmit
an RF signal, which 1s also referred to as electromagnetic
signal. The RF circuit 1204 communicates with a commu-
nications network and another communication device by
using an electromagnetic signal. The RF circuit 1204 con-
verts an electrical signal mto an electromagnetic signal for
transmission, or, converts a received electromagnetic signal
into an electrical signal. Optionally. The RF circuit 1204
includes an antenna system, an RF transceiver, one or more
amplifiers, a tuner, an oscillator, a DSP, a CODEC chip set,
a subscriber i1dentity module card, and the like. The RF
circuit 1204 may communicate with another electronic
device by using at least one wireless communication pro-
tocol. The wireless communication protocol includes, but 1s
not limited to, a World Wide Web, a metropolitan area
network, an intranet, various generations of mobile commu-
nications networks (2G, 3G, 4G, and 5G), a wireless local
area network and/or a Wireless Fidelity (Wi-F1) network. In
some embodiments. The RF circuit 1204 may further
include a Near Field Communication (NFC)-related circuait.
This 1s not limited 1n this application.

The display 1205 1s configured to display a user interface
(UI). The UI may include a graphic, a text, an 1con, a video,
and any combination thereof. In a case that the display 1205
1s a touch display, the display 1205 further has a capability
of acquiring a touch signal on or above the surface of the
display 1205. The touch signal may be iput as a control
signal into the processor 1201 for processing. In this case,
the display 1205 may further be configured to provide a
virtual button and/or a virtual keyboard, which 1s also
referred to as a soft button and/or a soit keyboard. In some
embodiments, there may be one display 1205, disposed on
a front panel of the electronic device 1200. In some other
embodiments, there may be at least two displays 1205,
respectively disposed on diflerent surfaces of the electronic
device 1200 or designed to be foldable. In some other
embodiments, the display 1205 may be a flexible display,
disposed on a curved surface or folded surface of the
clectronic device 1200. Even, the display 1205 may further
be disposed to be a non-rectangular irregular graphic, that 1s,
an irregular-shaped screen. The display 1205 may be manu-
factured by using a material such as a liquid crystal display
(LCD) or an organic light-emitting diode (OLED).

The camera component 1206 1s configured to acquire an
image or a video. Optionally, the camera component 1206
includes a front-facing camera and a rear-facing camera.
Generally, the front-facing camera 1s disposed on the front
panel of the electronic device, and the rear-facing camera 1s
disposed on the back surface of the electromic device. In
some embodiments, there are at least two rear-facing cam-
eras, which are respectively any one ol a main camera, a
depth-of-field camera, a wide-angle camera, a long-focus
camera, to implement the integration of the main camera and
the depth-of-field camera to implement a background blur-
ring function, the integration of the main camera and the
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wide-angle camera to implement panoramic photography
and a virtual reality (VR) photographing function or another
integrated photographing function. In some embodiments,
the camera component 1206 may further include a flash. The
flash may be a mono color temperature flash or may be a
dual color temperature flash. The dual color temperature
flash 1s a combination of a warm light flash and a cold light
flash and may be used for light compensation at different
color temperatures.

The audio circuit 1207 may include a microphone and a
loudspeaker. The microphone 1s configured to acquire sound
waves from a user and an environment and convert the
sound waves into electrical signals for mput 1into the pro-
cessor 1201 for processing or input into the RF circuit 1204
to 1mplement voice communication. For stereo acquisition
or noise reduction, there may be a plurality of microphones,
respectively disposed at different positions of the electronic
device 1200. The microphone may be alternatively a micro-
phone array or an omnidirectional microphone. The loud-
speaker 1s configured to convert an electrical signal from the
processor 1201 or the RF circuit 1204 into a sound wave.
The loudspeaker may be a conventional diaphragm loud-
speaker or may be a piezoelectric ceramic loudspeaker. In a
case that the loudspeaker 1s a piezoelectric ceramic loud-
speaker, an electrical signal can be converted 1into a sound
wave audible to humans, and an electrical signal can be
converted into a sound wave 1naudible to humans for uses
such as ranging. In some embodiments, the audio circuit
1207 may further include an earphone jack.

The positioning component 1208 1s configured to locate a
current geographical position of the electronic device 1200,
to implement navigation or a location-based service (LBS).
The positioning component 1208 may be a positioning
component based on the US’ global positioning system
(GPS), China’s BeiDou system, Russia’s GLONASS, and
Europe’s Galileo system.

The power supply 1209 i1s configured to supply power to
vartous components in the electronic device 1200. The
power supply 1209 may be alternating-current (AC) power,
direct-current (AC) power, a disposable battery or a
rechargeable battery. In a case that the power supply 1209
includes a rechargeable battery, the rechargeable battery
may be a wired charging battery or a wireless charging
battery. The wired charging battery 1s a battery charged by
using a wired circuit, and the wireless charging battery 1s a
battery charged by using a wireless coil. The rechargeable
battery may be alternatively used to support a fast charging

technology.

In some embodiments, the electronic device 1200 further
includes one or more sensors 1210. The one or more sensors
1210 include, but are not limited to, an acceleration sensor
1211, a gyroscope sensor 1212, a pressure sensor 1213, a
fingerprint sensor 1214, an optical sensor 1215, and a
proximity sensor 1216.

The acceleration sensor 1211 may detect accelerations on
three coordinate axes of a coordinate system established by
the electronic device 1200. For example, the acceleration
sensor 1211 may be configured to detect the components of
the gravitational acceleration on the three coordinate axes.
The processor 1201 may control the touch display 1205
according to a gravitational acceleration signal acquired by
the acceleration sensor 1211 to display a user interface in a
landscape view or a portrait view. The acceleration sensor
1211 may further be configured to acquire game data or
movement data of a user.

The gyroscope sensor 1212 may detect a body direction
and a rotational angle of the electronic device 1200, and the
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gyroscope sensor 1212 may coordinate with the acceleration
sensor 1211 to acquire a 3D motion of a user on the
clectronic device 1200. The processor 1201 may implement
the following functions according to data acquired by the
gyroscope sensor 1212: motion sensing (for example, a Ul
1s changed according to a tilt operation of a user), 1mage
stabilization during photographing, game control, and 1ner-
tial navigation.

The pressure sensor 1213 may be disposed at a side frame
of the electronic device 1200 and/or at an underlying layer
of the touch display 1205. In a case that the pressure sensor
1213 1s disposed at a side frame of the electronic device
1200, a holding signal of the electronic device 1200 by a
user may be detected, and the processor 1201 performs
left/right hand recognmition or fast operation according to the
holding signal acquired by the pressure sensor 1213. In a
case that the pressure sensor 1213 1s disposed at an under-
lying layer of the touch display 1205, and the processor 1201
controls an operable control on the Ul according to a
pressure operation on the touch display 1205 by the user.
The operable control includes at least one of a button
control, a scroll bar control, an 1con control, and a menu
control.

The fingerprint sensor 1214 1s configured to acquire a
fingerprint of a user, and the processor 1201 recognizes the
identity of the user according to the fingerprint acquired by
the fingerprint sensor 1214, or, the fingerprint sensor 1214
recognizes the 1dentity of the user according to the acquired
fingerprint. In a case that 1t 1s recognized that the 1dentity of
the user 1s a trusted 1dentity, the processor 1201 authorizes
the user to perform a related sensitive operation. The sen-
sitive operation includes unlocking a screen, viewing
encrypted information, downloading software, making a
payment, changing a setting, and the like. The fingerprint
sensor 1214 may be disposed on a front surface, a rear
surtace or a side surface of the electronic device 1200. In a
case that the electronic device 1200 1s provided with a
physical button or a manufacturer logo, the fingerprint
sensor 1214 may be integrated with the physical button or
manufacturer logo.

The optical sensor 1215 1s configured to acquire environ-
mental light intensity. In an embodiment, the processor 1201
may control the display brightness of the touch display 12035
according to the environmental light itensity acquired by
the optical sensor 1215. Schematically, the display bright-
ness of the touch display 1205 is increased 1n a case that the
environmental light intensity is relatively high. The display
brightness of the touch display 1205 1s reduced 1n a case that
environmental light intensity is relatively low. In another
embodiment, the processor 1201 may further dynamically
adjust a photographing parameter of the camera component
1206 according to the environmental light intensity acquired
by the optical sensor 1215.

The proximity sensor 1216 1s also referred to as a distance
sensor and 1s usually disposed on the front panel of the
clectronic device 1200. The proximity sensor 1216 1s con-
figured to acquire a distance between a user and the front
surface of the electronic device 1200. In an embodiment, 1n
a case that the proximity sensor 1216 detects that the
distance between the user and the front surface of the
clectronic device 1200 gradually decreases, the processor
1201 controls the touch display 1205 to switch from a
screen-on state to a screen-ofl state. In a case that the
proximity sensor 1216 detects that the distance between the
user and the front surface of the electronic device 1200
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gradually increases, the processor 1201 controls the touch
display 1205 to switch from the screen-ofl state to the
screen-on state.
A person skilled in the art may understand that, the
structure shown 1n FIG. 12 does not constitute a limitation
to the electronic device 1200. More or fewer components
than those shown 1n the figure may be included, or some
component may be combined, or different component
arrangements may be used.
The sequence numbers of the foregoing embodiments of
this application are merely for description purpose and do
not indicate the preference of the embodiments.
A person of ordinary skill in the art may understand that
all or some of the steps of the foregoing embodiments may
be implemented by using hardware, or may be implemented
by a program instructing relevant hardware. The program
may be stored 1n a computer-readable storage medium. The
storage medium may be a read-only memory (ROM), a
magnetic disk, an optical disc, or the like.
The foregoing descriptions are merely preferred embodi-
ments of this application, but are not intended to limit this
application. Any modification, equivalent replacement, or
improvement made within the spirit and principle of this
application shall fall within the protection scope of this
application.
What 1s claimed 1s:
1. A repositioning method 1n a camera pose tracking
process, applied to an electronic device having a camera, the
clectronic device being configured to sequentially perform
camera pose tracking on a plurality of anchor images, the
method comprising:
obtaining a current image acquired by the camera after an
i’ anchor image in the plurality of anchor images, i
being an integer greater than 1;

obtaimning an initial feature point and an initial pose
parameter 1 a first anchor 1mage in the plurality of
anchor 1mages 1n a case that the current image satisfies
a repositioning condition, the mnitial pose parameter
being used to indicate a camera pose of the camera
during acquisition of the first anchor image;

performing feature point tracking on the current image
relative to the first anchor 1image, to obtain a target
feature point matching the initial feature point;
calculating a pose change amount of the camera from a
first camera pose to a target camera pose according to
the 1nitial feature point and the target feature point, the
target camera pose being a camera pose of the camera
during acquisition of the current image; and

performing repositioning according to the mnitial pose
parameter and the pose change amount to obtain a
target pose parameter corresponding to the target cam-
era pose.

2. The method according to claim 1, wherein the elec-
tronic device 1s further provided with an inertial measure-
ment unit (IMU); and

the performing feature point tracking on the current image

relative to the first anchor 1image, to obtain a target
feature point matching the iitial feature point com-
Prises:

extracting candidate feature points from the current

1mage;
obtaining a reference pose change amount of the camera
during acquisition of the current image by using the
IMU:;

performing rotation, translation, and projection on the
initial feature point 1n the first anchor 1image according
to the reference pose change amount, to obtain a
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projected feature point corresponding to the itial
feature point 1n the current 1image; and

searching the candidate feature points 1n a first range with

the projected feature point being the center for a target
feature point matching the 1nitial feature point.

3. The method according to claim 2, wherein the perform-
ing rotation, translation, and projection on the 1nitial feature
point 1n the first anchor image according to the reference
pose change amount, to obtain a projected feature point
corresponding to the initial feature point in the current image
COmprises:

obtaining two-dimensional coordinates of the nitial fea-

ture point 1n the first anchor image;

performing back projection on the two-dimensional coor-

dinates of the 1nitial feature point, to obtain first three-
dimensional coordinates X, _ of the initial feature
point in the three-dimensional space;

performing three-dimensional rotation and translation on

the first three-dimensional coordinates X, by using
the following formula, to obtain second three-dimen-
sional coordinates X corresponding to the initial
feature point 1n the current 1mage,

=R*X

born

X

CLFYenRt

+7% and

projecting the second three-dimensional coordinates
X . projection to the current image, to obtain two-
dimensional coordinates of the projected feature point
in the current image,

R being a rotation matrix 1n the reference pose change
amount, and T being a displacement vector in the
reference pose change amount.

4. The method according to claim 2, wherein after the
searching a first range with the projected feature point being
the center for a target feature point matching the initial
feature point, the method further comprises:

searching a second range with the projected feature point
being the center again for the target feature point
matching the initial feature point in a case that a
quantity of the found target feature points 1s less than
a preset threshold,

the second range being larger than the first range.

5. The method according to claim 1, further comprising:

obtaining n pyramid images with different scales corre-
sponding to the first anchor 1image, n being an integer
greater than 1; and

extracting an mitial feature point from each pyramid
image, and recording two-dimensional coordinates of
the 1itial feature point 1n a case that the pyramid image
1s scaled to the original size.

6. The method according to claim 1, wherein the calcu-
lating a pose change amount of the camera from a first
camera pose to a target camera pose according to the initial
feature point and the target feature point comprises:

calculating a homography matrix of the camera in a
camera pose change process according to the initial
feature point and the target feature point; and

decomposing the homography matrix, to obtain the pose
change amount compnising R, ... and T, , . .. _ of
the change of the camera from the first camera pose to
the target camera pose.

7. The method according to claim 1, wherein after the
performing repositioning according to the itial pose
parameter and the pose change amount to obtain a target
pose parameter corresponding to the target camera pose, the
method further comprises:

determining the current image as an (1+1 )th anchor image;
and
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continuing to perform feature point tracking based on the
(1+1)th anchor 1mage.
8. An electronic device, comprising a memory and a
processor, a camera, and a plurality of programs stored in the
memory, wherein the plurality of programs, when executed 5
by the processor, cause the electronic device to sequentially
perform a process of camera pose tracking on a plurality of
anchor 1images, the process including:
obtaining a current image acquired by the camera after an
i” anchor image in the plurality of anchor images, i
being an integer greater than 1;

obtaining an initial feature point and an nitial pose
parameter 1 a first anchor 1mage 1n the plurality of
anchor 1images 1n a case that the current 1mage satisfies
a repositioning condition, the initial pose parameter
being used to indicate a camera pose of the camera
during acquisition of the first anchor 1mage;

performing feature point tracking on the current image
relative to the first anchor image, to obtain a target
feature point matching the initial feature point;
calculating a pose change amount of the camera from a
first camera pose to a target camera pose according to
the 1nitial feature point and the target feature point, the
target camera pose being a camera pose of the camera
during acquisition of the current image; and

performing repositioning according to the initial pose
parameter and the pose change amount to obtain a
target pose parameter corresponding to the target cam-
era pose.

9. The electronic device according to claim 8, wherein the
clectronic device 1s further provided with an inertial mea-
surement unit (IMU); and

the performing feature point tracking on the current image

relative to the first anchor image, to obtain a target
feature point matching the initial feature point com-
Prises:

extracting candidate feature points from the current

1mage;
obtaining a reference pose change amount of the camera
during acquisition of the current image by using the
IMU:;

performing rotation, translation, and projection on the
initial feature point 1n the first anchor 1image according
to the reference pose change amount, to obtain a
projected feature point corresponding to the initial
feature point 1n the current 1image; and

searching the candidate feature points in a first range with

the projected feature point being the center for a target
feature point matching the initial feature point.

10. The electronic device according to claim 9, wherein
the performing rotation, translation, and projection on the
initial feature point 1n the first anchor 1mage according to the
reference pose change amount, to obtain a projected feature
point corresponding to the 1nitial feature point 1n the current
1mage comprises:

obtaining two-dimensional coordinates of the 1nitial fea-

ture point 1n the first anchor 1image;

performing back projection on the two-dimensional coor-

dinates of the 1nitial feature point, to obtain first three-
dimensional coordinates X, . of the initial feature
point in the three-dimensional space;

performing three-dimensional rotation and translation on

the first three-dimensional coordinates X, _ by using
the following formula, to obtain second three-dimen-
stonal coordinates X _ __ ~ corresponding to the initial
feature point 1n the current image,
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projecting the second three-dimensional coordinates
X _ projection to the current image, to obtain two-

P FEF

dimensional coordinates of the projected feature point
in the current image,

R being a rotation matrix 1n the reference pose change
amount, and T being a displacement vector 1n the

reference pose change amount.

11. The electronic device according to claim 9, wherein
the process further comprises:

alter searching a first range with the projected feature

point being the center for a target feature point match-
ing the mitial feature point:

searching a second range with the projected feature point

being the center again for the target feature point
matching the initial feature point in a case that a
quantity of the found target feature points 1s less than
a preset threshold,

the second range being larger than the first range.

12. The electronic device according to claam 8, wherein
the process further comprises:

obtaining n pyramid images with different scales corre-

sponding to the first anchor image, n being an integer
greater than 1; and

extracting an iitial feature point from each pyramid

image, and recording two-dimensional coordinates of
the 1nitial feature point 1n a case that the pyramid image
1s scaled to the original size.
13. The electronic device according to claim 8, wherein
the calculating a pose change amount of the camera from a
first camera pose to a target camera pose according to the
initial feature point and the target feature point comprises:
calculating a homography matrix of the camera in a
camera pose change process according to the initial
feature point and the target feature point; and

decomposing the homography matrix, to obtain the pose
change amount comprising R, .. and T, , . ..  of
the change of the camera from the first camera pose to
the target camera pose.

14. The electronic device according to claim 8, wherein
the process further comprises:

alter performing repositioning according to the initial

pose parameter and the pose change amount to obtain
the target pose parameter corresponding to the target
camera pose:

determining the current image as an (1+1 )th anchor image;

and

continuing to perform feature point tracking based on the

(1+1)th anchor 1mage.

15. A non-transitory computer-readable storage medium
storing 1nstructions, the instructions, when executed by a
processor of an electronic device having a camera, cause the
clectronic device to sequentially perform a process of cam-
era pose tracking on a plurality of anchor images, the
process including:

obtaining a current 1mage acquired by the camera atfter an

i”” anchor image in the plurality of anchor images, i

being an integer greater than 1;
obtaining an 1itial feature point and an initial pose

parameter 1n a first anchor 1mage in the plurality of

anchor 1mages 1n a case that the current image satisfies

a repositioning condition, the initial pose parameter

being used to indicate a camera pose of the camera

during acquisition of the first anchor 1image;
performing feature point tracking on the current image

relative to the first anchor image, to obtain a target

feature point matching the initial feature point;
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calculating a pose change amount of the camera from a
first camera pose to a target camera pose according to

the 1nitial feature point and the target feature point, the
target camera pose being a camera pose of the camera
during acquisition of the current image; and

performing repositioning according to the mnitial pose
parameter and the pose change amount to obtain a
target pose parameter corresponding to the target cam-
era pose.

16. The non-transitory computer-readable storage
medium according to claim 15, wherein the electronic
device 1s further provided with an inertial measurement unit
(IMU); and

the performing feature point tracking on the current image

relative to the first anchor image, to obtain a target
feature point matching the initial feature point com-
Prises:

extracting candidate feature points from the current

1mage;
obtaining a reference pose change amount of the camera
during acquisition of the current image by using the
IMU:;

performing rotation, translation, and projection on the
initial feature point 1n the first anchor 1mage according
to the reference pose change amount, to obtain a
projected feature point corresponding to the initial
feature point 1n the current 1image; and

searching the candidate feature points in a first range with

the projected feature point being the center for a target
feature point matching the initial feature point.

17. The non-transitory computer-readable storage
medium according to claim 16, wherein the performing
rotation, translation, and projection on the imtial feature
point 1n the first anchor image according to the reference
pose change amount, to obtain a projected feature point
corresponding to the 1nitial feature point 1n the current image
COmMprises:

obtaining two-dimensional coordinates of the initial fea-

ture point 1n the first anchor 1image;

performing back projection on the two-dimensional coor-

dinates of the 1nitial feature point, to obtain first three-
dimensional coordinates X, _, ol the initial feature
point in the three-dimensional space;

performing three-dimensional rotation and translation on

the first three-dimensional coordinates X, _ by using
the following formula, to obtain second three-dimen-
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stonal coordinates X _ __ _ corresponding to the initial
feature point 1n the current image,

=R*X

born

X

CLiVrent

+7% and

projecting the second three-dimensional coordinates
X . projection to the current image, to obtain two-
dimensional coordinates of the projected feature point
in the current image,

R being a rotation matrix 1n the reference pose change
amount, and T being a displacement vector in the
reference pose change amount.

18. The non-transitory computer-readable storage
medium according to claim 16, wherein the process further
COmMprises:

alter searching the first range with the projected feature
point being the center for the target feature point
matching the initial feature point:

searching a second range with the projected feature point
being the center again for the target feature point
matching the initial feature point in a case that a
quantity of the found target feature points 1s less than
a preset threshold,

the second range being larger than the first range.

19. The non-transitory computer-readable storage
medium according to claim 15, wherein the process further
COmMprises:

obtaining n pyramid images with different scales corre-
sponding to the first anchor 1mage, n being an integer
greater than 1; and

extracting an mitial feature point from each pyramid
image, and recording two-dimensional coordinates of
the 1itial feature point 1n a case that the pyramid image
1s scaled to the original size.

20. The non-transitory computer-readable storage
medium according to claim 15, wherein the calculating a
pose change amount of the camera from a first camera pose
to a target camera pose according to the mnitial feature point
and the target feature point comprises:

calculating a homography matrix of the camera in a
camera pose change process according to the initial
feature point and the target feature point; and

decomposing the homography matrix, to obtain the pose
change amount comprising R _, . and T , . .  of
the change of the camera from the first camera pose to
the target camera pose.
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