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ELECTRONIC TRANSCEIVER DEVICE,
METHOD AND COMPUTER PROGRAM FOR
DECODING CONTROL INFORMATION

CROSS-REFERENCE TO RELATED
APPLICATIONS

This 1s a § 371 national stage of PCT/EP2018/068924,
filed Jul. 12, 2018, which claims the benefit of U.S. Provi-
sional Application No. 62/545,381, filed Aug. 15, 2017.
Both of these applications are hereby incorporated herein by
reference 1n their entireties.

TECHNICAL FIELD

The present disclosure generally relates to an electronic
transceiver device and method and computer program there-
for. In particular, the present disclosure relates to sofit-
combining of signals provided from a network node.

BACKGROUND

When an electronic transceiver device, such as User
Equipment (UE), wishes to connect to a wireless cellular
communication system, for example after power-on or when
waking up after an extended sleep period, 1t goes through an
initial-access procedure. The first step of this procedure 1s
typically that the electronic transceiver device searches for
and detects a synchronization signal that 1s regularly broad-
cast by the network access nodes. After successiul time-
frequency alignment, the electronic transceiver device may
listen for additional information from the network, e.g.
so-called system information, and/or respond with a request
to join the network. This 1s often referred to as physical
random access channel message, or Physical Random
Access Channel (PRACH) message). The electronic trans-
ceiver device 1s typically not allowed to send the request to
jo01n at an arbitrary time, since that could conflict with other
transmissions in the system, but should rather send 1t at a
predefined time interval after the downlink signal was
received.

Thus, 1n order to connect to the network, the device needs
to acquire network synchronisation and obtain essential
system information. Synchronisation signals are used for
adjusting the frequency of the device relative the network,
and for finding the proper timing of the received signal from
the network. In the New Radio (NR), the synchromization
and access procedure may mnvolve several signals, as brietly
clucidated below.

A Primary Synchromization Signal (PSS) allows for net-
work detection 1n presence of a high 1mitial frequency error,
up to tens of ppm. Additionally, PSS provides a network
timing reference. 3GPP has selected three m-sequences as
PSS signals 1n NR. Since the use of one out of three
sequences 1s known but the channel 1s unknown, the PSS 1s
typically detected by correlation between the received signal
and all of the three possible m-sequences. A correlation
value above a threshold typically indicates the existence of
a PSS. In order to handle mitially large frequency oflsets
arising from an uncalibrated LO, multiple correlations may
be needed for hypothesizing over multiple, different ire-
quency errors to cover the whole range of frequency errors
that result from a crystal’s open loop frequency 1naccuracy.

A Secondary Synchronization Signal (SSS) allows for
more accurate frequency adjustments and channel estima-
tion while at the same time providing fundamental network
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information, e.g. cell identity (ID). Also here m-sequences
are used and detection 1s similar to that of PSS.

A Physical Broadcast CHannel (PBCH) provides a subset
of the minimum system information for random access. It
will also provide timing information within a cell, e.g. to
separate timing between beams transmitted from a cell. The
amount of information to fit into the PBCH 1s of course
highly limited to keep the size and power allocation down.
Furthermore, demodulation reference signals are injected 1n
the PBCH 1n order to receive 1t properly.

A Synchromzation Signal Block (SSB) as proposed for
NR comprises the above signals, 1.e. PSS, SSS, and PBCH.
In NR, the transmission scheme may for example have a
composition and structure and be provided repeatedly, as
illustrated 1 FIG. 1. For example, two Orthogonal Fre-
quency Division Multiplex (OFDM) symbols are reserved
for PBCH transmission in NR, and PSS and SSS are defined
to be 1277 subcarriers wide whereas the PBCH 1s defined to
be 288 subcarriers wide 1n NR.

A number of SSBs, typically rather close in time, may
constitute an SS burst. A collection of SS bursts 1s an SS
burst set, as illustrated in FIG. 2. The SS burst set 1s repeated
periodically, say, every 20 ms. An SS burst set 1s transmitted
periodically and the UE can, by using the SSBs 1n the SS
burst set, determine the downlink timing, and acquire some
fundamental system information from the PBCH. In idle
mode the UE can expect an SS burst set transmitted once per
20 ms, while 1n connected mode the UE can be configured
to expect SS burst sets once per 5 ms. Hence, once the UE
has obtained downlink synchronization, it knows 1n which
slots to expect SS block transmissions.

Some or all information bits i the subsequent symbols
representing different SSBs may be the same, or some of
them may differ. One example of embedding varying infor-
mation 1s the inclusion of a count-down counter in the
transmission to indicate the time to a PRACH transmission
window. In that case, a counter value may be reduced 1n each
OFDM symbol, while the node 1dentity and/or access format
information does not change.

Some electronic transceiver devices near the cell border
may experience worse coverage and may be unable to
receive the system information. Hence there 1s a need for an
approach for improving system information detection per-
formance in such scenarios

SUMMARY

The disclosure 1s based on the understanding that signals
in SSBs from a network node may provide variable range at
cell borders depending on diflerent robustness of the signals.
The mventors have found that by attempting to soit-combine
signals from the repeated SSBs by letting information from
the more robust signals, 1.e. PSS and SSS, aid 1n combining
of the less robust signals, 1.e. PBCH, the range can 1in
practice be improved. Robustness 1n this context means the
ability to decode a weak signal, and different robustness may
be caused by different encoding, modulation, power (1.e. per
symbol or resource element), etc.

According to a first aspect, there 1s provided an electronic
transceiver device arranged to operate in a cellular commu-
nication system, where the cellular communication system
has a network node arranged to transmit control information
by repeating at least a part of the control information,
wherein the electronic transceiver device comprises a
receiver arranged to receive signals from the network node
including signals comprising the control information, said
signals comprising a first signal and a second signal grouped
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at repeating time instances. Information from the decoded
first signal enables 1dentifying the second signals when the
receiver 1s able to decode at least the first signal. The
receiver 1s configured to receive the first signal and the
second signal provided at a first time 1nstance, and to receive
the first signal and the second signal at a second time
instance. The electronic transcerver device further comprises
a memory arranged to store at least information received 1n
the second signals, and a signal processor arranged to form
hypotheses of differences 1n the received information at the
first and second time instances of the second signals for
soft-combining the information of the second signals. Upon
a hypothesis indicating successiul soit-combining of the
second signals of the first and second time instances, the
signal processor 1s arranged to decode control information
carried by the second signals.

Each of the first and second time 1nstances may corre-
spond to a reception of a synchronisation signal block. The
first signal may be a primary synchronisation signal or a
secondary synchronisation signal. The second signal may be
a physical broadcast channel.

The electronic transceiver device may be arranged to
determine 1f information of the second signal 1s decodable
from the combination of the second signals of the first and
second time mstances, and further arranged to receive a first
signal and a second signal provided at a further time instance
by the network node and form hypotheses of differences in
the received information at the first, second and further time
instances of the second signals for soft-combining the infor-
mation of the second signals 11 determined that information
of the second signal 1s not decodable from the second signals
at the first and second time 1nstances. The determination of
whether decoding of the information of the second signal 1s
enabled from the second signals at the first and second time
instances may be based on a check sum.

The signal processor may be arranged to form the hypoth-
eses by bemng configured to hypothesize a diflerence
between information of the two or more of the plurality of
the second signals, wherein the difference being one or more
symbols of the second signals differing from corresponding
symbols of the other second signals, decode the second
signal, for each code word segment of a received code word
of the second signals, by being arranged to determine a first
metric associated with a probability that a first code word
segment of a first received code word corresponds to a signal
segment content, determine a second metric associated with
a probability that a second code word segment of a received
second code word of the second signal corresponds to the
first signal segment content conditional on the difference
between the second signals, and select, for the second si1gnal,
the first signal segment content or the second signal segment
content based on the metrics, for the soft-combining,
wherein a determination whether the soft-combining 1s
successiul 1s based on the metrics.

The signal processor may be arranged to form the hypoth-
eses of differences 1n the received information of second
signals for soft-combining the information of the second
signals by being arranged to mvert and soft-combine the
information according to a hypothesis dependent pattern.

The respective second signals may be scaled prior com-
bining, wherein the scaling may be based on at least one of
a reception quality metric of the recerved second signal, and
estimated channel for the received second signal.

The information from the decoded first signal at at least
the first time instance may enable identifying other time
instances when the first signal and the second signal are
transmitted grouped at the repeating time instances.
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According to a second aspect, there 1s provided a method
performed by an electronic transceiver device arranged to
operate 1 a cellular communication system, where the
cellular communication system has a network node arranged
to transmit control information by repeating at least a part of
the control information. The method comprises receiving
signals from the network node including signals comprising
the control information, said signals comprising a first signal
and a second signal grouped at repeating time instances,
wherein information from the decoded first signal enables
identifying the second signals when the recerver is able to
decode at least the first signal. The receiving of the signals
comprises receiving the first signal and the second signal
provided at a first time 1nstance, receiving the first signal and
the second signal at a second time instance. The method
further comprises storing at least information received 1n the
second signals, and forming hypotheses of differences in the
received information at the first and second time 1nstances of
the second signals for soit-combining the information of the
second signals, and decoding control information carried by
the second signals upon a hypothesis imndicating successiul
solt-combining of the second signals of the first and second
time 1nstances.

Each of the first and second time instances may corre-
spond to a reception of a synchronisation signal block. The
first signal may be a primary synchronisation signal or a
secondary synchronisation signal. The second signal may be
a physical broadcast channel.

The method may comprise determining it information of
the second signal 1s decodable from the combination of the
second signals of the first and second time 1nstances, recerv-
ing a first signal and a second signal provided at a further
time mstance, and forming hypotheses of differences in the
received mnformation at the first, second and further time
instances of the second signals for soit-combining the imnfor-
mation of the second signals 11 determined that information
of the second si1gnal 1s not decodable from the second signals
at the first and second time instances. The determining of
whether decoding of the information of the second signal 1s
enabled from the second signals at the first and second time
instances may be based on a check sum.

The forming of the hypotheses may comprise hypothesiz-
ing a difference between information of the two or more of
the plurality of the second signals, the difference being one
or more symbols of the second signals differing from cor-
responding symbols of the other second signals, decoding
the second signal for each code word segment of a recerved
code word of the second signals, wherein the decoding may
comprise determining a {irst metric associated with a prob-
ability that a first code word segment of a first received code
word corresponds to a signal segment content, determining
a second metric associated with a probability that a second
code word segment of a received second code word of the
second signal corresponds to the first signal segment content
conditional on the difference between the second signals,
and selecting, for the second signal, the first signal segment
content or the second signal segment content based on the
metrics, for the soft-combining, wherein a determination
whether the soft-combining 1s successiul 1s based on the
metrics.

The forming of the hypotheses of differences in the
received mformation of second signals for solt-combiming
the information of the second signals may comprise invert-
ing and soft-combining the information according to a
hypothesis dependent pattern.

The method may comprise scaling the respective second
signals prior combining, wherein the scaling may be based
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on at least one of a reception quality metric of the received
second signal, and estimated channel for the received second
signal.

The information from the decoded first signal at at least
the first time instance may enable identifying other time
instances when the first signal and the second signal are
transmitted grouped at the repeating time 1nstances.

According to a third aspect, there 1s provided a computer
program comprising instructions which, when executed on a
processor of an electronic transceiver device, causes the

clectronic transceiver device to perform the method accord-
ing to the second aspect.

BRIEF DESCRIPTION OF THE DRAWINGS

The above, as well as additional objects, features and
advantages of the present disclosure, will be better under-
stood through the following illustrative and non-limiting
detailed description of preferred embodiments of the present
disclosure, with reference to the appended drawings.

FI1G. 1 schematically 1llustrates provision of PSS, SSS and
PBCH 1n an SSB.

FIG. 2 schematically illustrates SSBs as provided in SS
bursts.

FIG. 3 1s a block diagram of an electronic transceiver
device according to an embodiment.

FIG. 4 1s an 1illustration of a network node of a cellular
communication system.

FIG. 5 15 a top view of a network node which provides
beams with range r 1n different directions ¢ to sweep the
coverage area of the network node.

FIG. 6 1s a schematic illustration of a network node
providing a beam having different coverages for diflerent
types of signals.

FIG. 7 1s a flow chart 1llustrating a method according to
an embodiment.

FIG. 8 1s a tlow chart 1llustrating forming and evaluating,
ol hypotheses according to an embodiment.

FIG. 9 schematically illustrates a computer-readable
medium and a processing device.

DETAILED DESCRIPTION

FIG. 3 schematically illustrates an electronic transceiver
device 300 according to an embodiment. The electronic
transcerver device 300. The electronic transceiver device
300 may be a User Equipment (UE), smart phone, modem,
laptop, Personal Digital Assistant (PDA), tablet, mobile
terminal, smart phone, laptop embedded equipment (LEE),
laptop mounted equipment (LME), Universal Serial Bus
(USB) dongles, machine type UE, UE capable of machine-
to-machine (M2M) communication, etc., or a sensor or
actuator that 1s able to wirelessly send and receive data
and/or signals to and from a network node. The electronic
transceiver device 300 comprises a transceiver which at least
comprises a receiver 301 connected to an antenna arrange-
ment 301a to be able to receive signals transmitted from a
network node of a cellular communication system. The
network node 1s arranged to transmit control information by
repeatedly transmitting grouped signals comprising the con-
trol information. Such a network node 1s further demon-
strated with reference to FIG. 4. The electronic transceiver
device 300 further comprises a signal processor 302 and a
memory 304. The electronic transceiver device 300 may
comprise further elements for fulfilling tasks usually exist-
ing in any of the example devices demonstrated above, such
as user interface, signal interfaces, power circuits, etc., but
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6

since this 1s commonly known features and not influencing,
the disclosure, a further discussion thereabout i1s not pro-
vided not to obscure the main contribution of this disclosure.

FIG. 4 illustrates a network node 400 connected with
backhaul to a network 410, e.g. a core network or the
Internet. The network node 400 operates a cell, which has a
certain assumed coverage. The coverage may be accom-
plished by consecutively providing beams 420, e¢.g. by
directional antennas such as an array antenna, providing a
pattern as for example illustrated 1n FIG. 5 covering the
assumed area, as illustrated in FIG. 4, or by continuously
providing transmissions covering the assumed area, e.g. by
an omnidirectional antenna. An electronic transceiver device
300 operating at or close to the edge of the assumed area
may experience dithiculties with successiully recerving sig-
nals provided by the network node 400, and 1t 1s within that
context the discussions below will be made.

The receiver 301 1s arranged to receive signals from the
network node 400, 1n which groups of signals are repeating

at least a part of the control information. When the electronic
transceiver device 300 1s on a distance from the network
node where the transmissions are close to their maximum
range, the electronic transceiver device may be able to
decode the first signal, e.g. PSS and SSS, but not the second
signal, e.g. PBCH, due to the first signal having greater
robustness 1n modulation and/or coding. The coverage, seen
in an ideal environment, exemplified by a beam, may thus
look like illustrated 1n FIG. 6 where the first signal 1is
decodable within a larger area 602 than the second signal
which 1s only successtully decoded within a smaller area
604. A similar problem may occur if the electronic trans-
ceiver device happens to be between provided beams where
respective areas 604 of the beams fail to cover but the areas
602 may overlap.

FIG. 7 1s a flow chart illustrating a method according to
embodiments. In the tlow chart, optional actions are 1ndi-
cated with dashed boxes and odd number reference numer-
als. Furthermore, the dot-dashed box 714 indicates an action
that 1s not really part of the contribution of this disclosure,
but 1s indicated to put the contributing actions into context.
The method 1s performed by an electronic transceiver device
which 1s arranged to operate 1mn a cellular communication
system. The cellular communication system 1s assumed to
have a network node arranged to transmit control informa-
tion by repeating at least a part of the control information at
different time 1nstances, e.g. as demonstrated with reference
to FIGS. 1 and 2. The flow chart 1s illustrated as a loop,
which represents the reoccurring time instances.

The method includes receiving 700 signals from the
network node, which signals includes the signals comprising
the control information. The signals comprise a first signal
and a second signal, e.g. as demonstrated with reference to
FIG. 1, 1.e. grouped at repeating time instances. As also
demonstrated above, the first signal may be easier decodable
at harsh situations, wherein information from the decoded
first signal at such situations may enable identifying 701 the
second signals when the receiver 1s able to decode at least
the first signal. That 1s, when the second signal 1s not tully
decodable, but the first one 1s, e.g. as demonstrated with
reference to FIG. 6, the second signal can be 1dentified 701,
received 702 and stored 704 anyway.

Thus, the receiving of the signals comprises receiving
700, 702 the first signal and the second signal provided at a
first time 1instance, then and receiving 700, 702 the first
signal and the second signal at a second time instance when
710, 712 successiul decoding of desired control information
from the second signal was not able at the first time 1nstance
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By storing 704 at least information received in the second
signals and forming 706 hypotheses of differences 1n the
received information at the first and second time 1nstances of
the second signals wherein control information carried by
the second signals are attempted to be decoded 708 upon a
hypothesis indicating successiul soft-combining of the sec-
ond signals of the first and second time instances. The
solt-combining may include two or more time instances. For
example, 1t 1s determined 710 whether information of the
second signal 1s decodable from the combination of the
second signals of the first and second time instances, and 11
not, a further time instance 1s included 712, which leads to
receiving 700, 702 a first signal and a second signal provided
at a further time instance and forming 706 hypotheses of
differences in the received information at the first, second
and further time instances of the second signals for the
solt-combining of the information of the second signals. The
determining 710 of whether decoding of the information of
the second signal 1s enabled from the second signals at the

first and second time instances may be based on a check
SUI.

As demonstrated with reference to FIGS. 1 and 2, each of
the first and second time instances may correspond to a
reception of a synchromisation signal block, the first signal
may be a primary synchronisation signal or a secondary
synchronisation signal, and the second signal may be a
physical broadcast channel.

The formmg 706 of the hypotheses may comprise hypoth-
es1zing a difference between information of the two or more
of the plurality of the second signals, for example as will be
demonstrated further with reference to FIG. 8. Forming 706
of the hypotheses of differences in the received information
of second signals for soft-combining the information of the
second signals may comprise inverting and soft-combining
the mnformation according to a hypothesis dependent pattern.

For proper and/or easier combining, scaling 705 the
respective second signals may be applied prior combining.
The scaling may be based on for example a reception quality
metric of the recerved second signal, estimated channel for
the received second signal, eftc.

Above, the optional step of i1dentifying 701 the second
signal from decoded first signal has been demonstrated. The
principle of identilying signals to be received from one or
more successiul decoding of signals can also be applied in
a wider sense. For example information from the decoded
first signal at one time instance can be used for enabling
identifying of other time instances when the first signal and
the second signal are transmitted, where knowledge of
periodicity of time instances and grouping of the signals at
the repeating time 1nstances 1s used.

The recerver of the electronic transceiver device may
receive the signals comprising the control information from
beams swept consecutively over a coverage area of the
network node, wherein the time instances may be from
different beams, 1.e. covering adjacent areas as demonstrated
with reference to FIGS. 4 and 5, and/or a beam covering a
particular area as demonstrated with reference to FIG. 6, 1.¢.
where the electronic transceiver device 1s located, for each
time the beam 1s provided over that particular area. Thus, the
time instants may be periodic, 1.¢. from each time the beam
1s pointed towards the electronic transceiver device, adja-
cent, 1.e. from two beams approximately pointing in the
direction of the electronic transceiver device, or any com-
bination thereot, 1.e. from any beam from which information
may be gathered.

Here, the optional actions of storing information from all
of the first and second time 1nstants and possible further time

5

10

15

20

25

30

35

40

45

50

55

60

65

8

instants enable processing at arbitrary time provides for
enabling the wireless transceiver device to continue receiv-
ing signals from further time instants simultancous with
processing already received signals. Thus, the sequential
nature illustrated by the flow charts should be interpreted
accordingly, 1.e. receiving steps 701, 702 may be repeated
before or simultaneous with the processing ol previously
received signals. That 1s, the methods may be performed on
a real-time basis rather than sequentially as inherently
showed by a tlow chart.

For the sake of easier understanding, the forming of
hypotheses and decoding has 1n FIG. 7 been 1illustrated on a
rough level. The skilled reader will understand that the
decoding 1s interleaved with the forming and evaluation of
the respective hypotheses. The actual forming of the hypoth-
eses and evaluation thereof may for example rely on statis-
tical parsing, e.g. utilizing a Viterb1 algorithm for achieving
a maximum-likelihood performance. FIG. 8 1s a flow chart
schematically illustrating forming and evaluating of a
hypothesis.

A difference between the first and second 1nstances of the

second signal 1s hypothesized 800. The difference may be
one or more symbols of the first instant differing from
corresponding symbols of the second instant. The difference
may alternatively or additionally be that the one or more
symbols of the first and second 1nstants use different scram-
bling codes. Metrics for different possible code words are
determined, 1.e. decoding 1s performed for each code word
segment. This includes that a code word segment 1s picked
801, and for that a first metric of a first code word 1s
determined 802 and a second metric of a second code word
1s determined 804. Here, for the sake of simplicity and easier
understanding of the text, the terms “first metric” and
“second metric” are used, but they may each comprise a set
of one or more metrics. The first metric 1s associated with a
probability that the code word segment of the recerved first
code word corresponds to a first signal segment content. The
second metric may be associated with a probability that the
code word segment of a received second code word of the
second signal corresponds to the first signal segment content
conditional on the difference between the first signal and the
second signal. A decision metric may be determined 805,
which 1s based on the first and second metrics. The decision
metric may be acquired by observing the first and second
metrics for respective path, 1.¢. the decision metric 1s given
by the algorithm, e.g. by a Viterb1 decoder, for the path.
According to some embodiments, the second metric may be
determined 804 independently of the first metric, wherein
the decision metric 1s determined 806 over combinations of
the first and second metrics, 1.e. for feasible transition
likelihoods. If further code WOI‘d segments are present 806,

the procedure of processing each of them continues. When
all code word segments are parsed, a signal segment content
1s selected 808 based on the metrics, 1.e. the first and second
metrics, or on the decision metric. The signal segment
content 1s selected, based on the metrics, 1.e. the first and
second metrics, or on the decision metric, among the first
signal segment content or a second signal segment content,
for the first signal, or for the second signal the first signal
segment content or the second signal segment content, for
the soft-combining. It 1s then possible to determine whether
the soft-combining 1s successiul based on the metrics. The
forming and evaluating of hypotheses may be performed on
a plurality of time instants of the second signals, on which
information may have been stored, 1.e. not just the first and

second time 1nstants, but the principle above still applies.
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The above 1s based on an approach for decoding of codes
that may be represented via a state machine. The approach
1s particularly usetul when decoding two code words with a
hypothesized, e.g. known, difference. For example, the
approach may include joint Viterbi decoding of blocks, 1.e.
code words, with unknown content but known difterence,
but 1s not limited to a Viterb1 decoder. For example, a
modification of the Viterb1 decoder that allows joint decod-
ing of code blocks (i.e. code words) containing the same
unknown information may be used, but where 1t 1s known
that some symbols, e.g. bits, at known positions are toggled,
¢.g. flipped from O to 1, and vice versa. This allows the
desired control information to be decoded using blocks from
different, e.g. adjacent, beams. Hence, redundancy can be
achieved by collecting blocks from multiple beams. The
branch metrics for the two or more jointly decoded blocks,
1.e. code words, may be combined 1n a manner that takes the
toggled bits into account. Typically, each control signal
instance 1s decoded separately, but the decisions on the most
likely path through each respective trellis 1s based on the
combined information from all jointly decoded blocks.

Each state of the Viterbi decoder represents the most
recent bits 1n the code block. It 1s realized that by concat-
enating a toggle bit pattern and an associated check sum,
every state 1n the decoding of the second code block to the
corresponding state 1n the decoding of the first code block.
This allows the so called path metrics, which 1s a central
concept of the Viterbi algorithm and which 1s to be mini-
mized or maximized, depending on the type of metric used
in the decoding, 1n order to find the transmitted message
with maximum likelihood, to be combined when deciding
which previous nodes to select as mputs to the current ones.

A Viterb1 algorithm typically contains the following ele-
ments:

A Path Metrics Unit (PMU), dynamically connecting

nodes, 1.e. states for diflerent output bits, and

A Traceback Umt (TBU), converting a sequence of state
transitions into binary Os and 1s or a soit representation
thereof.

The PMU further comprises:

A Branch Metrics Unit (BMU), where given a received
code word segment and a particular node, 1.e. state, and
two branching words, each associated with a separate
next node, 1.e. subsequent state, a cost 1 terms of
distance between the received code word segment and
a branch word 1s calculated, where distance may refer
to any of the non-limiting examples:

Hamming distance, in case of ‘hard” decoding where
input to algorithm 1s binary values, or
Euclidean distance, in case of ‘soft” decoding where
input to algorithm i1s mapped to values in, for
instance, the range [0,7], where 0 1s a strong binary

0 and 7 1s a strong binary 1, and where 3 and 4 are

weak Os and 1s, respectively
An Add-Compare-Select Unit (ACS), where path metric

1s calculated for each of the potential mput nodes
(previous states, 1n this example there are up to two
potential input nodes) to each node (state) representing
a next node (subsequent state) wherein for each poten-
tial mput the path metric at that particular node (pre-
vious state) 1s added to the branch metric for transition
from that particular node to this next node (subsequent
state); where calculated path metrics are compared; and
where the mput node associated with the smallest path
metrics 15 selected as the input node to this particular
next node.
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The inputs to the algorithm are two code blocks, 1.e. first
and second code words, and a toggle pattern, 1.¢. a difler-
ence, known or at least hypothesized.

For each pair of received code word segments a state-
toggle mask may be defined based on the mput toggle
pattern, where bits are read out, e.g. by a modulo operation,
and where the MSB (most significant bit) 1s the left-most bat.

In the ACS unit, path metrics (first and second metrics)
are calculated and maintained independently of each other
for the two code blocks, but when comparing and deciding
which mput to take, the metrics may be combined, e.g.
added, over the nodes to produce the decision metric.

Depending on the state-toggle pattern for the previous
code word segment, the order of the path metrics for the two
potential mput nodes may have to be shifted for metrics
related to the second code block belfore adding them to
corresponding metrics for the first code block.

For each node, the input node associated with the smallest
path metrics 1s selected.

Generally, decoding may be achieved using any suitable
approach or algorithm for decoding of state machine repre-
sentable codes. For example, the decoding approach may
apply trellis decoding, sequential decoding, 1terative decod-

ing, the Viterbi algorithm, the Bahl-Cocke-Jelinek-Raviv
(BCIR) algorithm, the Fano algorithm, the stack algorithm,
the creeper algorithm, turbo decoding, and/or suboptimal
versions of these approaches (such as sliding window decod-
ing, list decoding, etc.).

In some examples, e.g. if a decoding approach based on
a trellis representation of the code such as the Viterbi
algorithm 1s used, determining the first metric may be
associated with a probability of a particular state transition
conditional on the code word segment of the recerved first
code word.

The first metric may, for example, be a Hamming distance
or a Fuclidean distance between the code word segment of
the received first code word and a code word segment
corresponding to the first message segment content, e.g. a
code word segment of a branch 1n a trellis representation of
the code. Alternatively, the first metric may be the soft
values achieved after the iterations of a turbo decoder, or any
other suitable metric.

The methods according to the present disclosure 1s suit-
able for implementation with aid of processing means, such
as computers and/or processors, especially for the case
where the signal processor 302 demonstrated above with
reference to FIG. 3 comprises a processor handling the
operations demonstrated herein. Therefore, there 1s provided
a computer program, comprising instructions arranged to
cause such processing means, processor, or computer to
perform the steps of any of the methods according to any of
the embodiments described herein, and with option to per-
form forming and evaluation of hypotheses as described
with reference to FIG. 8. The computer program preferably
comprises program code which 1s stored on a computer
readable medium 900, as illustrated in FI1G. 9, which can be
loaded and executed by processing means, processor, or
computer 902 to cause it to perform the methods, respec-
tively, according to embodiments of the present disclosure,
preferably as any of the embodiments described herein. The
computer 902 and computer program product 900 can be
arranged to execute the program code sequentially where
actions of the any of the methods are performed stepwise, or
on a real-time basis as discussed above. The processing
means, processor, or computer 902 1s preferably what nor-
mally 1s referred to as an embedded system. Thus, the
depicted computer readable medium 900 and computer 902
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in FIG. 9 should be construed to be for illustrative purposes
only to provide understanding of the principle, and not to be
construed as any direct illustration of the elements.

The invention claimed 1s:
1. An electronic transceiver device arranged to operate 1n
a cellular communication system, where the cellular com-
munication system has a network node arranged to transmit
control information by repeating at least a part of the control
information, wherein the electronic transceiver device com-
Prises:
a recerver arranged to receive signals from the network
node including signals comprising the control informa-
tion, said signals comprising a {irst signal and a second
signal grouped at repeating time 1nstances;
wherein information from the decoded first signal
enables 1dentifying the second signals when the
recerver 1s able to decode at least the first signal, and

wherein the receiver 1s configured to receive the first
signal and the second signal provided at a first time
instance, and to receive the first signal and the
second signal at a second time 1nstance;
a memory arranged to store at least information recerved
in the second signals; and
a signal processor arranged to:
form hypotheses of differences in the received infor-
mation at the first and second time 1nstances of the
second signals for soft-combining the information of
the second signals; and

upon a hypothesis indicating successtul soit-combiming
of the second signals of the first and second time
instances, decode control information carried by the
second signals,
wherein the electronic transceiver 1s configured to detect
that the first signal was successtully decoded when the
second signal was not successfully decoded, and 1n
response to the detection to perform:
using the information from the decoded first signal to
identily the second signal; and

storing the identified second signals for use when
forming the hypotheses of diflerences 1n the recerved
information at the first and second time 1nstances of
the second signals.

2. The electronic transceiver device of claim 1, wherein
cach of the first and second time 1nstances corresponds to a
reception of a synchromisation signal block, the first signal
1s a primary synchronisation signal or a secondary synchro-
nisation signal, and the second signal 1s a physical broadcast
channel.

3. The electronic transceiver device of claim 1, arranged
to determine 11 information of the second signal 1s decodable
from the combination of the second signals of the first and
second time mstances, and further arranged to receive a first
signal and a second signal provided at a further time nstance
by the network node and form hypotheses of differences in
the received information at the first, second and further time
instances of the second signals for soft-combining the infor-
mation of the second signals 11 determined that information
of the second signal 1s not decodable from the second signals
at the first and second time 1nstances.

4. The electronic transceiver device of claim 3, wherein
determination of whether decoding of the information of the
second signal 1s enabled from the second signals at the first
and second time instances 1s based on a check sum.

5. The electronic transceiver device of claim 1, wherein
the signal processor 1s arranged to form the hypotheses by
being configured to:
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hypothesize a difference between information of the two
or more of the plurality of the second signals, the
difference being one or more symbols of the second
signals differing from corresponding symbols of the
other second signals;

decode the second signal by, for each code word segment

of a received code word of the second signals, being

arranged to:

determine a first metric associated with a probability
that a first code word segment of a first recerved code
word corresponds to a signal segment content;

determine a second metric associated with a probability
that a second code word segment of a received
second code word of the second signal corresponds
to the first signal segment content conditional on the
difference between the second signals; and

select, for the second signal, the first signal segment

content or the second signal segment content based on
the metrics, for the soft-combiming, wherein a deter-
mination whether the soft-combining 1s successtul 1s
based on the metrics.

6. The electronic transceiver device of claim 1, wherein
the signal processor 1s arranged to form the hypotheses of
differences 1n the received information of second signals for
solt-combining the information of the second signals by
being arranged to invert and soft-combine the information
according to a hypothesis dependent pattern.

7. The electronic transceiver device of claim 1, wherein
the respective second signals are scaled prior combining,
wherein the scaling 1s based on at least one of:

a reception quality metric of the received second signal;

and

estimated channel for the received second signal.

8. The electronic transceiver device of claim 1, wherein
information from the decoded first signal at one or more time
instances comprising at least the first time instance enables
identifying other time instances when the first signal and the
second signal are transmitted grouped at the repeating time
instances.

9. A method performed by an electronic transceiver
device arranged to operate mn a cellular communication
system, where the cellular communication system has a
network node arranged to transmit control imnformation by
repeating at least a part of the control imnformation, wherein
the method comprises:

recerving signals from the network node including signals

comprising the control information, said signals com-

prising a first signal and a second signal grouped at

repeating time instances, wherein information from the

decoded first signal enables identifying the second

signals when the receiver 1s able to decode at least the

first signal, and wherein the receiving of the signals

COMprises:

receiving the first signal and the second signal provided
at a first time 1nstance;

receiving the first signal and the second signal at a
second time 1nstance;

detecting that the first signal was successiully decoded
when the second signal was not successiully
decoded, and in response to the detection using the
information from the decoded first signal to 1dentily
the second signal;

storing at least information received in the identified
second signals;

using the stored identified second signals to form
hypotheses of differences 1n the recetved information
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at the first and second time instances of the second
signals for soft-combining the information of the
second signals, and

decoding control information carried by the second
signals upon a hypothesis indicating successiul soft-
combining of the second signals of the first and
second time instances.

10. The method of claim 9, wherein each of the first and
second time 1nstances corresponds to a reception of a
synchronisation signal block, the first signal 1s a primary
synchronisation signal or a secondary synchronisation sig-
nal, and the second signal 1s a physical broadcast channel.

11. The method of claim 9, comprising:

determining if information of the second signal 1s decod-

able from the combination of the second signals of the
first and second time 1nstances;

receiving a lirst signal and a second signal provided at a

further time instance;

forming hypotheses of differences in the received infor-

mation at the first, second and further time instances of
the second signals for soft-combining the information
of the second signals 1f determined that information of
the second signal 1s not decodable from the second
signals at the first and second time 1nstances.

12. The method of claim 11, wherein the determining of
whether decoding of the information of the second signal 1s
enabled from the second signals at the first and second time
instances 1s based on a check sum.

13. The method of claam 9, wherein the forming of the
hypotheses comprises:

hypothesizing a diflerence between information of the

two or more of the plurality of the second signals, the
difference being one or more symbols of the second
signals differing from corresponding symbols of the
other second signals;

decoding the second signal for each code word segment of

a received code word of the second signals, wherein the

decoding comprises:

determining a first metric associated with a probability
that a first code word segment of a first received code
word corresponds to a signal segment content;

determining a second metric associated with a prob-
ability that a second code word segment of a
recetved second code word of the second signal
corresponds to the first signal segment content con-
ditional on the difference between the second sig-
nals; and

selecting, for the second signal, the first signal segment

content or the second signal segment content based on
the metrics, for the soft-combining, wherein a deter-
mination whether the soft-combining 1s successiul 1s
based on the metrics.

14. The method of claim 9, wherein the forming of the
hypotheses of differences in the recerved information of

.
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second signals for soft-combining the information of the
second signals comprises inverting and soft-combining the
information according to a hypothesis dependent pattern.

15. The method of claim 9, comprising:

scaling the respective second signals prior combining,

wherein the scaling 1s based on at least one of:

a reception quality metric of the received second signal;

and

estimated channel for the received second signal.

16. The method of claim 9, wherein information from the
decoded first signal at one or more time nstances compris-
ing at least the first time i1nstance enables 1dentifying other
time mstances when the first signal and the second signal are
transmitted grouped at the repeating time instances.

17. A non-transitory computer readable storage medium
comprising instructions which, when executed on a proces-
sor of an electronic transceiver device, cause the electronic
transceiver device to perform a method, wherein the elec-
tronic transceiver device 1s arranged to operate 1n a cellular
communication system, where the cellular communication
system has a network node arranged to transmit control
information by repeating at least a part of the control
information, wherein the method comprises:

recerving signals from the network node including signals

comprising the control information, said signals com-
prising a first signal and a second signal grouped at
repeating time instances, wherein information from the
decoded first signal enables identifying the second
signals when the receiver 1s able to decode at least the
first signal, and wherein the receiving of the signals
COMprises:

receiving the first signal and the second signal provided

at a first time 1nstance;

receiving the first signal and the second signal at a
second time 1nstance;

detecting that the first signal was successiully decoded
when the second signal was not successiully
decoded, and in response to the detection using the
information from the decoded first signal to 1dentity
the second signal;

storing at least information received in the identified
second signals;

using the stored identified second signals to form
hypotheses of differences 1n the received information
at the first and second time 1nstances of the second
signals for soft-combining the information of the
second signals, and

decoding control information carried by the second
signals upon a hypothesis indicating successiul soft-
combining of the second signals of the first and
second time instances.
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